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ABSTRACT Nanosatellites’ embedded systems must adapt to power, weight, size, and cost constraints.
Thus, over the years, the use of Commercial-Off-The-Shelf (COTS) System-on-Chip (SoC) has become
common. They have a lower development cost and better performance when compared to components
specifically designed for space, although they are more susceptible to the radiation effects. A point of
attention in these devices is the reliability of data transmitted between hardcore processors and applications
in the reconfigurable logic area. This work proposes a Parity-based Dual Modular Redundancy (PDMR)
approach for use in interconnect interfaces of COTS SoCs. The experiments were conducted through
simulations with Python scripts and hardware implementations in a Xilinx Zynq-7000 SoC. The proposed
technique was compared with the Triple Modular Redundancy (TMR) technique. The simulation results
show that for specific rates, the proposed approach reaches values close to those of the TMR and implies a
smaller number of bits transmitted even when data detected as erroneous are retransmitted. Meanwhile,
hardware implementation results demonstrate a decrease in hardware resource utilization and power
consumption compared to TMR implementation.

INDEX TERMS Nanosatellite, data transmission, fault tolerance, FPGA, DMR, parity.

I. INTRODUCTION
Recent microelectronic innovations allow for smaller space
systems known as pico (0.1–1 kg) and nanosatellite
(1–10 kg), which have significant power, weight, size,
and cost constraints [1]. Nowadays, it is usual to adopt
Commercial-Off-the-Shelf (COTS) electronic components in
the design of onboard processing systems for nanosatellites.
These devices offer a low cost to the project and are years
ahead of parts specially designed for space usage in terms of
performance [2], [3]. However, the harsh space environment
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can be a risk for space missions with COTS components since
they are more susceptible to radiation effects, such as Single
Event Upsets (SEUs) and Single Event Transients (SETs) [4].

SEUs are caused by the impact of heavy ions or protons on
bistable elements, such as flip-flops or other memory cells,
which can generate a change of state (bitflip) [5]. Meanwhile,
SETs occur when charged particles hit the integrated circuit,
causing momentary voltage excursions. Transients in logic
gates can propagate and be captured by storage elements
(flip-flops or latches), becoming an SEU and consequently
affecting the component’s behavior [5], [6].

Given the growing demand for processing capacity in
nanosatellites, COTS Systems-on-Chip (SoCs) that integrate
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processing cores and Field-Programmable Arrays (FPGAs)
have been increasingly adopted in missions with small
satellites [7]. COTS SoCs enable hybrid processing, in which
an embedded hardcore processor can perform part of the
processing, and the rest of the computations are performed by
a hardware acceleration in the reconfigurable logic (FPGA).
Since these devices are based on SRAM (Static Random
Access Memory) FPGAs whose configuration memory is
subject to Single Event Upsets (SEUs), several works have
investigated the radiation effects and methods to mitigate
them [8], [9], [10], [11].

In [12], the authors state that interconnection modules
(communication interfaces) affected by SEUs can be a source
of errors in architectures that use hardware acceleration.
Benevenuti and Kastensmidt [13] mention that replacing
interconnection modules with fault-tolerant versions may be
necessary to increase the reliability in a system that includes
a hardware accelerator module with fault tolerance. However,
these works do not discuss methods to mitigate data transmis-
sion errors caused by faults in the interconnection modules.
For instance, in [13], hardware redundancy techniques are
only applied to the hardware acceleration module, not the
communication architecture.

Different redundancy techniques can be applied to mitigate
possible errors caused by radiation. The information redun-
dancy involves adding extra bits to the data so that they can
be used to detect and even correct bitflips. The correction
capability depends on the coding scheme [14]. Those that
allow correction without retransmitting the information are
referred to as Forward Error Correction (FEC) codes.

Several FEC codes are described in the literature [15]. The
complexity of implementing these codes may vary according
to the objective of the application. In [16], the authors
describe the complexity of classical error-correcting codes,
such as Hamming, Reed-Muller, Golay, Reed-Solomon,
Convolutional, and Turbo codes. Most of these codes involve
sequential circuits in the encoder or decoder, which can be
an issue in systems with time constraints. Other codes, such
as Hamming and Reed-Muller, may involve implementing a
matrix generator in the encoder, which can directly impact
logical complexity. The authors state that due to the limited
energy budget of an application, only codes of limited
complexity may be considered. Therefore, selecting the
code to be implemented is crucial for systems with power
consumption constraints.

FEC codes have interesting correction capabilities, but
the number of redundant bits can increase considerably
depending on the code implemented. Therefore, its use
in standard protocols may involve sending the message
and checksum in different clock cycles or using extra
bus lines to include redundant bits [17], [18]. Considering
these characteristics and the complexity of FEC codes,
their implementation can impact the development time
and power consumption, which is at odds with what is
desired for applications with nanosatellite platforms [1],
[19], [20]. In this context, modern FEC codes may have

limited application in embedded systems and on-chip com-
munication, even though the use of Single Error Correction
(SEC) and Single Error Correction Double Error Detection
(SECDED) codes are verified, mainly for protecting memory
components [17], [21]. Another important observation about
FEC codes concerns that retransmission turns out to be more
efficient than correction from an energy viewpoint [22], [23].

Hardware redundancy features a more straightforward
implementation than FEC schemes and has been used in
several applications to mitigate SETs and SEUs [17], [24].
One of the most common hardware redundancy techniques
is Triple Modular Redundancy (TMR), which consists of
three identical hardware components, all with the same
input and performing the same tasks. The outputs of these
components are compared by a voting circuit, which sides the
system output to be the majority result [25], characterizing
the TMR ability of fault masking. So, if one element has
failed, generating an incorrect output, the voter establishes
that the system output will be the same as the output of the
two components that supposedly operate correctly. However,
if two or three elements have failed, the voter agrees with the
majority, and the system output is incorrect [25].

The classical voter logic for individual bits is defined
as [25] and [26]:

v = x · y+ x · z+ y · z, (1)

where x, y, and z are the outputs of the redundant digital
components.

Despite TMR’s widespread usage in radiation effect
mitigation, its disadvantages are related to the increase
in more than 200% of the area and power overhead [9].
According to Siegle et al. [9], another drawback is related to
the impact on the performance of a circuit, especially when
there are many TMR partitions.

A possible methodology to overcome the area overhead
issue of TMR is the approximate TMR (ATMR) [27]. It is
based on replacing TMR modules with approximate logic
circuits, which must perform a logic function that may
differ but must be closely related to the function of the
original circuit [27], [28]. Although using ATMR reduces
the area occupied by redundant modules, according to
Arifeen et al. [29], designing an ATMR is a challenging
task due, among other characteristics, to the extensive search
space and computational complexity. They also state that
ATMR is more vulnerable to errors than TMR. Their work
contains important references for the design and application
of ATMR.

The difficulties inherent to the ATMR design [27], [29]
distract from our objective of proposing a low-complexity
solution for data transmission structures. As communication
interfaces are generally composed of control and data signals,
the use of ATMRmay involve the reduction of circuits whose
logical functions are related to the behavior of these signals.
The reduced circuits must guarantee data transfer and the
correct operation of control signals. The identification of such
circuits adds extra complexity to design development. So,
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it may become unfeasible when considering the restrictions
imposed by standard protocol specifications. For instance, the
Advanced eXtensible Interface (AXI) protocol specification
of the Advanced Microcontroller Bus Architecture (AMBA)
standard [30] highlights that there must be no combinatorial
paths between input and output paths on master and slave
interfaces. In FPGAs, achieving simplification may be
possible by applying ATMR to the Look-Up Tables (LUTs)
that make up the interconnect interface [28]. However, this
fine-grained implementation is beyond the scope of our work.

An alternative to TMR and the complexity of FEC codes
is the Dual Modular Redundancy (DMR), which is based on
duplicating logic elements. In this case, errors in the system
can be detected by comparing the bits of each redundant
component. Compared to the TMR, the DMR occupies a
smaller area, but it only allows error detection. Consequently,
one can not take the output of one of the elements as
correct. Moreover, it is a straightforward protection approach
compared to FEC codes.

Aiming to expand the DMR to have error mitigation
capability, a parity-based DMR approach was developed to
be applied to communication interfaces (interconnection)
of COTS SoCs that integrate hardcore processors and
reconfigurable logic (FPGA) on the same chip. The main
objective is to increase the reliability of data transmission in
these devices, which are increasingly used in space missions
with nanosatellites. We also seek to contribute with an
alternative to hardware redundancy techniques by providing a
method with fault mitigation values close to TMR in the face
of different error rates, with less hardware resource utilization
and power consumption.

The proposed approach, like TMR, allows fault masking.
Moreover, error indication components enable the detection
of potentially erroneous messages, which can facilitate
retransmission actions. To achieve these characteristics,
we focus on a solution with low implementation complexity
in terms of logic elements.

Tests were carried out through software simulations
and hardware implementations, in which the technique
was applied to the AXI communication interfaces of the
AMBA standard and compared with the TMR in the same
scenarios.

The remainder of the paper is organized as follows:
Section II provides an overview of related works; Section III
presents the proposed approach, describing the formation rule
and the logical expressions; Section IV describes the software
simulations and their results; Section V provides hardware
area and power occupancy, based on implementations for a
Xilinx Zynq-7000 SoC; Section VI contains a comparison
of some properties of the proposed approach, TMR and FEC
codes; Section VII presents the final remarks.

II. RELATED WORKS
The reliability of communicationmodules was investigated in
the work byDe Sio et al. [12]. The authors present a reliability
analysis of the AXI Interconnect IP module implemented

in a Zynq-7000 SoC for connecting the processing system
(ARM) and the reconfigurable logic (FPGA) integrated
into the same chip. For this, faults were injected in the
sections of the FPGA configuration memory occupied by
the module. Furthermore, two hardware accelerators were
developed and implemented in the FPGA along with the
AXI Interconnect. During the testing routine, the processing
system configured the accelerators and stimulated each with
different inputs. The detected failures were observed and
classified as follows: both accelerators stopped working; both
had faulty calculations; only one accelerator continued to
function correctly; the processing system accessed only one
accelerator, but it returned erroneous results. Additionally,
it was observed that the returned values were the same
when both accelerators produced wrong calculations. Given
the results, the authors conclude that the AXI Interconnect
module can be a source of errors in architectures that use
hardware acceleration. In [31], the authors further investigate
the implications of radiation-induced SEUs on the AXI
Interconnect module.

The redundancy of internal buses for low-speed peripherals
has been explored by Lázaro et al. [32]. In their work,
the authors propose a solution composed of an Intellectual
Property (IP) Core called AXILiteRedundant and a redundant
system. IP Core was used to triple the signals from a slave
interface to master interfaces, which connect to external
redundant peripherals. Also, the values frommultiple masters
to the slave were selected by a TMR voter. The IP Core could
also indicate to the processor if all three masters had the same
values, one of them had a different value (which could be
corrected by the voter), or if they all had different values,
signaling an error. The authors describe the modifications
performed to the AXI standard to apply the redundancy
mechanism and the elements that make up the redundant
system. Finally, they conclude that the proposal protects
the interconnection and peripheral IPs, requires few FPGA
resources for implementation, and has negligible power
consumption. Although this work stands out as an example of
the application of TMR in communication interfaces, the lack
of some descriptive elements related to the implementation
and the specific nature of the IP made comparison with our
approach difficult.

Bertozzi et al. [23] explore the detection capability and
energy-reliability tradeoff of different coding schemes for
on-chip communication links. The authors focus on schemes
with Hamming codes, CRC codes, and a simple single-parity
bit code. In this work, the Hamming-based correction codes
allow the correction of single errors, while the CRC and
the parity bit use retransmission as a recovery strategy.
The authors present an interesting result for the subset of
codes considered (CRC and Hamming), concluding that,
from an energy viewpoint, retransmission turns out to be
more efficient than correction. Despite the capability of
CRC codes, their basic implementations only deal with error
detection, and their complexity depends on the choice of the
generator polynomial.
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FIGURE 1. Data transmission with a parity-based DMR approach.

Mach et al. [17] present a review of existing protection
approaches against transient faults of on-chip bus intercon-
nects. The work focuses on embedded processors used in
applications such as the automotive or space sectors, which
have safety/mission-critical characteristics. The described
protection approaches are information redundancy, temporal,
and spatial (hardware). The authors state that implementing
information redundancy is not straightforward, though it
is viable in high-performance applications. They highlight
parity and Error Detection and Correction (EDAC) codes,
such as SECDED. In addition, regarding temporal redun-
dancy, they point out that it requires accurate analysis of
transient glitch durations and is suitable for low-performance
applications. On the other hand, spatial redundancy (such as
TMR) has a greater impact on area and power consumption
but presents a straightforward implementation. The authors
conclude that the selection of the protection approach
depends on factors such as the processor use case, the
operating environment, and the possibility of performing
modifications to components external to the processor.

Regarding DMR with parity, in [33], a parity method
(based on a cascade) is applied to cover all possible faults
in the routing and LUT content using a totally self-checking
circuit with a parity generator. The structure is duplicated so
that if a fault is detected in an FPGA, the output of the one that
was not affected is enabled. Clark et al. [34] apply DMR to
detect errors at the Register File (RF) write-back stage of the
pipeline, and SEU correction is achieved through parity that
detects RF entry nibbles that are correct in one DMR copy
but not the other. The correct contents are then copied from
the DMR copy with correct parity to the other.

Theseworks illustrate the application of DMR and parity in
the architecture of memory components. During our state-of-
the-art review, we could not find works related to the specific
use of DMR or DMR with parity for data transmission. Our
approach is combinational, and the original data is divided
into groups with associated parity bits. This way, an error in
different groups can be masked/corrected when considering
logical expressions developed from the parity bits, as seen
throughout the work.

III. PROPOSED APPROACH
In the parity-based DMR approach, we assume a data
transmission structure where DMR is applied, such as the
one presented in Fig. 1. We also assume that the transmission
channels are susceptible to radiation effects. The input data is
considered to have Nd bits. Initially, this data passes through
an encoder (Encoder module in Fig. 1), which adds the parity
bits (Np-bit width) to the original message and forwards the
codeword (input data + parity bits yielding an N -bit width
word) to the transmitter that duplicates it and transmits each
one over a digital channel (Ch0 and Ch1). At the receiver,
the data from each channel is checked to determine which
channel can deliver the correct message (set of bits).

Additionally, the parity bits are replaced by error indication
bits (Ne-bit width), which have the same width as the parity
bits (Ne = Np). According to the need and implementation,
the error indication bits (ei) can serve as an auxiliary signal
to take error mitigation actions, such as data retransmission
or message discarding by a processing unit. In short, when
presenting a logical value of 1, the error indication bits
indicate an error in part of the received message, as described
in this section.

Fig. 1, displays the modules of the proposed approach.
Note that bus widths are indicated by Nd , Np, and Ne. Also,
the modules in the receiver will be referenced throughout this
section.

A. WORD STRUCTURE AND PARITY GENERATION
As previously stated, for an input word of Nd bits (hereafter
referred to as information bits), there is an output word with
N bits, where N is a power of 2 greater than Nd . The number
of parity bits the transmitter adds is given by Np = N − Nd ,
where Np must be a power of 2 less than or equal to Nd . Each
parity bit is associated with a certain amount of information
bits. This amount is referred to asM and can be calculated by

M = N/Np − 1. (2)

Thus, one parity bit plus M information bits constitute a
group, and the total of groups equals the value of Np. Fig. 2
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illustrates an N -bit codeword. The index of the information
bits t ranges from 0 to L, where L = Nd − 1.

FIGURE 2. N-bit codeword with parity bits.

For the proposed approach, an even parity code was
chosen, and it is obtained by

pi = t(Mi) ⊕ t(Mi+1) ⊕ · · · ⊕ t(Mi+M−2) ⊕ t(Mi+M−1), (3)

where index i ranges from 0 to K , for K = Np − 1. This
index defines to which parity and group the set of information
bits belongs. After passing through the channels, the parity
bits are indicated by pppij , where the subscript j determines
the respective channel, assuming 0 or 1. It is worth noting
that parity is also generated at the receiver (Parity module in
Fig. 1), similarly to (3) and referenced by rij , since the parity
bits and information bits may be corrupted after passing
through the channels.

B. CHANNEL SELECTOR, ERROR FLAG, COMPARATOR,
AND OUTPUT
The codeword formation rule allows the original data to
be divided into groups. Based on a logic implementation
in the receiver, the parity bits can be used to generate the
receiver’s output data, which may be formed by information
bits from groups of different channels. For example, suppose
the original data was divided into two groups with one
parity bit each, as shown in Fig. 3. When passing through
the receiver, the first slice (group without parity bit) of the
receiver’s output data can be formed by information bits from
Channel0 (Ch0). In contrast, the second slice can come from
Channel1 (Ch1), as long as the transmitted parity bits and the
ones calculated at the receiver indicate the absence of errors
in these groups.

The selection of the channel (Channel Selector module
in Fig. 1) each slice will be obtained from depends on the
proposed logical expression:

si = (pppi0 ⊕ ri0 ) + (pppi1 · ri0 · ri1 ) + (pppi1 · ri0 · ri1 ). (4)

In (4), pppi0 corresponds to the parity bit of the
i-th group received by the receiver from the Ch0, pppi1 stands
for the i-th parity bit received from the Ch1, ri0 is the i-th
parity bit of the Ch0 computed at the receiver, and ri1 is the
i-th parity bit of the Ch1 computed at the receiver. Observe
that pppi0 and pppi1 are represented by bold letters to indicate that
theymay be corrupted bits after passing through the channels.
Also, si is the channel select bit associated with the i-th group.
The logical value 0 for si means that the information bits
of group i, coming from Ch0, must be part of the output
message, while a logical value 1 means that those coming

from Ch1 must be considered. The truth table for (4) can be
observed in Table 1. It should be noted that Ch0 is used as a
default for the output when pppi0 , pppi1 , ri0 , and ri1 have the same
logical value (referred to as SLV cases). Meanwhile, Ch1 is
the default channel when two parity bits have the same value
and the other two have the same opposite value (e.g., pppi0 = 0,
pppi1 = 0, ri0 = 1, ri1 = 1). When all parity bits are equal, it is
assumed that the information bits of the channels are equal,
and any of the channels can be considered for the receiver’s
output data. In the other case, although two parity bits are
equal and the other two are equal with inverse value, it is not
inferred which channel can deliver the correct bits.

TABLE 1. The truth table for the channel selector and error flag.

Based on the parity bits (pppi0 , pppi1 , ri0 , and ri1 ), a logic was
elaborated to add error detection capacity to the proposed
approach through error indication bits (Error Indicator
module in Fig. 1). During the development of logical
expressions, two scenarios were considered. In the first one
(S1), the error indication bits are obtained considering only
the parity bits. Thus, the error flag was designed to simplify
the logical implementation and evaluate the behavior of the
solution without the need to compare information bits from
both channels. For S1, the error flag (fi) and the error
indication bit (ei) are obtained from

fi = (pppi0 ⊕ ri0 ) ⊙ (pppi1 ⊕ ri1 ), (5)

ei = si · fi, (6)

where the ⊙ operator in (5) represents a logical XNOR
operation.

The last column of Table 1 contains the binary values
for (5). Although the error flag is set for SLV cases (first and
last rows of Table 1), the error indication bit (ei) is based
on an AND operation with fi, which means that these cases
are disregarded for S1 (the operation results in the binary
value 0). The fact that fi is set for SLV cases also allows its
logical expression to be written in terms of XOR and XNOR
operations, which reduces the number of logic gates and gate
inputs. If fi were 0 for these cases, its expression would be
composed of six minterms (table rows in which fi is set), each
with four logical variables. Another advantage of expressing
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FIGURE 3. PDMR example with 6 information bits and 2 parity bits.

fi as (5) is that this logical expression can be used for both
scenarios (S1 and S2). Since, for S1, we disregard SLV cases
as a source of possible errors, it is assumed that these cases
imply equal and correct information bits on both channels.
The impact of this assumption is verified through simulation
results.

In the second scenario (S2), the SLV cases are taken
into account because, although all parity bits have the same
logical value, it is assumed that information bits from the two
channels associated with these parity bits may have different
values, which indicates an error in one of the channels. In this
scenario, the channel information bits must be compared
using comparator logic, which determines whether they are
the same on both channels. The comparator is part of the
Error Indicator module represented in Fig. 1. Therefore, the
width of the buses in red lines becomes Nd + Np for (S2)
since the information bits must be compared. Furthermore,
the comparison is performed through a bitwise operation
between the information bits of the channels, which may be
corrupted. The comparison bit is found by

ci = ttt (Mi)0 ⊕ ttt (Mi)1 + ttt (Mi+1)0 ⊕ ttt (Mi+1)1 + · · ·

+ ttt (Mi+M−2)0 ⊕ ttt (Mi+M−2)1 + ttt (Mi+M−1)0 ⊕ ttt (Mi+M−1)1 ,

(7)

where subscripts 0 and 1 indicate bits from Ch0 and Ch1,
respectively, and the bold letters represent the information
bits after passing through the channels. It is verified that
the error flag and comparison bits are computed for each
group that makes up the codeword. Finally, for S2, the error
indication bit is obtained from the logical expression

e′i = fi · (si + ci). (8)

It is worth noting that the prime symbol (′) is used to
differentiate (8) from (6).

Given the previous expressions and descriptions, the output
word from the receiver assumes the format shown in Fig. 4.
A logical value of 1 in any error indication bits means an error
in one or more information bits in the slice associated with
that indication bit. That is how an error data can be detected.

FIGURE 4. Receiver’s output word format.

The codeword formation rule presented in this section
was designed to maintain compatibility with the data bus
of already consolidated on-chip communication protocols,
which generally have a width defined by a power of 2 (e.g.,
8, 16, 32, 64). However, another formation rule could be
considered by doing, for example, M ′

= N ′
d/N

′
p and N ′

=

N ′
d + N ′

p, where N
′
d and N ′

p are powers of 2 with N ′
p ≤ N ′

d .

IV. SOFTWARE SIMULATION
A. SIMULATION ENVIRONMENT
The proposed approach was verified by comparing the
techniques of the TMR, PDMR (parity-based DMR without
comparator, S1), and PDMR-C (parity-based DMR with
comparator, S2). Tests were carried out via software using
Python programming language. For this, some scripts were
created with different functionalities, such as:

• Data generation: It generates the data (words) for
transmission. As input arguments, the script receives the
amount of data to be generated and the bit width (Nd ) of
each data. As output, the script creates a CSV file, where
each line represents a single data with Nd information
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bits, and the number of rows corresponds to the amount
of data (TD);

• Fault generation: The script was designed to generate
fault vectors by receiving the amount of data and the bit
width (in this case, defined by N ) of each data as input
arguments. In addition, the script gets as input the error
rate to be used for the fault vectors. This error rate is
applied bit by bit and given in terms of errors/(bit.day),
representing a typical measurement for SEUs [35], [36].
Therefore, the random event of a bitflip occurring is
simulated, for simplicity, through a uniform distribution
based on the error rate. A random number is generated,
and a bitflip occurs if its value is less than the rate value.
As output, the script generates a CSV file with three
columns, each containing an N -bit fault vector. Each
of the three columns must feed a channel for the TMR
test, while only two must be used for the PDMR and
PDMR-C tests. The number of rows also corresponds to
the amount of data (TD);

• Simulation control and data analysis: It must read the
files generated by the two scripts with the described
functionalities. Among the inputs received by the script
are the bus data width (N ), the number of information
bits (Nd ), and an argument that indicates the group
width, which follows the diagram shown in Fig. 2. Also,
the script generates a CSV output file, which contains
the originally transmitted data, the data after passing
through each channel, and the data received by the
receiver after applying the TMR, PDMR, and PDMR-C
tolerance methods. This file also contains the counting
values of bit errors for data analysis.

In Fig. 5, a simulation diagram is presented. Initially, the
CSV files generated by the data and fault generation scripts
are read, and each row is analyzed. The transmitter takes care
of doubling or tripling the channels and inserting the parity
for the PDMR and PDMR-C cases. In the next step, faults are
injected into the channels through a function that takes the
channel data as an argument and performs an XOR operation
with one of the columns (according to the channel) of the
file that contains fault vectors. In tests with DMR, only two
channels are used, so only columns 0 and 1 of the file are
considered, whereas, for TMR, columns 0, 1, and 2 are used.
At the receiver, these data are treated tomitigate errors so that,
for the TMR, the classical voter logic (1) is used, while for the
PDMR and PDMR-C, the logics described in Section III are
used.

B. RESULTS AND DISCUSSION
During the simulations, two basic configurations were
implemented:

• C1: Nd = 24 and Np = 8 corresponds to 24 information
bits and eight parity bits, referred to as PDMR 24 × 8;

• C2: Nd = 24 and Np = 8 corresponds to 24 information
bits and eight parity bits with comparator (defined
by (7)), referred to as PDMR-C 24 × 8.

FIGURE 5. Simulation diagram.

Note that both configurations yield a 32-bit bus for DMR
tests. In the case of TMR, as no extra bits are added to
the information bits, there are only 24 information bits.
Therefore, for DMR cases, each channel’s 32 bits (parity +

information) are subject to bitflip, while for TMR, only
the information bits (24) of each channel are considered
susceptible. Additionally, the amount of data (TD) was taken
to be 106 messages per day.
Table 2 contains the simulation results for C1 and C2.

These results were obtained considering the average of
100 simulation runs. In other words, a hundred fault vector
files, with a total of TD lines, were generated for each error
rate, and each file was applied to the data set. In this table,
PD represents the percentage of detected errors, while PU and
PE represent the percentages of undetected and total errors,
respectively. Note that the value of PE is related to the total
number ofmessages transmitted TD. At the same time,PD and
PU are percentages associated with the number of erroneous
messages (E = TD × PE ).

TABLE 2. Simulation results.

Considering the results of Table 2, one can notice that
values tend to get closer as rates decrease. Moreover, the
TMR classical logic does not have error detection capability,
and the voting scheme is responsible for mitigating the errors.
The results for C2 suggest that adding a comparator to
the logical design significantly impacts the percentages of
detected errors, while the percentages PE for C1 and C2 are
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kept close. So, it can be concluded that despite the comparator
increasing the logical elements for hardware synthesis, its
capacity of decreasing PU and increasing PD is advantageous
depending on the application and might be explored in future
works.

In order to evaluate the percentage results, taking into
account the possibility of retransmission of messages
detected with error, the PDMR C1 and C2 implementations
were taken for a more detailed analysis. The percentages
presented in Table 2 were used for retransmission analysis to
obtain the total number of messages with errors accumulated
in each transmission. For this, the equationAE = T×PE+UT
was used, where AE is the total accumulated errors and
represents the total number of erroneous messages in the
current transmission plus the number of undetected incorrect
messages accumulated throughout transmissions; T is the
number of messages transmitted; PE is the percentage of
errors and UT corresponds to the total number of erroneous
messages not detected throughout the transmissions. In the
first transmission, T equals to the total number of messages
transmitted (e.g., T = TD = 106) and UT = 0. After
the first transmission, T = D′, where D′

= E ′
× PD

is the number of erroneous messages detected, obtained from
the total number of messages with errors in the previous
transmission (E ′

= T ′
× PE , where T ′ is the number of

messages transmitted in the previous transmission). In this
case, UT = E ′

× PU + U ′
T , where U

′
T is the value of UT

obtained in the previous transmission. The results of this
evaluation are in Table 3, where the columns contain the
%AE = AE ∗ 100/TD values.

TABLE 3. Retransmission evalution.

By analyzing Table 3, it is clear that for both C1 and
C2, one retransmission is enough so that the accumulated
error percentages are lower than a single transmission of the
TMR-24. A retransmission for the TMR is not considered
once it has no detection capability, so one should have to
retransmit all data. When analyzing numerically, a single
transmission of TMR-24 implies 72 × 106 bits transmitted
per day (3 channels × 24 bits per message per channel ×

106 messages per day). Meanwhile, the PDMR 24 × 8 with
rate 2 × 10−2 yields approximately 67.886 × 106 bits
transmitted per day (2 channels × 32 bits per message per
channel ×(106 messages per day +TR), where TR = PE ×

PD × 106 messages per day is the total of retransmitted
messages). Following the same reasoning, for PDMR-C 24×

8 with a 2 × 10−2 rate, we have approximately 68.910 ×

106 bits transmitted per day, considering the two channels
and the retransmission. The difference between the values is
even more significant as the rates decrease since the PDMR

implementations require fewer bits to be retransmitted for
lower rates. These results demonstrate that TMR implies a
greater occupancy of digital transmission channels than the
proposed approach.

V. HARDWARE IMPLEMENTATION
After software simulations, TMR-24, C1, and C2 configura-
tions were implemented using hardware description language
(HDL) and incorporated into the AMBAAXI communication
interfaces. Thus, we seek to compare the techniques regarding
area and power consumption.

The AMBA standard allows the interconnection of blocks
in systems-on-chip and includes specifications for AXI inter-
faces, which support high-frequency and high-performance
communication [12]. According to [37], the fourth version
of the AXI protocol, AXI4, has three interfaces: AXI4,
AXI4-Lite, and AXI4-Stream. The AXI4 interface can be
used for high-performance memory mapping requirements.
AXI4-Lite is suitable for low throughput memory map-
ping communication. Finally, AXI4-Stream is useful for
high-speed streaming data.

The AXI4 specification defines five independent channels:
Read Address, Read Data, Write Address, Write Data, and
Write Response [30]. It must be noted that each independent
channel comprises a set of information signals and signals
that control the transfer flow (handshake mechanism) [30].

The protection of control and handshake signals can
be performed via parity bits [17], simplifying the logic
implementation but requiring extra bus lines. Another option,
since we consider two redundant communication interfaces in
PDMR, is to allow transmission only when both interfaces’
control signals have equal logical values required to perform
the transfers. This way, a transient event on the control line of
one of the channels does not compromise data transmission.
As the objectives of the hardware implementation were to
validate the proposed approach and compare it with TMR,
for simplicity, we compared the techniques by applying them
only to the data bus of the Read Data channel, which was
considered the data transmission path to the CPU (Central
Processing Unit).

A. HARDWARE PLATFORM AND SYSTEM DESIGNS
The designs were implemented and tested on the Zedboard
development board, composed of the Xilinx Zynq-7000
XC7Z020 SoC. This chip integrates an ARM processing
system (CPU) and reconfigurable logic (FPGA). Further-
more, Vivado 2022.1 software was used for the FPGA
synthesis and implementation process. Although the tests
have been performed on a Zynq platform, as long as the
expressions in section III are implemented in hardware, there
is no restriction on using the proposed approach on other
platforms.

During the development of the hardware designs, the
Vivado tool for creating and packaging custom IP Cores
was used to develop the blocks for the TMR and PDMR
configurations [38]. This tool builds IPs with AXI4 interfaces
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(Fig. 6) and generates Verilog codes for these interfaces.
Thus, codes can be modified according to the application.
In this paper, only small changes were performed, maintain-
ing the generated interfaces’ operating characteristics.

FIGURE 6. Generated IPs. (a) Encoder. (b) Decoder.

In the designs for this work, two IPs called encoder
and decoder with AXI4-Lite interfaces were generated for
each configuration. The encoder incorporates the function
previously presented for the transmitter, while the decoder
works as the receiver. In the case of PDMR and PDMR-C,
the encoders are the same, and they add the parity bits
given by the logic in (3) to the data read through the master
interface. The resulting codeword is then duplicated andmade
available to the slave interfaces. On the other hand, the TMR
encoder only triplicates the data coming from the master
interface.

The PDMR decoder IP receives data through the master
interfaces, decides the output word based on the expressions
in Section III-B, and keeps the result in a register that the
CPU can read through the slave interface. The decoder for
PDMR-C presents the same behavior but incorporates the
comparator and the logic in (8) instead of (6). The TMR
decoder presents similar behavior, but the output word is
obtained using voters based on (1).

Based on the developed encoders and decoders, different
systems were designed to compare the occupied area
and power consumption for TMR and PDMR hardware
implementations. In Fig. 7, the block design for the most
basic system is presented, in which one can observe a
communication path between the processing system and
peripherals (represented as axi_data_reader). In this case,
with the aid of AXI Interconnect, 24-bit data is transferred
from the CPU to the axi_data_source block, which in turn
sends it to the axi_data_reader block. These AXI GPIO
blocks are part of Xilinx’s IP Repository and were used
to make test development more straightforward and faster.
Subsequently, the reading is carried out using the decoder.
Since AXI4-Lite allows memory mapping communication,
the CPU can access the addresses of the S_AXI interfaces
of the axi_data_source block and S00_AXI of the decoder
block. Code was developed in the C programming language
and incorporated into the Zynq processor for this test. The
encoder and decoder for PDMR were marked in red to
indicate that they are the developed blocks. Meanwhile, the

other blocks, in blue, represent the components that emulate
the data transmission structure in the test, such as the CPU
and peripherals.

In order to verify the functioning of the system in the
face of data faults in the communication channels, the block
design in Fig. 8 was constructed. In this figure, some blocks
were marked in red to indicate that they are the developed
PDMR blocks, while the others, in blue, were used to emulate
the fault injection and the data transmission structure, such
as the CPU and peripherals. The fault_injector_ch0 and
fault_injector_ch1 blocks were used to insert faults in the
data bus of the Read Data channels between the encoder and
decoder blocks. The CPU sent the 32-bit fault vectors to be
inserted into the channels to the blocks fault_vec_data_ch0
(green line) and fault_vec_data_ch1 (blue line). Furthermore,
the 24-bit data to be read through the decoder was also passed
to the axi_gpio_data_source block, which transmitted it to
the axi_gpio_data_reader block (red line). As described for
the system in Fig. 7, the routine for transferring data and
faults and reading data via decoder was carried out using an
embedded C program in the Zynq processor.

An example of the data flow in the system in Fig. 8 is
illustrated in Fig. 9. Initially, the data 0×8a1b76, represented
in hexadecimal, was transferred by the Zynq processing
system to axi_gpio_data_source, which passed it to axi
_gpio_data_reader. The fault vectors 0 × 00100000 and
0 × 00104004 were stored in the blocks fault_vec_data_ch0
and fault_vec_data_ch1 through the CPU. Then, the infor-
mation was read from axi_gpio_data_reader, and parity bits
were added in the encoder block following the codeword
formation rule described in Section III.When passing through
the fault_injector_ch0 and fault_injector_ch1 blocks, the
duplicate codewords were corrupted using a XOR bitwise
operation with the respective fault vectors. Corrupted data
from fault_injector_ch0 and fault_injector_ch1 blocks were
treated in the decoder to mitigate faults. It can be observed
that, at the end of the process, the value read by the CPU was
0 × 208a9b6 and that the two most significant hexadecimal
digits, underlined in Fig. 9, correspond to the error indication
bits 0b00100000. These bits indicate an error in one of the
information bits in group 2, and the hexadecimal 0 × 9, also
underlined, highlights the error in the message.

The last block design implemented is shown in Fig. 10.
In this system, we seek to add fault tolerance to AXI
Interconnect since, as described in [12] and [31], it can
be a source of errors in architectures that use hardware
acceleration. The behavior of this system is similar to that
described in Fig. 7. However, we consider that faults can
occur in the paths between the master and slave interfaces
of the AXI Interconnect and the encoder, as well as between
the master and slave interfaces of the AXI Interconnect and
the decoder.

Systems such as those in Fig. 7 and Fig. 10 were
also developed for TMR tests. The characteristics and
modifications of the communication interfaces generated by
Vivado were kept the same for comparison purposes. The
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FIGURE 7. System design for emulating data transmission with PDMR implementations (blocks marked in red).

FIGURE 8. Block design for fault injection emulation using the developed PDMR blocks (marked in red).

FIGURE 9. Data flow example for fault injection test.

FIGURE 10. The emulation test environment includes redundancy in the interconnect with PDMR blocks (in red).

differences concern adding an extra master interface to the
TMR decoder IP and another slave interface to its encoder IP.
These IPs replaced the PDMR blocks (marked in red in the

figures), and the axi_interconnect_with_protection (Fig. 10)
was configured with three master interfaces and three slave
interfaces.
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B. AREA AND POWER CONSUMPTION RESULTS
Table 4 contains the resource utilization and power estimation
results obtained from the Vivado post-implementation. This
table displays the values of Slice LUTs, Slice Registers, and
Power in milliwatts (mW). The columns % correspond to
the reduction relationship between the values of the PDMR
configurations relative to the TMR, obtained by

V% = 100 × (1 − VPDMR/VTMR), (9)

where V% represents the percentage value, VPDMR is the value
for the C1 or C2 configuration, and VTMR is the value for
TMR. Note that the values in the % columns indicate the
percentage of theC1 configuration in relation to the TMR and
the C2 configuration in relation to the TMR. Additionally,
negative values indicate an increase in the utilization of
resources for C1 or C2 relative to the TMR implementation.

TABLE 4. Resource utilization and power estimation.

Table 4 shows that the encoder used for C1 and C2
presents a reduction of 13.86% in Slice LUTs and 13.54% in
Slice Registers compared to TMR. Meanwhile, no reduction
was observed regarding power consumption. Considering the
values for the decoder, there was a decrease of 0.62% for C1
and an increase of 11.73% for C2 in terms of Slice LUTs.
This increase in C2 can be explained by the insertion of the
comparator logic. On the other hand, in both configurations,
there was a reduction of 15.19% in Slices Registers compared
to the TMR. The Power values show that, in C1, there is a
consumption 50% lower than that for the TMR decoder and
that the consumption remained the same for C2.

Given the total values as the sum of the encoder and
decoder numbers, we see 7.97% less Slice LUTs for the
C1 configuration and 2.47% less for C2 when compared to
the total for the TMR. In the case of Slice Registers, both
configurations present a decrease of 14.27% in relation to
the TMR implementation. There was no difference in power
consumption between C2 and the TMR, while C1 had an
estimated power consumption reduction of 25%.

The resource utilization and power consumption results
for the test presented in Fig. 10 can be found in Table 5.
In this system implementation, the AXI Interconnect (named
axi_interconnect_with_protection) was considered part of
the data transmission path. This way, its Slice LUTs, Slice
Registers, and Power values were included in the total sum.
The values in Table 5 show that the percentages of Slice

Registers for the encoder and decoder and their sum remained
the same as in Table 4. However, there was an increase of
9.26% in Slice Registers for the Interconnect for both C1 and
C2 configurations. Taking the total as the sum of the encoder,
decoder, and Interconnect values, there was a decrease of
11.44% in Slice Registers. Concerning Slice LUTs, we see
percentages close to those in Table 4, and we get a more
significant reduction when considering the total values. Also,
estimated power consumption was reduced for both C1 and
C2 configurations, reaching a total value of 20%.

TABLE 5. Resource utilization and power estimation with interconnect.

Facing the results presented in this subsection, we highlight
that the AXI interfaces generated by Vivado are composed of
several signals from the AXI specification whose behaviors
are implemented by the tool, mainly with registers. In other
words, the basic interfaces, without applying a tolerance
method, have more registers than LUTs, which may explain
the more significant impact of the proposed approach on
Slice Registers. Meanwhile, the combinational logics of
PDMR and PDMR-C are more complex than the classical
voter (1), justifying a greater utilization of LUTs, even
though the TMR decoder block has an additional master
interface. However, reaching lower total values for C1 and
C2 configurations was still possible. Considering power
consumption and lower resource utilization for the decoder,
the C1 configuration would be more appropriate, although it
represents a reduction in detection capability. Furthermore,
from Table 5, we conclude that including the proposed
method in conjunction with more elaborate structures, such
as the Interconnect, may yield a more significant reduction in
the use of resources and power consumption.

It is worth noting that the proposed technique was
compared with TMR on basic interfaces to check the
occupied area and power consumption at a more fundamental
application level. However, redundancy techniques generally
involve replicating hardware acceleration components with
more robust tasks, which occupy a considerable part of
the FPGA’s reconfigurable logic. For example, a hardware
accelerator for image compression can be tripled with TMR,
and the voting circuit can vote on the data resulting from
the operations. In the case of PDMR, there would be a need
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TABLE 6. Characteristics of different methods, adapted from [17].

to duplicate the application, which would already represent
a reduction in the occupied area, and the addition of the
combinational logic presented for the encoder (codeword
formation), which can be embedded in the communication
interface of each redundant element.

Hardware implementations may depend on the technology
and communication protocols chosen for the designs. From
this perspective, as stated by Lázaro et al. [32], other
approaches are specific to other interface definitions, which
makes comparisons difficult. The TMR-based approach
described by [32] differs from this paper, mainly in the
following aspects: the authors performed modifications to the
five AXI channels to implement the redundancy mechanism;
a single module was developed, which would be equivalent
to our decoder implementations. Furthermore, the authors
focus on the minimization of FPGA resources. At the same
time, our hardware implementations were developed to verify
the viability of the proposed approach with respect to TMR,
considering minimal changes to the structure of the interfaces
generated byVivado. Comparison of area occupancy becomes
difficult due to the specific nature and modifications of the
IP, as well as differences in the focus of the approaches.
Therefore, a fair comparison would involve a more detailed
change of our modules’ code to minimize resource utilization
and the integration of the technique to the other AXI
independent channels.

VI. FURTHER COMPARISONS
Despite comparison with FEC codes not being among the
objectives of our work, since we consider the proposed
approach closer to methods that involve fault-masking or
the possibility of retransmission, we leverage the analysis
carried out by Mach et al. [17] to summarize the properties
of PDMR, TMR, and FECs. This summary is presented in
Table 6. Notably, the authors performed the analysis based on
information redundancy like parity and SECDED. As FECs
are part of this type of redundancy, we adapted the table to
designate the characteristics of FECs.

The first property in Table 6 is related to transient events in
multiple bus wires. In the case of FEC schemes, such as SEC
and SECDED, as the position in which an error occurred is
identified through the syndrome, multiple concurrent glitches
may end up undetected by the decoder logic, for example,
when transient faults occur in several wires protected by the
same parity bit. For TMR, the effect is partial because, once
the channel is replicated, the correction does not happen if

the glitches hit the same bus line on two different channels.
So, if a channel suffers multiple glitches, the majority voter
guarantees the correction based on the bits from the other
channels. The logic of PDMR has a similar behavior to
that of TMR in the sense of channel replication. However,
dividing the codeword into groups also means that the
occurrence of glitches in different groups can be masked or
detected.

All techniques can impact the clock frequency, mainly due
to the encoders and decoders added to the channels for PDMR
and FEC. In the case of TMR, the impact comes from the vot-
ing circuit. Moreover, TMR and PDMR have a greater effect
on increasing the area for interconnection (communication
interfaces) when compared to simple FEC codes. However,
PDMR has a reduced impact in relation to TMR, which can
be even smaller if we consider the replication of hardware
acceleration components, as discussed in Section V.

At this point, the manager is considered to be the
component responsible for initiating a data transfer, such as
the processor. Meanwhile, subordinates are the components
that receive or send information to the manager, such as
peripherals. Regarding the execution of changes in the
manager (master) and subordinates (slaves), the information
redundancy (FEC codes) requires that they be carried out
because it is necessary to implement the encoder logic in the
manager and the decoder in the subordinates. Depending on
the width of the input data, FEC codes may require extra bus
lines so that data and redundant bits can be transferred. These
lines must be included in the design of the communication
interfaces. Conversely, TMR requires a partial change in the
manager if the majority voter is used alongside it to vote data
from replicated subordinates. In this case, there is no need to
modify the subordinates. In PDMR, changes to the manager
and subordinates must be executed to include the coding and
decoding logic. However, the inclusion of extra bus lines is
discarded depending on the input data width.

The PDMR encoder and decoder mainly involve the use
of XOR operations to calculate the parity and comparator
bit (Section III), if used, and MUX to select the channel,
which is given by (4). On the other hand, although the
SEC and SECDED encoder is relatively simple (it uses XOR
logical operations), its decoder can be composed of XOR
operations and flip-flops to store results [16], which makes its
implementation more complex. Considering the differences
in complexity, we classify FEC codes as not straightforward
and PDMR and TMR as straightforward. Based on this,
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we also classify the change in the manager and subordinates
as Partially for PDMR.

Finally, PDMR, like FEC codes, may require multiple
transfers for a transaction. For example, when the processor
(system) can only send a limited number of bits so that, for
a single transaction, several transfers are necessary for data
and redundant bits to be sent. Meanwhile, the transaction can
occur with a single transfer for TMR, as no extra bits are
added to the data.

It is important to note that TMR presents better character-
istics in the comparison of Table 6. However, its high area
and power overhead can be a problem in applications with
design constraints, such as onboard systems in nanosatellites.
As demonstrated, PDMR has lower power consumption
and a smaller area, which can be even smaller if the
detection/comparison logic is disregarded, which can be
interesting in applications where the error rate is very small.
Detectability is also an attractive property of PDMR over
TMR. This property allows possible errors to be indicated in
the groups of the transmitted data. So, retransmission actions
can be carried out by hardware or software implementations.
Moreover, it should be noted that dividing the data into
groups allows implementations in which only groups with an
error indication are retransmitted, the impact of which will
be explored in future work. Regarding FEC codes, PDMR
has an advantage concerning ease of implementation and the
possibility of masking faults on multiple wires, while other
characteristics may be application-dependent.

VII. CONCLUSION
This paper presents a parity-based DMR approach for
application to COTS SoCs to be used for onboard processing
in nanosatellites. The objective of the approach is to
increase the reliability of data transmission between the
hardcore processing unit and the application located in the
reconfigurable logic area (FPGA).

Initially, the experiments on the proposed approach were
carried out through simulations developed in Python scripts.
The results show that the percentage of total errors for
the parity-based DMR approach configurations (PDMR and
PDMR-C) get close to TMR as the SEU rates decrease.
In addition, when considering the possibility of detecting
errors in the proposed approaches, reducing the number of
accumulated errors through retransmissions is possible while
still keeping the total number of transmitted bits lower than
TMR.

After the software simulations, hardware implementations
were carried out with the aid of the Xilinx Zynq-7000 SoC to
compare with the TMRmethod in terms of hardware resource
utilization and power consumption. The tests were based on
applying the proposed method on the Read Data channel
data bus of simple AXI-Lite interfaces. In this context, the
proposed approach showed a reduction in the utilization of
Slice LUTs and Slice Registers when considering the total
values of the implementations. Furthermore, it was possible
to observe a decrease in power consumption.

The decrease in hardware resource utilization values may
have a more significant impact on more complex communi-
cation structures. Therefore, in future work, we will analyze
the integration of the technique in AXI and AXI-Stream
interfaces and redundant hardware acceleration applications
that incorporate communication interfaces. We also plan
to explore the optimization of the described hardware
designs and implementation of the retransmission structure in
software and hardware. Additionally, we will seek to analyze
the correction and detection capability of the proposed
method, considering other configurations of parity bits,
information bits, and codeword formation rules that make
the technique more transparent for communication between
processor and hardware acceleration.
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