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ABSTRACT DDoS attacks pose serious threats to the availability and reliability of computer networks.
With the increasing complexity of DDoS attacks, the accurate detection and classification of these attacks is
essential to ensure the protection of network systems. In this paper, we leverage the power of the LSTMmodel
for DDoS attack classification and its ability to automatically learn complex patterns and select features from
raw traffic at the packet level. LSTM models have remarkable performance in network traffic classification,
however explaining the internal workings of them remains challenging, which hinders their wider adoption in
real-world applications. To address this limitation, we propose the SHAP with Pattern Dependency (SHAPPD)
approach to explain the predictions of the LSTM model. The results demonstrate significant performance
in classifying the DDoS attacks from raw traffic using the LSTM model. SHAPPD effectively explains the
predictions of the LSTM model, highlighting the underlying packet traffic fields that drive the LSTM to make
its true and false positive predictions and finding the common fields between the DDoS attacks. The results
of the comparison between the SHAPPD and the original SHAP emphasize that the SHAPPD is superior
to the original SHAP in providing more elaborative justifications for DDoS attacks classification results.
The SHAPPD, by quantifying the contribution of each input feature and considering the interdependencies
between the features as well as the continued traffic packets, enables security analysts to gain insights into
the decision-making process of the LSTM model and identify critical indicators about the DDoS attacks.

INDEX TERMS DDoS attacks, machine learning, DL classification, DL explanation, SHAP.

I. INTRODUCTION
In today’s interconnected world, the threat of cyberattacks on
network security is a significant and ever-growing concern
to organizations, governments, and individuals. This leads to
financial losses, data breaches, disruptions in critical services,
and compromised privacy. One of the most common of
today’s cyberattacks is DDoS attacks. Distributed Denial
of Service (DDoS) attacks pose significant threats to the
availability and reliability of online services and networks [1].
These attacks exploit the inherent vulnerabilities of Internet’s
architecture and overwhelm targeted systems with a flood of
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malicious traffic, rendering them inaccessible to legitimate
users [2]. DDoS attacks have become increasingly prevalent
and sophisticated, necessitating robust defense mechanisms to
mitigate their impact and ensure the uninterrupted operation
of critical online infrastructures. DDoS attacks aim to
disrupt the normal functioning of targeted systems by
flooding them with a massive volume of traffic or exploiting
vulnerabilities in network protocols [3]. The attackers typically
harness a network of compromised computers, known as
a botnet, to launch the attack [4]. This distributed nature
makes it difficult to trace and block the attack traffic
effectively. Additionally, modern DDoS attacks leverage
various techniques, including amplification attacks, reflection
attacks, and application-layer attacks, to overwhelm the
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targeted systems and exhaust their resources [5]. The
consequences of DDoS attacks can be severe including
financial losses and service unavailability that leads to
reputational damage for businesses and service providers [5].
Moreover, DDoS attacks can be used as a diversionary tactic
to mask other malicious activities, such as data breaches
or network intrusions, further complicating the security
landscape [5].
To face the threats of DDoS attacks, researchers and

practitioners have developed a range of defense strategies
and mitigation techniques [6]. These techniques include
network-level defenses, such as traffic filtering and rate
limiting, as well as anomaly detection and traffic diversion
mechanisms [6]. Furthermore, Machine Learning (ML)
and Artificial Intelligence (AI) based approaches have
been employed to detect and mitigate DDoS attacks by
analyzing network traffic patterns and identifying anomalous
behavior [7]. The transition from traditional machine learning
to Deep Learning (DL) for detecting DDoS attacks has
revolutionized the field by leveraging the power of neural
networks to automatically learn complex patterns and features
from network traffic data. Detecting DDoS attacks using DL
models has gained significant attention due to the ability of
these models to automatically learn complex patterns and
features from raw network traffic data. DL techniques, such as
Recurrent Neural Networks (RNNs), offer promising avenues
for enhancing the accuracy and effectiveness of DDoS attack
detection systems [8]. RNNs are well-suited for analyzing
temporal dependencies in network traffic. By considering
the sequential nature of packet arrivals, RNNs can capture
long-term patterns and detect anomalies associated with DDoS
attacks [9]. Long Short-Term Memory (LSTM) is a popular
RNN architecture used for DDoS detection, as they can model
both short-term and long-term dependencies in the traffic
data [10].
DL models have achieved remarkable performance in

complex tasks, but their black-box nature often raises concerns
about transparency and trustworthiness. Interpreting DL
models is crucial to gaining insights into their decision-
making process, understanding the factors influencing their
predictions, and ensuring their transparency and accountability.
Therefore, researchers have developed explanation methods
that aim to highlight how these models arrive at their
predictions or decisions [10]. These explanation methods
provide insights and explanations that help users understand
the underlying factors that contribute to the model’s outputs.
Several explanation methods including [11], [12], [13], [14],
[15], [16], have been proposed to interpret predictions
of DL models. Some of these methods such as Local
Interpretable Model-agnostic Explanations (LIME), LOcal
Rule Explanation (LORD), Local Explanation Method using
Nonlinear Approximation (LEMNA), and SHapley Additive
exPlanation (SHAP) are used to explain DL-based security
applications. These methods have limitations in providing
robust and representative explanations of the RNNs that
consider dependencies between the input samples as well as

between the features within a single sample. The limitations
include: 1) ignore the dependency among features of one
input sample to the DL model and 2) ignore the dependency
between the current input sample and the historical input
samples. The classification problem for some applications
such as image (each byte within an image independently
represents the color of a pixel) is performed sufficiently by
utilizing DL models that are based on a single input sample.
The output of these models can be denoted by yt = f (xt ),
where xt is a sample represented by a d-dimensional feature
vector (x1, . . . , xd )T . On the other hand, DL such as RNN
models that are based on the current input sample as well as
k history inputs to make decisions are compatible with the
security application that exhibit time-series inputs.The output
of these models can be denoted by yt = f (xt , xt−1, . . . , xt−k ),
that depends on the current input sample xt and the k history
inputs from xt−1 to xt−k . As the network traffic is continuous
traces through the time, they exhibit dependency among their
packets as well as dependency among the features inside each
packet. For instance, the fields in network packet headers
have well-defined meanings dependencies; TCP.flag is a
sub-feature of TCP, which means if the TCP.flag feature has
impacts on the decision of DL model, then the TCP feature is
impacted as well.
In our work, we propose an explanation approach SHAP

with Pattern Dependency (SHAPPD) that develops the original
SHAP method to improve its explanations by considering the
dependencies among the network traffic packets as well as
the interdependencies between the features within the packet.
We apply the proposed approach to the LSTM model used to
classify the DDoS attacks in the CICDDoS2019 dataset. The
contribution of our work can be presented as follows:

1) Adopting the classification of the raw data instead
of the featured data because of several benefits
including: i) raw data classification retains the original
information presented in the dataset without any specific
transformations or feature engineering, ii) classifying
raw data can help mitigating potential biases and
overfitting issues that may arise from the selection and
engineering of features, and iii) classifying raw data can
enhance the explanation of the classification model’s
predictions where it becomes easier to understand how
the model arrives at its decisions by analyzing the raw
data.

2) Leveraging the capabilities of LSTM models to classify
12 classes of DDoS attacks, in addition to benign traffic
directly from the raw data of the CICDDoS2019 dataset.

3) Proposing the SHAPPD approach that exploits the
inherent continuity in the network traces to improve
the LSTM model explanations by considering the
interdependencies between network traffic traces,
further enriching the explanations provided.

The remainder of the paper is organized as follows:
Section II presents an overview of the related work in
the domains of DDoS attack classification and DL models
explanation. Section III outlines the preprocessing of the
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CICDDoS2019 dataset [17]. Section IV describes our
proposed approach (SHAPPD) in detail. Section V presents
the results obtained from the experiments conducted on
the CICDDoS2019 dataset classification and LSTM model
explanation. The findings of the SHAPPD approach are
analyzed and discussed in comparison with the original SHAP
approach. Section VI provides a comprehensive conclusion,
summarizing the main contributions of the study.

II. RELATED WORK
In this section, we review the prior literature on classification
network traffic techniques, particularly those that use ML
techniques, and explanation methods used to interpret DL
models. We first present briefly several methods used to detect
and classify network traffic and focus on the ones that employ
ML to classify network traffic in its raw format. We then cover
the works that implemented explanation methods to interpret
DL models applied on raw network traffic.

A. NETWORK TRAFFIC CLASSIFICATION
There are several methods used to classify network traffic.
We highlight the most popular of these methods including:
port-based methods, payload inspection-based methods, and
ML-based methods.
Port-based classification methods are a basic and well-

known technique [18], which exploits information of
the TCP/UDP packet’s header to extract protocol port
numbers. The extracted ports are compared with standardized
ports of the Internet Assigned Numbers Authority (IANA)
organization to perform classification purposes. The simplicity
and the fastness in procedures of these methods qualified them
to be used in firewalls and access control lists [18]. However,
there are several factors that have a significant negative effect
on the performance of this method. These factors include:
port forwarding, pervasiveness of port obfuscation, protocol
embedding, network address translation, and random port
assignments.
Payload inspection-based methods, also known as Deep

Packet Inspection (DPI), rely on the analysis of the application
layer header and payload information [19]. These methods
utilize what is known as predefined patterns, such as
signatures for each involved protocol, [20], to distinguish
the protocols from each other. The drawbacks of payload
inspection methods include the violation of user privacy by
accessing private information during payload analysis, and the
predefined patterns used in inspection that needs to be updated
continuously to capture the new abnormal traffic.
The aforementioned obstacles such as port forwarding,

the pervasiveness of port obfuscation, violation of user
privacy, and the continuous demand for updates limits
the use of port and payload-based methods in modern
network traffic classification Recent approaches to network
traffic classification rely on ML techniques, which can deal
with a wider range of network traffic [21]. However, the
performance of ML-based approaches is highly based on
the extracted features selected by humans which can limit

the accuracy and generalizability. In addition, ML-based
classification approaches usually need high storage and
computational resources. Consequently, these demands restrict
the utilization of ML-based classification approaches in
resource-constrained fields [22]. As the network traffic
classifier with real-time accuracy is the basis of Network
Intrusion Detection systems (NIDs) and network management
tasks, newer classification methods are needed. Therefore,
the classification methods of network traffic using DL have
emerged to avoid the difficult task of feature selection and
gain feature information automatically during the training
of the classifier [23]. One of the properties of classification
approaches of network traffic using DL (e.g., Convolutional
neural network (CNN) and RNN) is that they have a higher
learning capability compared to the traditional ML methods
(e.g., Random Forest (RF), Support Vector Machine(SVM),
and K-Nearest Neighbors(KNN)) [21].
The process of feature extraction from network traffic

requires preprocessing that involves utilizing various math-
ematical techniques to prepare network traffic for the DL
model. These procedures of preprocessing can cause loss of
information and affect the output of DL models. Moreover,
as the features selected are often the outputs of other tools
such as Intrusion Detection Systems (IDS), a bad selection of
these features might enable adversarial perturbation of attack
samples. This means that if the selected features do not capture
the most relevant information or fail to capture the underlying
patterns in the data, the model may rely heavily on less robust
or easily fooled features. This can create opportunities for
adversarial attacks, as the attacker can identify and manipulate
those vulnerable features to deceive the model. To address
these challenges, we directly apply the DL models to raw
nibbles or bytes of a packet. In the following, we present
recent works of DL-based network traffic classification from
the raw data.
Hu and Shen [24], consider a DL method to classify

intrusions in network traffic. Their proposed design utilizes
the raw information of traffic as the features of flow and
implements the hierarchical network structure of CNN and
LSTM to automatically learn the spatial and temporal features
of flow without involving feature engineering. The raw traffic
packets are used to identify the intrusions where the design
retains all the feature information of each traffic packet.
They considered the first 10 packets from each flow and
extracted only 160 bytes from each packet to represent the
features. Therefore, there was 1,600-dimensional raw data
for each flow. In this paper, CICIDS2017 dataset and CTU
dataset were used to evaluate the proposed design. The results
demonstrate that the proposed design could provide high
detection classification performance (accuracy, precision,
recall, and F1-score). In addition, the authors analyze the
features that are significantly involved in intrusion traffic
detection and give the true meanings of these important
features. This was done by calculating the importance of the
extracted features. Three different metrics were used: weight-
based importance, gain-based importance, and cover-based
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importance. The final result was 11 features with top scores
obtained by averaging the results of the three methods.
Zhang et al. [25], propose a framework to detect anomaly

traffic and they call it D-PACK. This framework consists
of using CNN and an autoencoder as an unsupervised deep
learning model for auto-profiling detection classification.
They claim that the D-PACK can detect the anomaly early
by inspecting only the first few packets (80 bytes for each) in
each network traffic flow. The authors use USTC-TFC2016
and Mirai-RGU datasets to evaluate the proposed framework.
The results of experiments in this paper show that the D-PACK
can detect the anomaly with high performance and low false
positive rate even by exploiting the first packets for each flow.
Hwang et al. [26], develop an anomaly network traffic

classification method called DataNet. This method is an
encrypted data packet classifier that consists of a Multilayer
Perceptron (MLP), stacked autoencoder (SAE), and CNN. The
authors define a variable input of the DataNet classifier that
is extended to 1,500 bytes per packet as the maximum value.
To evaluate the DataNet, this paper used more than 20,000
data packets from 15 types of applications selected from an
encrypted ISCX VPN-nonVPN dataset. The results illustrated
that the developed DataNet can provide real-time detection
and fine-grained awareness of harmful applications.
Wang et al. [27], propose an intrusion detection system

called HAST-IDS. The hierarchical spatial-temporal features-
based intrusion detection system HAST-IDS operates in
a cascade manner using CNN and LSTM. HAST-IDS
first exploits CNN to learn the low-level spatial network
traffic features and then uses LSTM to learn high-level
temporal features. These features are learned automatically
using HAST-IDS without the need for feature engineering
techniques and this contributes to reducing the false positive
rate. The raw data (100-1,500 bytes per packet) from standard
DARPA1998 and ISCX2012 datasets are used to evaluate
HAST-IDS. The comparing results showed that the HAST-IDS
exceeded the other approaches in classification performance
particularly in terms of accuracy and false alarm rate.
Wang et al. [28], present a framework, Deep-Full-Range

(DFR), to detect intrusions in encrypted network traffic. DFR
uses three deep learningmodels; CNN, LSTM, and SAE, in the
classification process. All these models are combined to fine
classification of the encrypted traffic and provide a deep and
full range understanding of the raw data input. Two public
datasets, ISCX VPN-nonVPN traffic and ISCX 2012 IDS, are
used to evaluate the DFR where 900 bytes for each packet
have been adopted to represent the raw data input of the
model. Authors, in [14], claim that their proposed framework
(DFR) can outperform the state-of-the-art methods in terms
of F1-score for both classification of encrypted traffic and
intrusion classification.
Zeng et al. [29], propose a general framework for the

classification of mobile and encrypted traffic using DL
techniques. The proposed framework is based on a strict
definition of its milestones such as the choice of the traffic
object, the definition of the input, and the architecture of the

DL model (CNN). The proposed framework is evaluated by
three types of datasets: FB/FBM, Android, and iOS as raw
inputs of 1D-CNN by performing two experiments. The first
experiment uses a single model of 1D-CNN with the first
784 bytes of layer 4 payloads, while the second experiment
uses multiple models of 1D-CNN with the first 576 bytes of
layer 4 payloads. The authors consider their work as a starting
point toward the design of effective mobile traffic classifiers.
The result of this study was a DL-based traffic classification
framework that was able to benefit from varied input data from
mobile traffic and address multiple traffic classification tasks.
Aceto et al. [30], propose a network traffic classifica-

tion approach, called Deep-Packet, using deep learning.
Deep-Packet can integrate both feature extraction and
classification phases in one scheme to deal with traffic
characterization and application identifications. The archi-
tecture of Deep-Packet includes SAE and CNN that operate
together for network traffic classification. The proposed
framework is evaluated using raw data extracted from the
UNB ISCX VPN-nonVPN dataset where 1,500 bytes of each
IP packet were employed as input for the classification model.
The results show that the Deep-Packet can achieve the best
performance in terms of recall of 0.98 in the application
identification task and 0.94 in the traffic categorization task.

Lotfollahi et al. [31], propose a new approach that combines
a malicious classification using the LSTM model with a
support word embedding technique. The proposed approach
can extract packet semantic meanings and exploit the LSTM to
learn the temporal relation among fields in the packet header
and identify the behavior of inputs. The authors use ISCX2012,
USTC-TFC2016, IoT dataset from Robert Gordon University,
and IoT dataset collected on the Mirai Botnet to evaluate the
proposed approach where the field in the packet header was
considered as a word and trimmed to a fixed length of 54 bytes.
The comparing results show that the proposed approach in this
work can compete with the previous literature which classifies
the malicious traffic at the flow level and this work can inspire
the research community in terms of exploiting the advantages
of DL to develop effective intrusion detection systems with
significant detection rate.

The aforementioned studies about the classification of raw
datasets using DL models have several limitations including:
1) Although the used dataset contains multiple attacks, the
classification was limited only to binary classification, 2) some
of the used datasets were out of date and have no recent
attacks, 3) adopting the byte as the smallest unit to represent
the raw dataset during the classification leads to missing some
traffic packet information that may affect the classification
decision, and 4) utilizing only the packet header information
and ignoring the payload information might lead to less
reliable classification. Therefore, in our work, we address these
limitations through the multiclass classification of a recent
dataset (CICDDoS2019) with a variety of DDoS attacks using
the LSTM model which is suitable for classifying this type
of dataset [10]. We adopt the nibble (4 bits) as the smallest
unit of the raw data to ensure the utilization of all the traffic
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information. We also employ the packets’ header and payload
information in the classification process.

B. DL EXPLANATION METHODS
In this subsection, we present recent works that used
explanation methods to interpret the predictions of DL models,
in particular, the SHAP method as it is the focus of this paper.
Hwang et al [32], develop an approach to address several

issues that make the classification of DDoS attacks in
CICDDoS2019 dataset using ML models less efficient. These
issues include the existence of irrelevant dataset features,
class imbalance, and lack of transparency of the classification
model. They first preprocessed CICDDoS2019 and use the
adaptive synthetic oversampling technique to address the
imbalance issue. They then conduct a selection mechanism for
the dataset features through embedding SHAP importance
to eliminate recursive features with Decision Tree (DT),
Random Forest (RF), Gradient Boosting (GBoost),Light
Gradient Boosting (LGBoost), and ExtremeGradient Boosting
(XGBoost) models.

After that, LIME and SHAP explanation methods are
performed on the dataset with selected features to ensure
model transparency. Finally, binary classification is performed
by feeding the selected features to K-Nearest Oracle Eliminate
(KNORA-E) and K-Nearest Oracle Union (KNORA-U)
dynamic ensemble selection techniques. The classification
experiment is performed on balanced and imbalanced datasets.
The findings show that the balanced dataset performance
outperformed the imbalanced datasets. The authors stated that
using KNORA-E and KNORA-U improved the classification
performance in terms of accuracy to 99.9878% with
KNORA-E and 99.9886%withKNORA-U compared to using
the classification approach without KNORA.
Batchu and Seetha [33], propose ensemble tree models

approach, DR and RF, to improve IoT-IDSs performance
that evaluated on three IoT-based IDS datasets (IoTID20,
NF-BoT-IoT-v2, and NF-ToN-IoT-v2). They assert that their
proposed approaches provide 100% performance in terms
of accuracy and F1 score compared to other methods of
the same used datasets while they demonstrate lower Area
Under the ROC Curve (AUC) compared to previous Deep
FeedForward(DFF) and RF methods using the NF-ToN-IoT-
v2 dataset. The authors also exploit the SHAP method in both
global and local explanations. The global explanation was used
to interpret the model’s general characteristics by analyzing
all its predictions by the heatmap plot technique. On the other
hand, the local explanation was used to interpret the prediction
results of each input (instance) of the model using the decision
plot technique.
Le et al., [34], propose the SPIP (S: Shapley Additive

exPlanations, P: Permutation Feature Importance, I: Indi-
vidual Conditional Expectation, P: Partial Dependence Plot)
framework to assess explainable DL models for IDS in
IoT domains. They implement LSTM model to conduct
binary and multiclassification in three datasets: NSL-KDD,

UNSW-NB15 and ToN-IoT. The predictions of LSTM model
were interpreted locally and globally using SHAP, PFI, ICE,
and PDP explanation methods. The proposed approach is
able to extract a customized set of input features that can
outperform the original set of features in the three datasets
and enhance the utilization of AI-based IDS in cybersecurity
systems. The results show that the explanations of the
proposed method depend on the performance of IDS models.
This indicates that the framework’s performance is affected
negatively in the presence of poorly built IDS which causes
the proposed framework to miss detecting the exploited
vulnerability.

Keshk et al., [35], introduce a standard to compare
and assess the explanation methods. They classified the
investigated explanation methods into black-box methods
and white box methods. Six explanation methods (LIME,
SHAP, LEMNA, Gradients, IG, and LRP) were investi-
gated and evaluated. The evaluation metrics: completeness,
stability, efficiency, and robustness were implemented in
this work. The authors applied the DL model RNN
to four selected security systems (Drebin+, Mimicus+,
DAMD, and VulDeePecker) to provide a diverse view of
security. They construct general recommendations to select
and utilize explanation methods in network security from
their observations of significant differences between the
methods.
Warnecke et al., [36], propose principled instructions to

evaluate the quality of the explanation methods. Five explana-
tion approaches (LIME, Anchor, LORE, SHAP, and LEMNA)
were investigated. These approaches were applied to detect
Android malware and identify their family. The authors design
three quantitative metrics to estimate stability, effectiveness,
and robustness. These metrics are principal properties that
an explanation approach should fulfill for crucial security
tasks. The results show that the evaluation metrics can
evaluate different explanation strategies and enable users
to learn about malicious behaviors for accurate analysis of
malware.

The aforementioned studies employ explanation techniques
like LIME, SHAP, and LEMNA to interpret predictions made
by DL models. However, these explanation methods have
certain limitations when it comes to providing comprehensive
and accurate explanations for DL models, especially recurrent
neural network (RNN) models, which take into account
dependencies among input samples and features within
a single sample. These limitations include disregarding
the interdependence among features within an individual
input sample and the relationship between the current input
sample and the historical input samples. Consequently, in our
research, we propose the SHAPPD approach, which addresses
these limitations of the SHAP method by considering both
the dependency between the features of an input sample
and the correlation between multiple input samples. This
approach aims to enhance the quality of the resulting
explanations compared to that resulting from the original
SHAP.
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III. PREPROCESSING OF CICDDOS2019 DATASET
Understanding the intricate details of DDoS attacks is essential
to develop effective mitigation and defense mechanisms
against such malicious activities. Such details include the
techniques used in the attacks and the impact of the attacks
on network resources.
The CICDDoS2019 dataset [17] addresses this need

by providing a diverse set of DDoS attack instances,
encompassing a wide range of attack vectors and strategies.
The CICDDoS2019 dataset was developed by the Cana-
dian Institute for Cybersecurity at the University of New
Brunswick [17]. This dataset is a comprehensive and valuable
resource to aid researchers, practitioners, and professionals
in the cybersecurity field to understand and mitigate DDoS
attacks. The CICDDoS2019 dataset provides a rich collection
of real-world DDoS attack scenarios, capturing various attack
types, network traffic patterns, and attack characteristics.
CICDDoS2019 is classified into two main categories,

Reflection-based DDoS and Exploitation-based DDoS. The
attacks in reflection-based DDoS are subcategorized into
TCP (MSSQL, SSDP), UDP (NTP, TFTP), or TCP/UDP
(DNS, LDAP, SNMP, WebDDoS). While exploitation-based
DDoS, in concept, is similar to Reflection-based DDoS with
the difference that these attacks can be conducted through
application-layer protocols using transport-layer protocols.
The attacks evidenced in this category are subcategorized
into TCP (SYN-Flood) or UDP (UDP Flood, UDP-Lag). The
CICDDoS2019 dataset is available in two formats; the raw
data in format PCAP files, and the extracted features flows in
format CSV files. As in our work we target the classification of
raw dataset, we use the PCAP files of CICDDoS2019. There
are 819 separated PCAP files each with about 195 KB to cover
about 12 classes of DDoS attacks.
We first used ‘tshark’ tool to convert these files into

corresponding JSON files that contain raw information of
each network packet in hexadecimal format. We then built
the corresponding CSV files. As the inputs of the DL model
should be constant in length, each row (sample) in the CSV file
is a vector of packet raw that consists of 324 elements. Each
element represents a decimal number (0 - 15) corresponding
to sequential 4 bits (nibble). To maintain each sample with
a constant length (324), we trim the long packets and pad
the short ones. The sample with a length of 324 can cover
the header packet and a portion of the payload data. It is
noteworthy to state that we remove Ethernet information
from each packet, which consists of 14 bytes (28 nibbles)
represented by the red rectangular in Figure 1. Therefore,
to get 324 nibbles, we start by nibble number (28) and end by
nibble number (351).

We finally labeled each sample of CSV files with an attack
name according to the execution time of the attack as shown
in Table 1. We used the packet timestamp to figure out
the start and end time for each attack. We note that the #
of samples column of Table 1 shows how the number of
samples varies significantly between different attacks, where
its maximum value is 75,517,782 for the NTP class and its

FIGURE 1. Screenshot from the raw data displayed using Wireshark. The
part inside the red rectangular represents the Ethernet information, which
is removed from the used data.

TABLE 1. Number of samples for each DDoS attack in the CICDDoS2019
dataset that was obtained during the execution time for each attack.

TABLE 2. Number of samples in each class of the CICDDoS2019 dataset
after the data balancing process.

FIGURE 2. An example of one sample of DL model input that ranges from
element F0 to F323 along with their decimal values and is followed by the
attack label.

minimum is 3,920 for the PortMap class. Training the classifier
with such imbalanced data is not practical and results in low
classification performance. Therefore, we balance the data
by taking samples from the classes with large number of
samples (DNS, MSSQL, SSDP, SYN, NTP, LDAP, SNMP,
UDP, and TFTP) to be balanced with UDP-Lag (20,849
samples) and leaving the low classes (PortMap and Web)
without changes. As the attack and benign samples were
generated from different machines [17], the attack samples
have different IP source. We utilize the timestamp and IP
source for each sample to ensure that the sample selection
is inside the intended execution time. Table 2 presents the
balanced CICDDoS2019 classes.
The final version of each sample in a CSV file is a

feature-vector ranging from F0 to F323 and followed by the
attack label. Figure 2 shows an example of a sample form NTP
CSV file. We concatenated the CSV files of classes to one
file that contains 240,598 samples covering 12 DDoS attacks
plus benign traffic. The dataset matrix (N ,m) as a CSV file
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is shown in the left side of Figure 3 where N represents the
number of samples, while m represents the number of features
(F0 - F323). Each sample in the dataset is associated with the
class label y. To consider the continuity in the dataset, we adopt
the timesteps window T samples with (T − 1) as a sliding
window during the whole dataset. This procedure converts our
2D matrix (N ,m) into 3D matrix ((N − T )+ 1,T ,m) while
maintaining the corresponding label for the last sample of T
timesteps as shown in Figure 3.

FIGURE 3. Implementation of the packet continuity in the CICDDoS2019
dataset by adopting timesteps window T samples with (T − 1) sliding
window.

IV. PROPOSED APPROACH
RNN models such as LSTM are based on the current input
sample as well as several history inputs to make their
decisions. These models are compatible with the security
application that exhibits time-series inputs such as network
traffic. As the network traffic is continuous traces through
time, they manifest dependency among their packets as well as
dependency among the features inside each packet. Therefore,
the explanation method of the LSTM models that adopts the
interactions between the features and the packet traces is more
robust and representative.
SHapley Additive exPlanation (SHAP) is one of the

explanation methods that can explain the predictions of the
black box models such as LSTM. The SHAP method was
proposed by Lundberg and Lee [14] to explain the black box
models based on calculating the Shapley Values [38]. Shapley
value represents the contribution of each feature of the input
instance in predicting the black box model.
SHAP method considers only the dependency among the

packet features and ignores the dependency between the
input samples where the Shapley values are calculated by
determining the marginal contribution of each feature. The
marginal contribution measures how the prediction changes
when a feature is added or removed from the combination.
The drawback of the SHAP method, particularly in the time-
series application, is ignoring the dependency between the
current explained input sample and the history inputs. This
drawback leads the SHAP method to provide an explanation
that represents only the effect of the features in individual
samples on the model prediction ignoring the interaction
between the intended sample and the history samples.

In this paper, we propose the SHAP with Pattern
Dependency (SHAPPD) approach that can develop the
SHAP method to consider explanations of the current input
sample as well as the (T − 1) history input samples.
Figure 4 shows an architecture of the LSTM explanation
using the SHAPPD approach including three parts: test set
instances, LSTM model, and SHAPPD model. Algorithm 1
illustrates how these three parts works to produce the
explanations.

Algorithm 1 Procedures of SHAPPD
Input: I = {I1, I2, I3, . . . . . . ., In} are n class instances from
test set and Ii is (T × m) array: m is number of features in
the dataset and T is number of continuous packets.

Output: S is a set of important features that represents the
explanation.
ALLF = [ ],
for Ii ∈ I do
VT×m = Expl(Ii), where VT×m are ± Shapley values
(T × m) of input features.
CExpl = {Fl, . . .}∀Fl:Fl has +max(Shapley value) and l
∈ {0, 1, 2, . . . .,m}.
ALLF ←− CExpl

end for
return S = {Fl, . . .}∀Fl: Fl occurs in each CExpl of ALLF

The input I of Algorithm 1 is the number of instances
from the testset with TP or FP prediction of the certain class
where each instance is a (T × m) array. On the other hand,
the output of the SHAPPD algorithm S is a set of important
features that represents the explanation of the prediction of
the LSTM model on the input instances. Instead of explaining
the samples one by one as in the standard SHAP, our approach
(SHAPPD) can explain T samples simultaneously to exploit
the dependency between the continues samples (packets)
in the series data and produce representative explanation.
The output VTm of explaining each instance in I is positive
or negative (T × m) Shapley values of the m features as
shown in Figure 4, Step 1. Then, only the features with
positive and maximum Shapley value are selected, as shown in
Figure 4, Step 2, as they push the baseline value of the SHAP
toward the interested prediction. This step in Algorithm 1
produces the vector CExpl that contains all features with
+max (Shapley values). Since the input I has n instances,
we obtain n of CExpl vectors as shown in Figure 4, Step 3.
All these vectors are added to the ALLF list. The last step of
our Algorithm provides a set of features in a vector S that
represent the explanation of the intended class. This vector
is extracted from the n explanations in the previous step by
selecting the repeated features as shown in Figure 4, Step 4.
The repeated features mean that each feature in S occurs
in all the n explanations, which indicates that the selected
features in S are more robust and representative of the class
explanation.
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FIGURE 4. The architecture of the LSTM explanations using the SHAPPD approach where the predictions of T samples each with m nibbles are explained
simultaneously to produce an explanation vector S of n inputs each with T samples.

V. RESULT AND DISCUSSION
In this section, we first set the architecture of experiments that
are performed in this paper. We then conduct two experiments
including DDoS attacks classification using the LSTM model
and explain this model using the SHAPPD and the original
SHAP. The results from these experiments are presented and
discussed. We also compare the result of the SHAPPD to the
original SHAP for evaluation purposes. We finally justify the
LSTM TP predictions depending on the resulting explanations.

A. EXPERIMENTAL SETUP
Figure 5 shows the architecture used to perform the
classification and explanation experiments. This architecture
consists of three parts: dataset preprocessing, classification
model, and explanation model.
The dataset preprocessing part was explained in detail in

Section III. The output of the dataset preprocessing part is
divided into train and test sets at a ratio of 70% and 30%
respectively. The LSTM model uses the train set to learn the
classification patterns automatically from the raw data and
evaluates its predictions using the test set.
In this paper, the design of the LSTM model consists of

two LSTM layers (LSTM_1 and LSTM_2) and two Dense
layers (Dense_1 and Dense_2) as shown in Figure 6. The
LSTM layers and the first Dense layer include 64 hidden
neurons for each, while the second Dense layer includes
13 neurons corresponding to the model output. The neuron
activation function of each layer uses the RELU function
for nonlinear operation except the second Dense uses the
Softmax function to compute the probability for each class
during the classification process. We use two dropout layers
with a rate of 0.2 and one batch normalization layer to prevent
overfitting, improve the generalization capabilities of the
model, and help to stabilize and accelerate the training process.
The learning rate of the Adam optimizer in the designed
model is 0.001 and the loss function is categorical
cross-entropy. The model learns the temporal features

TABLE 3. Overall metrics used to evaluate the performance of the LSTM
classification model.

of all samples inside the time window T and exploits the time
dependency between them to enhance its predictions. To show
the impact of using T on the model performance, we perform
several experiments to train the model by increasing the values
of T incrementally from 1 to 10. The results of the experiments
demonstrate that the increase in the value of T leads to
improved model performance. We settled for 10 samples to
avoid the complexity of our proposed approach specifically
in the explanation part.
To evaluate the performance of the LSTM model we use

the general performance metrics including Accuracy (ACC),
Precision (PR), Recall (RE), F1-score, False Positive Rate
(FPR), and False Negative Rate (FNR). We provide the
following definitions to build the performance metrics:

• TPi: Number of instances correctly classified with the
label of i,

• TNi: Number of instances correctly classified with the
labels not i,

• FNi: Instances classified as label i, but they belong to
another class, and

• FPi: Instances of i, but mistakenly classified in another
class.

Table 3 shows the formal expression of overall performance
metrics: ACC, PR, RE, F1-score, FPR, and FNR that are used
to evaluate the LSTM model. Nc is the number of all samples
in the testset and C is the number of classes in the dataset.
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FIGURE 5. The overall architecture used in experimental results including dataset
preprocessing, DDoS attack classification using the LSTM, and explanation of the LSTM
using the SHAPPD.

FIGURE 6. The design of the LSTM model shows the estimated layers: the input layer, the
output layer, and the necessary hidden layers.

TABLE 4. The performance metrics of multiclass classification on the
CICDDoS2019 dataset using the LSTM model.

The third part of Figure 5 is the explanation of the LSTM
model using our proposed approach (SHAPPD) explained in
Section IV. To evaluate the SHAPPD approach, we compare

FIGURE 7. The Confusion matrix resulting from the multiclass classification
of the CICDDoS2019 dataset using the LSTM model.
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FIGURE 8. Explanations of TP samples of all classes in the CICDDoS2019 dataset where the shaded cells with black represent the
features\nibbles that interpret the LSTM predictions according to the SHAPPD approach.
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TABLE 5. SHAPPD explanations of TP samples for each class in the CICDDoS2019 dataset. The features\nibbles for each class are the shaded cells with black
in Figure 8.

FIGURE 9. Pair intersections between the explanations of TP samples. Each cell in the row is the ratio of the number of intersected
features to the number of features of the row label.
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TABLE 6. The features\nibbles of each TP class explanation that have no intersection (unique features) with other explanations.

FIGURE 10. Mapping the nibbles to their corresponding header fields in
the transport layer. (a) TCP/IP header and (b) UDP/IP header.

its results to those obtained from explaining the LSTM model
using the original SHAP.

B. EXPERIMENTAL RESULTS
In this subsection, we can summarize our experimental
results in three folds: 1) the classification of the DDoS

attacks in the raw CICDDoS2019 dataset using the LSTM
model and calculating the classification performance. 2) the
explanation of the LSTM predictions using the SHAPP
and the original SHAP, mapping the resulted explanations
into their corresponding packet fields, and evaluation the
SHAPPD approach by comparing its explanations to those
are obtained from the original SHAP. 3) the explanation of FP
predictions of the LSTM model using the SHAPPD approach
and justification of these predictions.

1) DDOS ATTACK CLASSIFICATION
We use the LSTM model designed in Figure 6 to conduct
multiclass classification on the preprocessed raw traffic
samples mentioned in Section III. We classify 12 classes
of DDoS attacks extracted from CICDDoS2019 plus to the
benign class. Table 4 shows that the LSTM model provides
high performance on these classes where the metrics (accuracy,
precision, recall, and F1-score) have very high values while
the metrics FPR and FNR have very low values.
Figure 7 shows the confusion matrix of the multiclass

classification on the CICDDoS2019 test set. The diagonal of
the confusion matrix represents the true positive (TP) samples
while the columns except the diagonal cells represent the false
positive (FP) samples. We note from Figure 7 that the number
of FP is few and this indicates a good performance of the
classification model. However, The model can misclassify
some samples of the dataset, which will cause the FPs.
We can notice from the figure that the highest number of
FPs are 320 for being misclassified as Benign, 105 for being
misclassified as Web, and 100 for being misclassified as
DNS.Such cases will be investigated by our proposed approach
in the following sections.

2) LSTM MODEL EXPLANATION
In this subsection, we employ the SHAPPD approach to
explain the predictions of the LSTM model. We follow the
procedures in Algorithm 1 to explain TP and FP predictions of
the LSTM classification on 13 network traffic classes extracted
from the CICDDoS2019 dataset.
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TABLE 7. The result of mapping SHAPPD explanation of each attack in the CICDDoS2019 into their corresponding TCP/UDP header fields of the transport
layer.

TABLE 8. The result of mapping SHAPPD explanation of each attack in the
CICDDoS2019 dataset into their corresponding header fields of the
application layer.

a: TRUE POSITIVE (TP) EXPLANATIONS
Figure 8 presents explanations of true positive predictions
of all 13 classes in the raw CICDDoS2019 dataset. All
the 324 features/nipples used in the data classification are

presented in Figure 8 as (18 × 18) matrix starting from F0
into F324. The shaded features in this figure represent the
class explanation S that is provided by the SHAPPD approach
illustrated in Algorithm 1.

The explanation features of each class in Figure 8 are listed
in Table 5 in descending order depending on their Shapley
values. For example, the benign class has 92 features in its
explanation starting with F99 which has the largest Shapley
value, and ending with F146 which has the lowest Shapley
value. The feature with the large Shapley value has more
contribution to the class prediction.
The pair intersection between the explanations is shown

in Figure 10. Each cell in this figure contains the ratio of
the number of common features to the number of features
in the intended class. As an example, consider the first row
of Figure 10. In this case, the intended class is ‘‘Benign,’’
which has 92 features within its explanation. Out of these
features, 17 intersect with the ‘‘DNS’’ class, which itself
has 24 features in its explanation. Therefore, the ratio will
be 17/92 = 0.18 as shown in the second cell of the first
row. We can see from Figure 10 that the largest ratio is
0.89 of SNMP ∩ SSDP to SSDP (39/44) followed by 0.88 of
SSDP ∩ UDP to UDP (30/34). The common features between
the pair explanations indicate the presence of a degree
of similarity in the behavior of the corresponding DDoS
classes. This degree of similarity is shown as similar features
(nibbles) between the DDoS attacks but sometimes is not
enough to produce similar predictions of the classification
model.
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On the other hand, the classes that exhibit different behavior
reflect different features in their explanations. We can list in
Table 6 the unique features of each class explanation. These
features appear only in the explanation of the intended class,
and they do not show any intersection with other classes.
We can note from the result in this table that the benign class
includes several unique features in its explanation compared
to the other DDoS classes. This is expected because of the
difference in the behavior between the benign and the DDoS
attacks and the similarity in the behavior of DDoS attacks.
The classes SNMP, UDP, UDP-Lag, and Web do not have any
unique features while the rest of the DDoS classes have a few
unique features compared to the Benign class.

b: GROUPING THE EXPLANATIONS
We use a nibble (4 bits) as raw dataset because it represents
the smallest structure unit in protocol header fields. For
example, the Header Length (IHL) field in the IP header
consists of one nibble while the Time to Live (TTL) field
consists of 2 nibbles and the Identification field consists of
4 nibbles. Consequently, the explanation features are also
represented by nibbles. The deal with an explanation as
individual nibbles often is meaningless, particularly for the
header fields consisting of more than one nibble. To address
this issue, we adopt a grouping process to put the related
nibbles together to reconstruct the packet header fields.
Figure 10 illustrates the mapping process between the

nibbles and the protocol header fields. For example, nibbles F2
and F3 are assigned to the Type of Service (TOS) field. Subplot
(a) of Figure 10 represents packet header fields of TCP/IP
protocols, whereas Subplot (b) represents packet header fields
of UDP/IP protocols. The first 40 nibbles (F0 - F39) with
the orange color represent the IP header fields, which are
common between Subplots (a) and (b). The rest of the nibbles
(F40 - F79) in (a) represent TCP header fields whereas the rest
of the nibbles (F40 - F55) in (b) represent UDP header fields.
We use Figure 10 to assign the class explanation to header
fields of TCP and UDP protocols. The type of transport layer
protocol (TCP or UDP) in the dataset can be identified from
the protocol number field (TrProt) in the IP header. This field
takes the hexadecimal value 0×06 for the TCP and 0×11 for
the UDP.
After checking the TrProt field, we found that all the

DDoS attacks in the CICDDoS2019 dataset were generated
using UDP protocol except PortMap, SYN, and Web attacks
were generated using TCP protocol. The benign traffic was
generated using both TCP and UDP protocols.
Table 7 shows the result of mapping the explanations in

Table 5 into TCP and UDP header fields. The first column
lists all TCP and UDP header fields whereas the rest of the
columns present the result of the mapping process for each
class. It is worth mentioning that the Chksum field in the first
column is common between the TCP and UDP headers.
The presence of the correct sign (✓) in the class column

indicates that the corresponding fields have been derived from
the mapping process of the class explanation. We notice from

TABLE 9. The result of mapping SHAPPD explanation of each attack in the
CICDDoS2019 dataset into their corresponding header fields of both the
transport and application layers.

TABLE 10. The result of mapping the original SHAP explanation of each
attack in the CICDDoS2019 dataset into their corresponding header fields
of both the transport and application layers.

the table that several header fields are not assigned to any
of the classes therefore all cells of its row include (✗) sign.
These fields are IPver, IHL, TOS, Flags, FragOffs, SrcAdd,
and Reserved. We can also see that the DstAdd field assigns
(✗) for all classes except for the PortMap. This is because the
PortMap class was generated in a victim network different
from that of the other classes. The PortMap network includes
a Web server with a different IP address. The reader can refer
to [17] for more details. We can see from Table 7 that TotLen,
TrProt, SeqNum, TCPflgs, and UrPnter fields were assigned
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TABLE 11. The intersection between the explanations of TP and FP samples of the CICDDoS2019 classes using the SHAPPD approach.

only for the classes (Benign, PortMap, SYN, and Web) that
are generated based on the TCP protocol.
The impact of the application layer DDoS attacks on

the behavior of network traffic is not limited to the header
fields of the TCP/IP and UDP/1P packets. The header fields
of the application layer protocols can be affected by the
DDoS behavior and reflect it to the corresponding features
in the DDoS class explanation. Therefore, we also map the
explanation features into their corresponding header fields
in the application protocols. By analyzing the raw traffic of
the CICDDoS2019 dataset, we found that the DDoS attacks
whose effect extends to the application layer are DNS, LDAP,
MSSQL, NTP, PortMap, SNMP, SSDP, TFTP, and Web.
Table 8 shows the result of mapping the class explanation

into the header fields of the DDoS attack protocols that work
in the application layer. The ’Fields’ columns state the header
fields for each DDoS attack protocol in the application layer.
The (✓) sign next the field indicates that this field has been
extracted from the mapping process of the class explanation.
All the header fields mentioned in Tables 7 and 8 are described
in Appendix A.
The result in Table 9 summarizes the mapping process

into both transport and application header fields of all the
DDoS attack classes in the CICDDoS2019 dataset. Payload
features (PL) for each class, in the table, refers to the rest
of the features (nibbles) in the class explanation located in
the range of the packet payload. For example, PL (20) in
the DNS class means that the last 20 features of the DNS
explanation are located in the packet payload. We note from
Table 9 that some of the attack classes have common header
fields, particularly in the network and transport layers. The
SNMP and UDP classes have 4 common fields (‘IPid’, ‘TTL’,
‘UDPLen’, and ‘Chksum’) out of 7. The SSDP class also has
3 common fields (‘IPid’, ‘HeadChs’, and ‘SrcPort’) out of
7 with the UDP-Lag class and 4 common fields (‘IPid’, ‘TTL’,
‘SrcPort’, and ‘Chksum’) out of 10 with SNMP class. The
result in Table 9 demonstrates that our proposed approach
effectively provides a detailed analysis of the CICDDoS
2019 raw dataset. The approach could assign a specific set
of header fields and a portion of the payload of the traffic
packet that can differentiate the DDoS attacks in the analysis
dataset.

c: COMPARISON SHAPPD TO ORIGINAL SHAP
To evaluate the SHAPPD approach, we compare its explana-
tions of the LSTMmodel to those obtained from explaining the

LSTMmodel using the original SHAP. In order to conduct the
comparison, we will conduct the explanation using the original
SHAP on the same results of the used LSTM model. Since the
original SHAP deals with the input samples independently,
the input vector is (1 × m) instead of an array (T × m).
We then follow the same mapping steps to assign the resulting
explanations to their packet header fields. Table 10 presents
all the classes in the CICDDoS2019 dataset associated with
their packet header fields and payload portion according to
the resulting explanation using the original SHAP.

By comparing the results of the original SHAP in Table 10
to the results of the SHAPPD in Table 9, we can notice that
the original SHAP provides less representative explanations
of the series dataset (CICDDoS2019). The original SHAP,
as shown in Table 10, failed to extract the explanations from
all phases of the encapsulated packet traffic in several of the
dataset classes. For example, the explanations of DNS, LDAP,
MSSQL, SNMP, UDP-Lag, and Web don’t include IP header
fields compared to the SHAPPD explanations. Moreover,
these explanations foremost concentrate on the packet features
(PL). On the other hand, the results of our proposed approach
(SHAPPD) in Table 9 provides more robust and representative
explanations of all classes in the CICDDoS2019 dataset. These
explanations can cover all phases of the encapsulated packet
traffic and present several fields in each phase.

d: FALSE POSITIVE (FP) JUSTIFICATION
In this subsection, we perform the proposed explanation
approach on the false positive (FP) samples. We can see from
the confusion matrix in Figure 7 that there are few FP samples
compared to the TP samples for each class. The number of
FP samples can be found by summing the values of column
cells of the confusion matrix except the cells at the matrix
diagonal that represent the TP samples. Accordingly, the FP
samples for all 13 classes are 320, 100, 4, 0, 2, 13, 26, 22, 1,
0, 49, 71, and 105 for Benign, DNS, LDAP, MSSQL, NTP,
PortMap, SNMP, SSDP, SYN, TFTP, UDP, UDP-Lag, and
Web, respectively. We follow the procedures in the SHAPPD
algorithm to explain the LSTM predictions on the FP samples
of the CICDDoS2019 classes to justify these predictions.
The FP of a certain class (i) is defined as the number of

samples that are classified as i but they truly belong to other
classes. The explanations of the FP samples of class (i) are
expected to have common features with the explanations of TP
samples for that class. Depending on these features, the model
misclassifies the samples from other classes (not i) and predicts

VOLUME 12, 2024 90721



B. AsSadhan et al.: Enhancing Explanation of LSTM-Based DDoS Attack Classification Using SHAP

TABLE 12. Description of the packet header fields in the transport and application layers.
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TABLE 12. (Continued.) Description of the packet header fields in the transport and application layers.

them as i. Table 11 presents the intersection between TP and FP
explanations. The first row in Table 11 shows the data classes
that include samples with FP prediction. We exclude MSSQL

and TFTP classes because they do not have FP samples. The
second row lists the number of features in explanation of TP
samples while the second row lists the number of features in
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explanation of FP samples. The third row lists the number of
common features between TP and FP explanations of each
class. The rate of these common features to the number of
features in TP explanations is listed in the last row.

We can see that the percentage of intersection between TP
and FP explanations is high (100% for 5 classes and above
70% for the rest) of all classes. This indicates that the LSTM
classificationmodel made incorrect predictions for FP samples
as these samples possess a majority of the features found in
TP samples. This brings us to two separate conclusions; First,
when the DDoS sample is incorrectly classified as one of the
other DDoSs, which means that the classification model is
unable to distinguish the DDoS classes that exhibit almost the
same behavior. Second, when the DDoS sample is incorrectly
classified as benign, which happens at the start points of
the attack in the dataset where the few samples are labeled
as background traffic (Benign) because of the difficulty in
determining the specific starting time of the attack.

VI. CONCLUSION
In this paper, we propose an explanation approach SHAP
with Pattern Dependency (SHAPPD) that evolves the original
SHAP method to enhance its explanations. The SHAPPD
considers the dependencies among the network traffic packets
as well as the interdependencies between the features within
the packet. We utilize the SHAPPD to explain the predictions
of the LSTM model used to classify the DDoS attacks in the
CICDDoS2019 dataset.

We first preprocess the CICDDoS2019 data by converting
the PCAP data (in bits) into CSV data (in nibbles). For each
packet in the dataset, we employ the first 324 nibbles to cover
the TCP/IP or UDP/IP headers and portion of the payload.
We then use the LSTM model to classify 13 different traffic
classes in the CICDDoS2019 dataset. The classification’s
results demonstrate high values of performance metrics on all
these classes.
After that, we use our proposed approach (SHAPPD) to

explain the LSTM predictions of all the 13 classes in the
CICDDoS2019 dataset. The output of SHAPPD is a class
explanation that includes a set of nibbles/features that cause
the class prediction. To provide an understanding of the set
of nibbles inside the explanation set, we map these nibbles
to their corresponding packet fields. The result of mapping
provides a specific set of header fields and a portion of the
payload of the traffic packet that can differentiate the DDoS
attacks of the CICDDoS2019 dataset.
We evaluate our proposed approach (SHAPPD) by

comparing its explanation results on the raw CICDDoS2019
dataset to those obtained from the original SHAP. The
comparison results show that the SHAPPD can provide a more
robust and representative explanation than the original SHAP.
We finally use the class explanation to justify the false

positive (FP) predictions of the LSTM model. We compare
the explanations of TP and FP to find the features that caused
the LSTM to generate FP. The result shows that the percentage
of intersection between TP and FP explanations is high for

all classes. This indicates that the LSTM classification model
made incorrect predictions for FP samples as these samples
possess a majority of the features found in TP samples.

The approach (SHAPPD) is suitable for all the DL models
that consider the dependencies of the dataset samples where
the SHAPPD leverages these dependencies to enhance its
explanation by providing more robust and representative
explanations.
Our future work will include a study of implementing

several recent DL models to classify the DDoS attacks and
explaining these models using other explanation methods such
as LIME and Anchor and show how adopting the dependency
concept between the data samples can improve the explanation
results.

APPENDIX A
see the Table 12.
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