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ABSTRACT A fast recovery from disruptions is of vital importance for the reliability and sustainability
of urban zone transit systems. It’s a complex task to coordinate multiple transit departments to mitigate
disruption. There are many ways to response but it’s not always obvious how to combine them in an
optimized manner. This study presents a new attempt to tackle this problem in a comprehensive and
hierarchical way. At phase (i), a network-scale strategy selection optimization model is formulated as a joint
routing and resource allocation (nJRRA) problem. This model produces solutions for efficient allocation of
network resources to facilitate inter-department coordination. By constraining the problem further into an ϵ-
constrained nJRRA problem, classic solution algorithms can be applied to solve the quadratically constrained
quadratic program (QCQP). On top of this ‘‘basicmodel’’, we propose adding a decision to delay the resource
allocation decisions up to a maximum initiation time when the incident duration is stochastic. To test the
models, a quasi-dynamic evaluation program with a given incident duration distribution is constructed using
discretized time steps and discrete distributions. Five different demand patterns and four different disruption
duration distributions (20 combinations) are tested on a small transit network. The results show that the two
models outperform benchmark strategies such as using only line level adjustment or only bus bridging. They
also highlight conditions when delaying the decision is preferred.

INDEX TERMS Disruption mitigation, public transportation, urban zone transport, user path
recommendation.

I. INTRODUCTION
A. BACKGROUND
In the face of global climate change, reducing carbon emis-
sions from transportation systems has a significant impact on
the overall achievement of energy conservation and carbon
reduction targets. To reduce transportation carbon emissions
in urban zone such as industrial parks, developing intelligent
traffic management technology can effectively promote the
development of urban transportation systems towards a more
environmentally friendly and sustainable direction. Daily
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transit operations encounter various types of disruptions,
like track failure, rolling stock failure, intrusions, medical
emergencies, weather/nature disasters, etc. (see Figure 1).
Serious service degeneration may propagate through the net-
work and last for hours. If disruptions occur in the urban
zone such as industrial park, it would significantly impact the
commuting of employees and the production supply. Given
the importance of transit service reliability, the application
of recovery models and algorithms for real-time disturbance
and disruption management is considered a key element for
improving the service and reliability of transit systems [1].
This is true for urban zone transport in general. It’s a complex
task to coordinate multiple transit departments to mitigate
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FIGURE 1. Disruption types from Washington metro network (WMATA)
(Yap and Cats [7]).

disruption. There aremany strategies in use today for a typical
transit system; however, it is not always obvious how to find
the optimal combination of strategies in real-time.

The exact set of feasible disruption mitigation strategies
may differ from system to system or even from line to
line because of the availability of crossings, parallel tracks,
backup vehicles and staff, user acceptance, etc. Ceder [2]
gives a comprehensive list of real-time control strate-
gies, including holding the vehicle, stop-skipping, adding
a reserve vehicle, changing speed, interlining, deadheading,
short-turning, etc. Other strategies include bus bridging for
metro [3], emergency lines [4], service network redesign [5],
and cancellation/addition of tasks [6].

B. RELATED STUDIES
There are many studies on disruption mitigation strategies.
Reviews of disruption management for passenger railway
transportation can be found in Jespersen-Groth et al. [8] and
Cacchiani et al. [1].

1) MINOR SERVICE ADJUSTMENTS PROBLEM
Headway adjustment is one of the most commonly used
ways to adjust the service in a minor way (Hickman [9],
Berrebi et al. [10]). Joint optimization models involving mul-
tiple strategies like holding, stop-skipping, expressing, short-
turning, and deadheading, are usually formulated as mixed
integer programming problems; studies include Su et al. [11],
Hassannayebi et al. [12], Zhu et al. [13], etc.

2) SERVICE RUN ADJUSTMENT PROBLEM
A ‘‘service run’’ means a task on the timetable, like ‘‘R train:
Bay Ridge-95 St to Forest Hills-71 Av, starting at 7:03AM’’
(MTA, NYC). Run addition or removal changes the headways
resulting in larger consequences than holding strategies. If a
run gets canceled, the current vehicle or crew plan may
become infeasible. The model is formulated as an integer
linear programs (ILP) by Thengvall et al. [6], Jarrah et al.
[14], Zhan et al. [15]. Veelenturf et al. [16] proposed a model
for the joint rescheduling of timetable and rolling stock for a
railway system, solved by heuristic algorithm. Yuan et al. [17]
proposed a model to jointly optimize the assignment of users
and transit schedules. Yuan et al. [17] proposed integrated

optimization approach for passenger flow control and metro
scheduling considering skip-stop patterns.

3) SERVICE LINE REDESIGN PROBLEM
There are only a few studies on real-time service line
redesign. Kiefer et al. [5] proposed a mixed integer program-
ming model to respond to serious disruptions by redesigning
the lines in a particular region around the disruption and
adjusting the frequencies. In Cadarso et al. [4], lines can be
canceled and emergency lines added. The rolling stock is
jointly optimized.

4) SUBSTITUTION SERVICE DESIGN PROBLEM
Substituting a service by another mode may occur when
a disruption disables the service locally. The bus is the
most popular choice for substituting other modes (i.e. bus
bridging). The bus bridging problem is similar to the transit
route network design problem [3], [18], [19]. Gu et al. [18]
developed a two-stage integer linear programming model
to flexibly allocate and schedule buses to a set of shuttle
bus routes during unexpected metro disruptions. Zhang and
Lo [20] investigated the optimal initiation time for substitute
bus service. Chen and An [21] studied integrated optimiza-
tion of bus bridging routes and train timetables under rail
disruption.

5) VEHICLE/CREW RESCHEDULING PROBLEM
Recovering from serious disruptions may require changes
to the timetable, the rolling stock, as well as the crew
duties. The vehicle and crew rescheduling problems are very
similar. They are both about finding paths to cover a set
of tasks. They are usually formulated as multi-commodity
minimum cost flow problems [22], [23], [24]. Alternatively,
they can be formulated as set partition/covering problems if
trajectories are enumerated [25], [26], [27]. The set of possi-
ble routes of a realistic network is too large to enumerate.
Hence, column generation is often used to solve the vehi-
cle/crew rescheduling problem. Visentini et al. [28] reviewed
the vehicle rescheduling problem for road traffic, railway, and
airlines.

C. RESEARCH GAPS AND CONTRIBUTIONS
Firstly, disruption durations are typically unknown in
advance. User demands are usually stochastic and only par-
tially observable. Disruption mitigation considering all these
stochastic factors has not been fully investigated. Secondly,
most previous studies on urban transport are line level models
to limit the size of the problem. However, passengers re-route
on the whole network, and resources (like crews and vehicles)
are distributed across the network. Models for intercity trains
or airlines are indeed network level, but the disruption mitiga-
tion strategies for these systems are not as rich as urban public
transport. For example, urban public transport needs more
precise controls when it comes to dwell times and headways;
urban public transport has bus-bridging options, etc. There
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FIGURE 2. Activity diagram of hierarchical disruption mitigation.

is a need for an efficient disruption strategy selection model
for urban transport that incorporates most of the commonly
seen strategies at a network level and accounts for all the
uncertainties. The main contributions of this paper are:

• We propose a new network-level disruption mitigation
framework (Figure 2.); phase (i) strategy making is
cast as a resource allocation problem. Strategies like
bus bridging, inter-lining, short-turning, service line
redesigning, service run adjustment, are all considered;
this is done by mapping the strategies into equivalent
service line fleet allocation decisions. This approach is
comprehensive while still maintains tractability.

• Two phase (i) strategymakingmodels (BMand ITM) are
proposed, and tested over 20 different combinations of
demand and disruption duration patterns. Comparisons
with two other benchmark strategies are made. Insights
are gained from analytics.

The paper is organized as follows: Section II presents
the hierarchical framework and two strategy making models.
Section III discusses the numerical tests on a small network
example. Section IV concludes.

II. METHODOLOGY
A. FRAMEWORK
In this study, we focus on metro systems. In the case of
disruptions, efficient use of available resources is desired.
Previous studies formulate this strategy selection problem for
urban public transport the samewaywe handle intercity trains
or airline systems: a service run is a basic unit of task; train
trajectories on the network are sought to cover these tasks.
However, urban public transport system users typically do not
buy tickets for a specific run or even a specific line. Instead,
users pay for recurrent network services. The service level of
a transit line is usually characterized by its average headway.
And it’s determined by the available resources allocated and

FIGURE 3. Comparison of BM and ITM.

physical constraints imposed. We argue that the basic task
unit to be adjusted for urban public transport resource allo-
cation is best at a line service level instead of service run.
Operators respond to disruptions by changing line service
levels through diverting vehicles and crews between lines,
including some newly setup emergency lines. Vehicles and
crews may come from a high-cost backup depot. The ser-
vice line level approach allows us to evaluate network-wide
resources in a tractable manner while still accounting for user
delays over a finite time horizon.

The disruption mitigation is naturally separated into three
phases: (i) Network level resource adjustment (i.e. the strat-
egy selection); (ii) resource routing on the network; and (iii)
local line adjustment. See Figure 2 for the activity diagram
of hierarchical disruption mitigation. Modules corresponding
to three phases run sequentially. The proposed models are
implemented in Phase (i), where the strategy selection prob-
lem becomes a network resource allocation problem. Phases
(i), (ii) and (iii) are run at network-level, regional-level, and
line-level, respectively. That means multiple regions (or mul-
tiple lines) will run phase (ii) (or phase (iii)) concurrently.

Two models are proposed in increasing levels of complex-
ity that both include the line service level basic structure for
network resource allocation. In Section II-B, a novel ‘‘basic
model’’ (BM) is first proposed to study the simplest deter-
ministic disruption duration case. In Section II-C, the BM is
extended to a random model called ‘‘Initiation Time Model’’
(ITM). The two models differ in the way they handle random
disruption duration (see Figure 3 for an illustration of the
differences). BM uses expected values and treats duration as
deterministic. ITM delays substantial actions to obtain further
information over a single time horizon.

B. BASIC MODEL (BM)
1) NOTATIONS
cll′ : average one-way cost of diverting vehi-

cle from line l to line l ′ (constant);
IE[T |T ≥ z] : expected duration conditioning on event

{T ≥ z};
fl : the frequency of line l;
FBM : the objective of basic model (BM);
F ITM : the objective of initiation time model

(ITM);
g (T ) : probability density function (pdf) of T ;
G : transit network graph;
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Hw : the set of paths between OD pair w;
I ITM : ITM interval;
L : the set of transit lines;
M : set of transport modes;
pw,h : the proportion of users of OD pair w on

path h suggested by transit operator during
disruption;

pNw,h : the path choices when system is undisrupted
(‘‘normal’’);

pDw,h : the path choices when system is disrupted
and with no relocation (‘‘disrupted’’);

qw (τ ) : the user demand density for OD pair w at
time τ ;

Qw (t1, t2) : the number of users belonging to OD pair w
during time interval [t1 , t2];

Qw : the number of users belonging to OD pair w
during [0 , T ]; Qw := Qw (0,T );

Rls : round-trip time of line l that is incident to
segment S;

S : the set of transit line segments;
Sh : the set of segments on path h;
SBh : the set of boarding segments on path h;
tRs : running (traversing) time of transit segment

S (constant);
tPh : path h cost during disruption after relocation

finished;
tP,N
h : path cost when system is undisrupted (‘‘nor-

mal’’), a constant;
tP,D
h : path cost when system is disrupted and with

no relocation (‘‘disrupted’’), a constant;
tPh : path cost when system is disrupted and with

relocation;
T : disruption duration (a fix number) used in

BM;
T : disruption duration (a random variable) used

in ITM;
ST : the upper bound of T ;
V : the set of transit stops;
W : the set of all OD pairs;
xll′ : the number of vehicles relocated from line

l to l ′ where l and l ′ are lines of the same
mode m ∈ M ;

yl : adjusted fleet size for transit line l;
K : the capacity of the vehicle;
y0l : original line fleet size for line l;
Yl : the upper bound of fleet size for line l;
Gs : left hand side of Eq. (2);
Hl : left hand side of Eq. (3);
I : left hand side of Eq. (4);
Jw : left hand side of Eq. (5);
Kl : left hand side of Eq. (6);
α : weighing coefficient for operator cost;
β : user value of time (VOT) per minute;
γ : wait time penalty coefficient;
µs : Lagrange multiplier for Eq. (2);
ϑl : Lagrange multiplier for Eq. (3);

η : Lagrange multiplier for Eq. (4);
πw : Lagrange multiplier for Eq. (5);
θl : Lagrange multiplier for Eq. (6);
δh,s : path h and segment S incidence;
δh,l : path-line incidence;

Remarks:

1) Notation that appear only once are explained in text in
place and not listed here;

2) A subscript is used for indexing, like ‘w’ for OD pair,
‘h’ for path, ‘S’ for segment, ‘l’ for line; superscript is
used for differentiating, like ‘B’ for ‘boarding’, ‘R’ for
running (traversing), ‘D’ for diverting, ‘P’ for path, ‘0’
for naught.

The basic model (BM) is a phases (i) model (Figure 2).
BM make high-level network resource allocation (equiv-
alently, line service level adjustment) decisions. This
network-scale model is quite general while still maintains
tractability. Multiple transit department (metro, bus) may
need to cooperate to fulfill the plan. The transit network is
represented by a graph G = (V , S) where V is the set of
transit stops and S is the set of transit line segments. Initially,
let disruption duration T be a fixed real number. We assume
that users follow paths. A path is composed of a sequence
of transit line segments. This is a simplified version of user
assignment under a disruption setting. There is no consensus
about how users react to disruptions. In some studies, it is
assumed that users are rational, self-interested, and always
choose the shortest path [4]. However, as argued by Xu and
Ng [29], under unforeseen disruptions, commuters may need
to react with limited information. Instead, users can be guided
toward alternative contingency routes by operators. As such,
we let the user path choices be decision variables of the model
(i.e. decisions of the operator). It is possible to assume that a
proportion of the users comply with operator orders and the
rest of them act on their own with full information. We leave
this option for future work.

BM is shown in Eq. (1) – (9). The decision variables are the
fleet size for each line (y), assignment of users to paths (p),
and the fleet relocation decisions among lines (x) needed to
achieve y. Networks of different modes, like metro, bus, are
jointly considered, where lines operate vehicles that belong
to different non-interchangeable classes. In other words, L =

∪m∈MLm, where vehicles belonging to lines in class Lm
cannot be exchanged with vehicles in a line belonging to a
difference class Lm′ ,m ̸= m′. The variable xll′ is applied only
to l, l ′ ∈ Lm.

2) FORMULATION

min
p,y,x

FBM (p, y, x)

=

∑
w∈W ,h∈Hw

Qwpw,h

∑
s∈SBh

γRls
2yls

+

∑
s∈Sh

tRs


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+ 2α
∑
m∈M

∑
l,l′′∈Lm

cll′xll′ (1)

Subject to: (Segment capacity constraint)

Gs :=

∑
w∈W ,h∈Hw

Qwpw,hδh,s −
KT
Rls

yls ≤ 0,

(µs) , ∀s ∈ S (2)

(Fleet size adjustments)

Hl :=

∑
l′
xll′ −

∑
l′
xl′l + yl = y0l , (ϑl) ,

∀l ∈ L (3)

I :=

∑
l
yl =

∑
l
y0l , (η) (4)

(User path choices)

Jw :=

∑
h∈Hw

pw,h = 1, (πw) , ∀w ∈ W (5)

(Fleet size bounds)

Kl := yl − Yl ≤ 0, (θl) , ∀l ∈ L (6)

(Non-negativity)

pw,h ≥ 0, ∀w ∈ W , h ∈ Hw (7)

yl ≥ 0, ∀l ∈ L (8)

xll′ ≥ 0, ∀l, l ′ ∈ Lm,m ∈ M (9)

The objective is to minimize the weighted sum of costs to
transit users and the operator (Eq. (1)). User cost is the trip
time multiplied by value of time (VOT) β as shown by the
first term. Let Qw (t1, t2) be the number of users belonging
to OD pair w during time interval [t1 , t2]. Qw (t1, t2) =∫ t2
t1
qw (τ ) dτ , where qw (τ ) is the user demand density for

OD pair w at time τ . Let Qw := Qw (0,T ). For those pas-
sengers that enter the system before the horizon begins, their
location in the system at time 0 is regarded as their origins.
We addQ0

wδ0 (t) to the density qw (τ ) to take account of these
demands, where Q0

w with w = (O,D) means the number
of users queueing at O heading to D at time 0 and δ0 (t) is
the Dirac delta function with a peak at t = 0. The complex
process of transit system state transition during resource relo-
cation is not modeled in this phase to avoid dynamic transit
assignment modeling. The problem in reality is much more
complex, as discussed in the literature on dynamic transit
assignment (e.g. see Hamdouch and Lawphongpanich [30];
Jin et al. [31]). Time-varying travel times and flows mean that
paths may not be easily categorized into pre-initiation/ recov-
ery/ recovered stages. There could be passengers crossing the
boundaries. Keeping track of these passengers will require
the use of dynamic transit assignment with time-expanded
networks (TE-network). The problem with adopting such
frameworks is that they are not very scalable, which prevents
the use of a strategy selection model at a network level.
Instead, we try to keep things simple by assuming that the
time horizon of the incident is small enough between those
three stages that paths can be pre-identified for OD pairs.
After selecting strategies, more detailed dynamicmodels may

be deployed to aid implementation of the strategies in Phases
ii and iii as shown in Figure 1.
The average user waiting cost of a boarding segment is

computed by Rls/2yls where ls refers to the line of segment
S and Rls is the roundtrip time of this line. The path h has
average cost

∑
s∈SBh

γRls/2yls +
∑

s∈Sh t
R
s where γ is the

wait penalty coefficient and tRs is the segment travel cost.
The second term, operator cost, is the spending on resource
relocation. Operator cost is weighted by a parameter α as
shown in the objective. We assume that all fleet sizes restore
to normality after disruption. cll′ is a unit one-way relocation
cost. We do not restrict fleet size change variables x and y to
be integral. The rounded values are typically good enough at
a strategy selection level in phase i and can provide infor-
mative results for deploying strategies in phases ii and iii.
We also allow p to be fractional, which means the operator
can control the exact proportion of users on a path. There
are more sophisticated ways to estimate the passenger delay,
like Sun et al. [32]. The use of fractions for passenger paths
is even less of an issue than for frequencies, as passenger
volumes tend to be high enough (e.g. rounding 287.8 to 288),
just as all transit assignment models in the literature do not
assume integer values.

Eq. (2) requires that the total demand to cross a line
segment during T be no larger than the expected capacity
provided during T , which again depends on the average
headway. Eq. (3) and Eq. (4) are about the fleet conservation
constraints. Eq. (5) are the path flow conservation constraints
and Eq. (6) are the fleet size bounding constraints. Eq. (7)
are the non-negativity constraints. Gl,Hl, I , Jw, Kl are func-
tions representing left-hand side (LHS) of constraints; µl , ϑl ,
ηl , πl , θl are the corresponding Lagrange multipliers of the
constraints. Paths are enumerated under this formulation. For
convenience, k-shortest paths are used to approximate the true
set of paths (see Bekhor et al. [33]). While the appropriate
number of k paths to be chosen can vary with the size of the
network [34], for simple networks Cascetta et al. [35] showed
that 4-7 paths may suffice.

Parameter Yl is the maximum fleet size of line l. Yl is
determined by the throughput capability of line l. If multiple
lines share some segments, the maximum fleet sizes of these
lines are related; constraints like

∑ln
li=l1

Yli ≤ cs should be
imposed. We leave this out in the formulation for simplic-
ity. The relocation cost is defined in Eq. (10). The diverted
fleets cannot provide regularly scheduled service during the
diversion. This cost is captured by term γDll′ t

D
ij . The costs of

using backup vehicles and crews are represented by the term
Scll′ when l is a backup depot. c0 represents the minimum costs
associated with making diversions.

Cll′ = c0 + SCll′ + γDll′ t
D
ij (10)

where
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FIGURE 4. Strategies considered in this study.

γDll′ : user cost for unit time spent on diverting unit vehicle
from l to l ′ (which includes lost service on l and
unavailability on line l ′ until its arrival);

tDij : time that it takes to divert unit vehicle from line l to
line l ′;

Scll′ : vehicle and crew cost for diverting unit vehicle from
l to l ′;

c0 : penalty for making changes.

BM is generalized in the sense that several other commonly
seen models can be regarded as special cases. We use ‘‘fixing
a network’’ to refer to the network topology being fixed
but service level being subject to change; and use ‘‘fixing a
service’’ to refer to both the network topology and the line
service levels being fixed.

• Special case 1): If we fix the bus service, and allowmetro
network redesign as well as metro resource relocation,
this is the service line redesign problem;

• Special case 2): If we fix bus service and fix the metro
network, but can relocate the resources possibly across
metro lines, this is the service run adjustment problem;

• Special case 3): If we fix the metro service but can
adjust the bus services by adding bus-bridging lines
and adjust bus line frequencies, this is the substitution
service design problem (bus-bridging problem);

• Special case 4): If we fix metro and bus network but can
adjust the service levels of both original metro and orig-
inal bus lines; this is the multi-modal joint optimization
problem.

Figure 4 gives an illustration of the strategies considered in
this study. When disruption happens, we can adjust current
metro and bus line services, as well as set up new emergency
metro and bus lines. The needed fleet could come from a
backup depot or from existing lines. Not all strategies are
needed at the same time. The best combinations are sought.
It’s in fact challenging for multiple departments to coordi-
nate in real life. Bus-bridging using backup buses is one of
the most common ways to handle disruption; coordination
more that is rare. However, we see this as opportunity rather
than limitation. The hierarchical framework and line average-
service-level adjustment approach (other than individual run
adjustments) simplify the problem of system-level strategic
decision making and facilitate coordination.

3) PARAMETER ESTIMATION
BM is parametrized by OD demands, cost coefficients, value
of time, and the expected disruption duration. The strategy
selection model in phase i assumes that the transit system
knows at the start of the disruption which service lines
are available, which are impacted, such that immediately
available emergency lines can be determined instantaneously.
Similarly, OD demand is assumed to be known. These
assumptions are similar to the state of the art, as summarized
in the literature review (see Section 1.4). For example, most
modern transit systems have Advanced Vehicle Location
(AVL) systems to keep track of their vehicle fleets at any time
and can pinpoint the exact line segment or track section that
is disrupted. Similarly, transit systems have historical data
and Automated Passenger Counters (APC). Combined with
state-of-the-art origin-destination inference methods (see Liu
and Chow [36]), transit systems can infer expected passenger
OD flows over a time horizon. For example, NYC Transit
keeps track of passenger arrivals through turnstile data and
wifi detection using the Transit Wireless system. They also
have a transit control center that keeps track of the status
of all rail segments in the subway system. These systems
help provide a picture of passenger ODs and paths. Readers
are recommended to follow studies on OD flow estimation
(Castillo et al. [37]), network design problem for building set
of emergency lines (Jin et al. [31]), and survival analysis for
disruption duration (Tinguely et al. [38]) among others.

4) OPTIMALITY CONDITIONS
Eqs. (1) – (9) have a nonlinear objective with linear con-
straints. There are two weight coefficients α and β in the
objective. Without loss of generality, we may assume β =

1 after the transformation α = α/β. The KKT conditions are
shown in Eq. (11) along with primal constraints.

∇L := ∇FBM +

∑
s

µs∇ Gs +

∑
l

ϑl∇Hl

+ η∇I +

∑
w

πw∇Jw +

∑
l

θl∇ Kl ≥ 0

∇pw,hL · pw,h = 0, ∀w ∈ W , h ∈ Hw
∇ylL · yl = 0, ∀l ∈ L

∇xll′ L · xll′ = 0, ∀l, l ′ ∈ L

Gs · µs = 0, ∀s ∈ S

Kl · θl = 0 ∀l ∈ L

µs ≥ 0, ∀s ∈ S

θl ≥ 0, ∀l ∈ L (11)

From the KKT conditions, we have the following observa-
tions.
Observation 1: Condition for path h belonging to OD w to

be in use is:

pw,h > 0 ⇒ ∇pw,hL = 0

∇pw,hL = QwtPh (y) +

∑
s

µsQwδh,s + πw = 0
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where path cost tPh (y) =
∑

s∈SBh

γRls
2yls

+
∑

s∈Sh t
R
s ; or, equiva-

lently, as in Eq. (12).

tPh (y) +

∑
s

µsδh,s = −
1
Qw

πw (12)

The first term on the LHS is the user cost of path h; the second
term on the LHS are segment-capacity shadow prices. The
RHS can be interpreted as the cost of the marginal shortest
path for OD w: the cost of sending marginal flow along the
shortest path under the optimally loaded flow. Note πw is
unrestricted. This condition says that, if a path h for OD
w is used, then its cost plus the segment-capacity shadow
prices equals the marginal shortest path length. This type of
condition is common for a multi-commodity flow problem.
Observation 2: Condition for emergency line l to be in use

is:

yl > 0 ⇒ ∇ylL = 0

∇ylL =

∑
w∈W ,h∈Hw

∑
s∈SBh ,ls=l

(
−

γRl
2y2l

)

− µl
KT
Rl

+ ϑl + η + θl = 0

Moving some negative terms to the RHS, we get:

ϑl + η + θl =

 ∑
w∈W ,h∈Hw

Qwpw,h

∑
s∈SBh ,ls=l

γRl
2y2l


+

∑
s∈SBh ,ls=l

µs
KT
Rls

(13)

ϑl is the multiplier associated with relocation flow x conser-
vation; it is the node potential in the transportation problem.
It could be interpreted as the marginal cost of diverting vehi-
cles to line l. η is the shadow price of fleet resource. θl is the
price associated with upper bound Yl which could be positive
if line l is operated at capacity. The first term on the RHS is
the (positive) waiting time savings of users with respect to
unit yl increase. The second term on the RHS is the marginal
benefit of improving line l capacity which could be nonzero if
some segment belonging to l operates at capacity. Hence the
equation means marginal cost of diverting plus fleet shadow
price and fleet upper bound shadow price are equal to the
marginal savings of user wait time plus marginal benefits of
expanding capacity. Conversely, if the following condition
(Eq. (14)) is satisfied, then we must have yl = 0; namely,
this emergency line is not in use.

ϑl + η >

 ∑
w∈W ,h∈Hw

Qwpw,h

∑
s∈SBh ,ls=l

γRl
2y2l


+

∑
s∈SBh ,ls=l

µs
KT
Rl

(14)

Observation 3: Condition for fleets being diverted from
line l to line l ′ is:

xIl′ > 0 ⇒ ∇xll′L = 0

∇xll′L = 2αcll′ + ϑl − ϑl′ = 0 (15)

where 2αcll′ is the cost of xll′ ; ϑl is the node potential as
we mentioned. This is exactly the optimality condition fora
transportation problem.

5) SOLUTION METHOD
The BM formulation can be generalized to (P0), which has
potential for broader applications. Variable p is the user
demand assignment decision; y is the servicelevel decision for
lines (or any other type of service entities); x is the resource
diversion decision among lines. The objective is composed
of the diversion cost and user cost. It has nonlinear terms
like pw,h/yl in the objective which represent delay from a
deterministic queueing system. This objective is not convex.
For other types of queueing systems, the exact formulation
may be different, but what is in common is non-convexity.
Take M/M/1 for example; average delay has the form of
v/ (c− v) where v is link flow and c is capacity; when v and
resource c are decision variables, this delay function is also
not convex. Here the constraints are Eq. (2) to (9) as before,
although other types of systems may call for changes. We call
(P0) the nonconvex Joint Routing and Resource Allocation
(nJRRA) problem. This problem shares similar properties
with the multi-commodity capacitated network design prob-
lem, which differs in the use of binary variables to allocate
link investment resources while subject to optimal passenger
flows (see Gendron et al. [39]).

(P0) min F(p, y, x) = c′x + c′′p+

∑
w,h,l

c′′w,h,l
pw,h

yl

subject to linear constraints (2) − (9).

Convex or nonconvex JRRA problems arise when study-
ing many different types of networks, like transit networks,
computer networks, or power grids. Operators (or ISPs for
internet, utility companies for power grids) plan the resource
relocation and can control how flows are distributed on the
network at the same time. Xiao et al. [40] studied the JRRA
problem (called ‘‘simultaneous routing and resource alloca-
tion (SRRA)’’ there) for a wireless network. They assumed
the objective to be convex for minimization and concave
for maximization, like the utility function. The problem is
solved through Lagrange duality. Capacity multipliers are
introduced, then the resulting Lagrange dual problem can
be decomposed. A subgradient method is used to update
capacity multipliers. El-Sherif and Mohamed [41] studied
JRRA minimizing delay for cognitive radio based wireless
mesh networks. The objective is similar to (P0). Their model
is formulated as mixed integer programming. Similar studies
include Rasekh et al. [42]. In this section, we discuss global
solution algorithms for nJRRA. The domain is compact. Note
yl = 0 is within the domain. We define pwl/yl to be 0 if pwl
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and yl are both zero. Namely, if a line has no vehicle, and if
no user is diverted to this line, then the user cost accumulated
on this line is zero. If yl = 0 for l and pw,h > 0 for some w, h
and path h uses this line l, then objective F of (P0) becomes
infinite. So, the dependence of F on p and y is discontinuous
at yl = 0. The logical relation in Eq.(16) holds at optimality
but the reverse is wrong in general.(

y∗l = 0 ∧ δh,l = 1
)

⇒ p∗
w,h = 0, ∀w (16)

The essential singularity point at the boundary caused by
p/y terms may bring trouble to the convergence of iterative
algorithms. Hence, we define a more constrained version of
P0 that additionally requires yl to be no less than a small
positive number ε, say 0.01. If we find that the algorithm
outputs y∗l = ε, then we can safely regard y∗l as zero for
practical purpose. Let ul := 1/yl , then ul is bounded above
by 1/ε. In this way, our problem has a compact domain and
the objective is smooth on this domain. With new variable
and new constraints added, we have problem (P1) reflecting
an ‘‘ε-constrained nJRRA’’. As ε → 0, P1 approaches P0.

(P1) min cx + c′p+

∑
w,h,l

c′′′w,h,lpw,hul

subject to linear constraints in (P0), and:

ulyl = 1, ∀l

ε ≤ yl ≤ ȳl, ∀l
1
ȳl

≤ ul ≤
1
ε
, ∀l

The ε -constrained JRRA problem is a special case of
a Quadratically Constrained Quadratic Program (QCQP),
although not every QCQP is of type (P1) and there may exist
more efficient algorithms dedicated to the JRRA problems.
This is reserved for future research. QCQP with a nonconvex
objective is generally NP-hard [43]. QCQP is a fundamental
problem that has been studied extensively in the global opti-
mization literature (Al-Khayyal et al. [44], Audet et al. [45]).
Two limit cases are discussed below to draw insights on the
BM strategy.

For the first case (Figure 5 (a)), assume that there are K
lines connecting K different OD pairs and there is no user
interaction of any kind. Also, assume that we can ignore
the relocation cost, namely x’s have coefficient zero. This
simplified version of the problem can be written as:

min
y

∑
k

qk
yk∑

k

yk = c

yk ≥ 0

where

qk : demand of line k;
yk : feet size of line k;
c : total number of vehicles.

FIGURE 5. Two special cases.

We can easily solve by using the first order conditions to find
that at optimality, Eq. (17) holds:

y1 : y2 : . . . : yK =
√
q1 :

√
q2 : . . . :

√
qK (17)

This corresponds to the square root rule [46]– the fleet sizes
should be proportional to the square roots of number of
passengers. As for the second case (Figure 5(b)), suppose
there are K lines connecting one single OD pair. Each line k
has travel time tk and fleet size upper bound ck . Also, suppose
t1 < t2 < . . . < tK . The optimal solution is obvious: first
assign fleets of size y1 = min {c1, c} to line 1; If there are
vehicles left, then assign min {c2, c− y1} to line 2; continue
until we run out of vehicles. We also give a name to this
simple strategy – shortest path first rule.

C. INITIATION TIME MODEL (ITM)
When a disruption happens, it may be advantageous for an
operator to wait for some time before taking any costly
actions like bus bridging or inter-line vehicle diversion. Ide-
ally, disruption mitigation should be modeled as a continuous
decision-making process. For simplicity, the ITM model
assumes that vehicle relocation initiates only once in the
horizon. The exact time to start such are location is up to the
operator. If the disruption recovers while waiting, then there
is no need to make any relocations. Delaying actions reflects
the principle that there is a tradeoff between the user cost and
operator cost. This idea can be found in Zhang and Lo [20],
although they only focus on a single disrupted metro line and
a single strategy - bus bridging.

Let T now be the random disruption duration. Suppose T
is bounded above by ST and suppose that it is continuously
distributed with probability density function (pdf) g. We add
a new variable z, the relocation initiation time. The other
variables are the same as before and the problem is labeled
(P2). The objective (Eq. (18)) has three terms. The first term
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corresponds to the user cost when T < z, the case that the
relocation has never been initiated. The second term corre-
sponds to the user cost when T ≥ z. The second term can
again be decomposed into three sub-terms, corresponding to
pre-initiation, recovery, and recovered periods. The expected
operator cost is captured by the third term. Eq. (19) means
that the capacity in the interval [z,E[T |T ≥ z]] can satisfy
the demand in that period where E[T |T ≥ z] means T is
conditioned on the event that the disruption has not ended
at time z. Eq. (20) is the upper bound on z and ρ is its
corresponding Lagrange multiplier.

1) FORMULATION

(P2) min
z,p,y,x

F ITM (z, p, y, x)

=

∑
w∈W ,h∈Hw

z
∫
0

(
Qw (0,T ) pDw,ht

P,D
h + Qw

(
T ,ST

)
pNw,ht

P,N
h

)
g (T ) dT︸ ︷︷ ︸

caseT<z:user cost in
[
0,ST

]

+

∑
w∈W ,h∈Hw

ST
∫
z

Qw (0, z) pDw,ht
P,D
h︸ ︷︷ ︸

user cost in [0,z]

+Qw (z,T ) pw,htPh (y)︸ ︷︷ ︸
user cost in[z,T ]

 g (T )

︸ ︷︷ ︸
case T≥z:user cost in

[
0,ST

]
dT

+

∑
w∈W ,h∈Hw

ST
∫
z

Qw (T ,ST
)
pNw,ht

P,N
h︸ ︷︷ ︸

user cost in
[
T ,ST

]

 g (T ) dT

︸ ︷︷ ︸
case T≥z:user cost in

[
0,ST

]
+ 2α

∑
l,l′

Cll′ χll′
∫ T̄

z
g(T )dT︸ ︷︷ ︸

E [fleet size adjust cost]

(18)

(Segment capacity constraint)

Gs :=

∑
w∈W ,h∈Hw

Qw (z,E[T |T ≥ z]) pw,hδh,s

−
K
Rls

(E[T |T ≥ z] − z) yls

≤ 0, (us) ∀s ∈ S (19)

R := z− T̄ ≤ 0, (ρ)

Subject to Eq.(3) to (9). (20)

2) SOLUTION METHOD
The capacity constraints are nonlinear now. The rest of the
constraints (Eqns. (3) - (9)) are linear as before. The objective
is nonlinear and more complex than that of BM. We note
that if we fix z, the solution algorithm previously discussed
still applies with some minor changes. It is usually more
convenient to discretize the time for application. Here we
describe a practical way to speed up discrete ITM; we call
it early-break-ITM. First, we discretize ST and restrict the
candidate initiation time to be a multiple of an ITM interval,
I ITM .The idea is to start with z = 0 and increase z until no
successive improvement can be made; then break out of the
iteration and return the last z. We call the sub-problem of ITM
with fixed variable z by the name (P3).
Problem (P3) has the same complexity as BM. From our

experiences, delay time z is mostly within 30 minutes. If IITM

Algorithm: Early-Break-ITM
Start with z = 0, zopt = ∅, Fopt = ∞;
While F∗ (z) < Fopt :

zopt = z;
Fopt = F∗ (z) ;

z = z+ I ITM ;

Solve (P3) to get F∗ (z);
Output zopt and Fopt .

FIGURE 6. Example network and disruption.

is set to be 10 minutes, four iterations would suffice in most
cases. Hence, the complexity of Algorithm 2 would typically
be about four times that of the BM solution algorithm.

III. NUMERICAL TESTS
We test the proposed models on a small transit network for
reproducibility (Figure 6). The network has two metro lines
and two bus lines (Figure 6 (a)).

A. DETERMINISTIC DISRUPTION DURATION CASE
Eight representative OD pairs are considered: 1-10, 5-14,
3-13, 8-11, 11-2, 13-4, 14-1, and 10-5. The time-dependent
demands are assumed to be deterministic and concave, rep-
resented by parabolic functions. We will use two parameters
qmin and qmax to specify the curve:

q (t) = −
4
T 2 (qmax − qmin) t2 +

4
T

(qmax − qmin) t + qmin

The disruption to be considered is the failure of bi-directional
link N9-N10 on line L1, say, due to tunnel power failure. The
disruption lasts for T = 60 minutes for certainty. Four emer-
gency lines—L5, L6, L7, and L8—are generated manually
for this example as shown in Figure 6 (b). For real networks,
the generation of these candidate lines should be automated
and reserved for future research. L5 and L6 are short-turned
metro lines for L1. L7 is a detour of the broken link in L1
using the L2 track. L8 is a bus-bridging line connecting metro
stops 9 and 10.

For this deterministic case, three models are consid-
ered: line-level adjustment (LLA), bus-bridging (BB) and
basic model (BM). LLA includes line level strategies, like
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FIGURE 7. Gap changes over iterations (BM model solved by Gurobi).

short-turn and diverting users, but there is no inter-line fleet
exchange. BB allows any strategies in LLA, and also allows
the operator to allocate buses from a backup depot or existing
lines to bridge the disputed links. BM allows any strategy
in LLA and BB, and allows fleet exchange among different
lines. We can see that BB is an extended model of LLA and
BM is extended model of BB.

The convergence rate of BM is illustrated in Figure 7. The
gap is defined as (UB-LB)/UB, measuring how far the current
best solution’s objective is from the current relaxation, not the
distance to the optimum. As such, even an optimal solution
may have a nonzero gap. Within 2 minutes, the gap drops
from an initial value of 20% to 10%. In 10 minutes, it drops
to 8%. Afterwards, the trajectory becomes quite slow as there
are many leaves on the branching tree. This convergence
behavior is typical in such algorithms for QCQPs.

The testing results are shown in Table 1. BM runs for 5min-
utes, timing out before converging. LLA and BB run much
faster (solved within 1 minute) and their results represent
global optima (since each problem has a different objective,
we do not expect the values to be equal). BM, even with a
suboptimal solution, has almost the same level of service for
users compared with an optimal BB, but at a much smaller
operator cost. The improvement may not seem impressive at
first sight, just about 4 percent compared to BB; but note that
the ‘‘total costs’’ include the costs of all users on the whole
network, disrupted or not. In summary:

• Introducing more strategies can significantly reduce
operational cost without compromising user service lev-
els.

This result supports the use of comprehensive strategy selec-
tion models instead of models that focus on single strategy
optimization.

B. STOCHASTIC DISRUPTION DURATION CASE
Next, we test BM and ITM with stochastic disruption dura-
tion T . The maximum duration of disruption, ST , is set to
be 4 hours. Five different demand patterns over time are
used: uniform, increasing, decreasing, concave and convex
(Figure 8 (a)). They are represented by zero, first and second
order polynomials. The concave and convex functions are
similar to what we used in the deterministic case. All these
patterns have two range parameters qmax and qmin. When the
demand pattern is uniform, the density is 1/2 (qmin + qmax).

TABLE 1. Performance comparisons under deterministic disruption
duration case.

FIGURE 8. Demand and disruption distributions.

Probability mass functions (pmfs) are used to reflect the prob-
ability of the disruption duration T . Six disruption duration
distributions are illustrated in Figure 8 (b): Dirac at time
zero (δ0, ‘‘Dirac-0’’), Dirac atST (δST , ‘‘Dirac-Tub’’), weighted
sum of Diracs at time 0 and ST (1/2

(
δ0 + δST

)
, ‘‘bi-Dirac’’),

uniform, ‘‘normal-like’’, and ‘‘exponential-like’’. Note that
Dirac-0 means that the disruption lasts for one time inter-
val (10 min). The first three distributions are simple and
interesting for theoretical purposes. The first two are even
deterministic. They can be treated as limiting cases of more
complicated patterns to be considered. We list these three
simple distributions since they can help us to understand the
problem.

1) TEST RESULTS
We test five demand patterns and four disruption duration dis-
tributions, 20 combinations in total. The detailed results are
shared at https://github.com/BUILTNYU/transit-disruption-
mitigation (see Table A1-A6). ‘‘Operator cost’’ is part of
the output of the mitigation plan generation model. ‘‘# BU
bus’’ in the table means the number of back-up buses used;
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‘‘z’’ means the initiation time found (min). Note the models
are not solved with the same objective: LLA, BB and BM
uses Eq. (1); ITM uses Eq. (18). Here we let algorithms to
time out after 5 minutes. It’s better to survey transit operators
on how long they can tolerate to make a decision. This
is left for future work. The algorithms do not necessarily
converge to the global optimum under the 5-minute running
time constraint (runs that time out at 5 minutes are noted in
appendix tables). However, they are all evaluated using the
samemetric, ‘‘ExpectedUser cost’’. Both the objective values
and the performance metrics are reported in the tables A1-
A5. The operator cost weighting factor alpha is set to be 2.
ITM interval is set to be 10 minutes. Demand level is set at
qmin = 10 and qmax = 20. All possibilities of disruption
duration are tested and the resulting expected costs are deter-
mined under uncertain disruption duration. Based on the test
results, some observations are made below. We label cases
by ‘‘demand pattern, duration distribution’’, like ‘‘uniform,
normal-like’’.
Remark 1: The overall performance of ITM is the best

compared to LLA, BB, and BM among the instances tested.
ITM outperforms BM significantly when the duration

distribution is bi-Dirac; the overall performance of BM is
otherwise very close to ITM. When initiation time z is zero,
the ITM model performance is slightly behind BM, like
the case ‘‘uniform, uniform’’ in Table A1. This is because
ITM is more difficult to solve, and its gap is larger for the
5-minute running time. For cases in which z is positive, ITM
is significantly better than BM, like the case ‘‘uniform, bi-
Dirac’’ in Table A1.
Remark 2: The overall performances of LLA and BB are

significantly worse than that of BM and ITM.
Remark 3: When the demand pattern is concave or the

duration distribution is bi-Dirac/exponential-like, it is advan-
tageous to postpone the resource relocation decision.

For example, for the case ‘‘increasing, exponential’’ in
Table A2, ITM generates z = 20.
Remark 4: When the demand pattern tends to be uniform

or even decreasing, which means most of the users will arrive
in the near future, or when disruption is likely to last for a
long time, it makes less sense to delay actions.

As we can see from Table A1 and Table A3, as long as the
duration distribution is not bi-Dirac, ITM delay z’s are zero.
Remark 5: When the disruption distribution is exponential-

like, a backup bus is not used in BB.
For cases with ‘‘exponential-like’’ disruption distribution

in Table A1 to Table A5, the number of backup buses used by
the BB model is 0. Backup buses are heavily used when the
demand pattern is concave or decreasing. For cases where the
demand pattern is ‘‘concave’’ and the disruption distribution
is not ‘‘exponential-like’’, the number of backup buses used
is 2.
Remark 6: ITMwill not delay for more than an upper limit

due to the penalties of user delay.
In the instances tested, ITM never delays more than

30 minutes.

TABLE 2. Model outputs under varying alpha settings.

The effect of weighting parameter α is also investigated.
The overall effect is that as α gets larger, the operating
cost becomes more important, the number of relocations
decreases, and the adjustments are initiated later. These
effects match our expectations. This is illustrated by the
case 1 to 3 in Table 2. We just listed two indices - the
number of backup buses used by BB and initiation time of
ITM; they are enough to provide insights on the effects of
alpha. We also notice that there are many cases in which the
relationship between the number of relocations and alpha is
not so obvious. Cases 4 to 6 in Table 2 illustrate this situation.
Take case 4 for example.When alpha increases from 10 to 20,
ITM initiation time decreases from 30 to 10. This is counter-
intuitive: whywould operator initiate relocations earlier when
they care more about their own costs? Looking closer at the
results we find that the number of relocations is less - the
number of backup buses used is less than before.
Remark 7: Optimal decision variables don’t necessarily

depend monotonically on alpha; good decisions are hard to
guess and best found by optimization.

Although a large number of scenarios have been investi-
gated; there is still a need to extract the factors of variation
underplaying these scenarios and to explain their relation-
ships with model performances. Figure 9 represents such an
attempt. We collapse demand pattern into a single variable -
demand expected arrival time; and disruption duration distri-
bution is also represented by single variable – its variance.
From Figure 9(a) we can see that the number of backup buses
used decreases as the demand expected arrival time becomes
larger. And its trend w.r.t. disruption duration variance is
unimodal. It’s interesting to see that initiation time has the
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FIGURE 9. (a), (b) Test results illustrating how action variables are
affected by demand expected arrival time and disruption duration
variance; z-axis in (a) is the number of backup buses used; z-axis in (b) is
the initiation time. (c) total cost comparisons between BM and ITM.

opposite relationship (Figure 9 (b)). BM and ITM total costs
are compared in Figure 9 (c). As the disruption duration
becomes more uncertain and demand arrivals more late, ITM
performs the better.

IV. CONCLUSION
Typical urban zone transit systems are so complex and occu-
pies an important component of urban carbon emissions, any
attempt to find the optimal utilization of all resources and
reduce energy consumption in a short period of time would
encounter great difficulties. We choose to simplify the unit
resource from run level to line level so that strategy selection
can be optimized at a network level. Two models following
this idea are proposed. They differ in the way they handle
the uncertainty in disruption duration. When strategies are
mapped into resource allocation, the resulting problem is
classified as a nonconvex joint routing and resource allocation
(nJRRA) problem. We propose a more constrained form that
can be solved as a quadratic constrained quadratic program-
ming (QCQP) problem. The assumptions and main ideas of
the methodology in this study are summarized below:

• Disruption mitigation decision making is multi-leveled;
• The basic task unit of resource relocation model is aver-
age line service level;

• There is a trade-off between the user cost and operator
cost;

• Disruption mitigation is a dynamic decision-making
process.

To test the models, a quasi-dynamic evaluation program with
a given incident duration distribution is constructed using

discretized time steps and discrete distributions. FIFO con-
ditions for users are incorporated with dynamic capacity
assumptions to determine expected user costs under different
strategies. Five different demand patterns and four different
disruption distributions are tested on a small network. The
optimal strategies for different combinations of demand pat-
tern and disruption duration distributions are also obtained.
Key insights include:

• The overall performance of ITM is the best compared to
LLA, BB, and BM among the instances tested, although
BM is not far behind and in some cases better.

• When the demand pattern is concave or the duration dis-
tribution is bi-Dirac/exponential-like, it is advantageous
to postpone the resource relocation decision.

• When users tend to arrive in the near future, or when a
disruption is likely to last for a long time, it makes less
sense to delay actions.

• When the disruption distribution is exponential-like,
a backup bus is not used in BB.

• ITM will not delay for more than an upper limit due to
the penalties of user delay.

A network level strategy selection optimization model is
formulated to tackle the transit disruption mitigation problem
in a comprehensive and hierarchical way, which effectively
reduces the disruption duration of the transportation system
and improves transportation efficiency, and has a positive
effect on reducing energy and carbon emissions. For future
work, system states can be extended to be stochastic and
partially observable, and multistage Markov decision pro-
cesses can be modeled. Overlapping incidents may also be
considered, such that resources allocated become unavail-
able for subsequent disruptions. User responses to mitigation
plan could be modeled in a more complex way. User com-
pliance ratios with respect to operator suggestions can be
introduced to make the model more realistic. And test on
larger networks, even real city networks, is also left for future
work.
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