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ABSTRACT This study addresses significant challenges within the field of remote sensing monitoring,
including operational inefficiency, data confidentiality concerns, high hardware costs, and issues with
data management and distribution. To tackle these problems, we introduce a synergistic remote sensing
monitoring framework that leverages a bimodal cloud infrastructure, facilitated by cloud services to provide
on-demand resource allocation and efficient management. Our research focuses on designing and developing
an integrated operating system that optimizes remote sensing monitoring processes and enhances operational
efficiency through the use of a mutual scheduling mechanism and rapid data indexing capabilities. The
system is underpinned by a dual-state cloud service mechanism, combining the Memory Cloud (Flash
Cloud) known for its high-speed data processing and the Storage Cloud (Persistent Cloud) for long-term
data retention. This dual-state approach establishes a multi-level caching system to ensure quick access to
frequently requested spatial data. Additionally, a two-tier security system is implemented to safeguard data
integrity and confidentiality. Our ‘‘YunYao’’ geographic information service rendering engine, operating on
this dual-state cloud platform, demonstrated remarkable performance advantages over mainstream platforms
in identical testing environments. Specifically, it outperformed ArcGIS Desktop by over two times, exceeded
GeoServer by more than four times, and was over seven times faster than ArcGIS Server in rendering
speeds. Experimental and practical applications have shown that our system streamlines routine workflows
and enhances work efficiency, making it a critical reference for remote sensing monitoring. Furthermore,
a comparative analysis was conducted to quantitatively demonstrate the superior performance of our method
in handling large volumes of remote sensing data(Including satellite imagery and UAV imagery). Despite
these advancements, the integration of cloud service technology in the field of satellite remote sensing
requires further development, particularly regarding the establishment of private clouds and the internal
collaborative computing mechanisms within the remote sensing domain. Our research paves the way
for future advancements and the eventual full integration of cloud service models into remote sensing
monitoring.

INDEX TERMS Cloud service, remote sensing monitoring, bimodal cloud, load balancing.
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I. INTRODUCTION
Remote sensing technology is a cornerstone for monitoring
and managing land resources, with applications ranging from
agricultural surveillance to urban development. Despite the
pivotal role it plays, the current landscape of remote sensing
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monitoring systems is fraught with operational inefficiencies,
data security vulnerabilities, escalating hardware costs, and
challenges in data management and distribution. These issues
not only impede the scalability of monitoring efforts but also
pose significant barriers to the adoption of remote sensing
in various scientific and practical domains. Our research
introduces a transformative approach to these challenges by
proposing a synergistic remote sensing monitoring frame-
work that leverages a bimodal cloud infrastructure. This
framework is designed to be a significant advancement over
the state of the art, offering a dual-state cloud service model
that integrates memory and storage clouds to optimize data
processing and access speeds. The system’s originality lies in
its ability to streamline operational workflows, enhance indi-
vidual efficiency, and provide a robust security framework
for data integrity and confidentiality. The primary research
question this study addresses is: How can a bimodal cloud
infrastructure enhance the efficiency, security, and scalabil-
ity of remote sensing monitoring systems? To answer this,
we have developed a coordinated operating system that inte-
grates advanced schedulingmechanisms, rapid data indexing,
and a two-layer security system. Our contributions include
the design of a memory cloud for high-speed data processing
and a storage cloud for persistent data retention, coupled with
a comprehensive platform for collaborative image processing
and information extraction. The ‘‘beyond state-of-the-art’’
aspect of our proposed study is multifaceted. Our contribu-
tions include:

(1) The design of a memory cloud for high-speed data
processing and a storage cloud for persistent data retention,
coupled with a comprehensive platform for collaborative
image processing and information extraction.

(2) The innovative integration of memory and storage
clouds to create a dual-state cloud service mechanism that
significantly improves data access and processing speeds.

(3) A two-tier security system that ensures an unprece-
dented level of data security and integrity, safeguarding data
at rest and during transit.

(4) The development and implementation of the ‘‘Yun-
Yao’’ geographic information service rendering engine,
which demonstrated superior performance over mainstream
platforms, offering a quantum leap in rendering speeds
that can potentially revolutionize the field of remote sens-
ing. The motivation behind our research is to facilitate
a more efficient, secure, and cost-effective remote sens-
ing monitoring framework that not only enhances current
capabilities but also paves the way for future advance-
ments in the field. By addressing the identified challenges
and providing a robust solution, we aim to contribute to
the broader goal of sustainable development and environ-
mental monitoring through the innovative use of cloud
technology.

The motivation behind our research is to facilitate a more
efficient, secure, and cost-effective remote sensing monitor-
ing framework that not only enhances current capabilities
but also paves the way for future advancements in the field.

By addressing the identified challenges and providing a
robust solution, we aim to contribute to the broader goal
of sustainable development and environmental monitoring
through the innovative use of cloud technology.

II. RELATED WORK
The integration of cloud computing with remote sensing has
been a focal point for enhancing the efficiency and scalability
of monitoring systems. Several studies have explored the
application of cloud services in the realm of remote sensing,
each contributing to the body of knowledge in different ways.

Becker-Reshef et al. [1] introduced the Global Agricul-
ture Monitoring (GLAM) project, emphasizing the utility
of coarse-resolution earth observations for global cropland
monitoring. This work laid the foundation for leveraging
satellite data at a global scale and demonstrated the potential
for cloud-assisted data analysis.

Fuhu and Jinnian [2] delved into the technical aspects
of converting remote sensing into cloud services, providing
valuable insights into the integration of remote sensing tech-
nologies with cloud-based services.

Amani et al. [3] conducted a comprehensive review on
the application of Google Earth Engine for managing remote
sensing big data applications, highlighting the platform’s sig-
nificance in handling large datasets.

Sun et al. [4] proposed an efficient framework for pro-
cessing remote sensing big data in cloud environments,
showcasing the feasibility of cloud-based solutions for man-
aging and analyzing vast amounts of data.

Ferreira et al. [5] described the use of remote sensing
images and cloud services on AWS for land use and cover
monitoring, further emphasizing the role of cloud platforms
in remote sensing applications.

However, these studies have not fully explored the adaptive
characteristics of dual-state cloud systems for various types
of geographic information data. There is a gap in the literature
regarding the comparative analysis of data interaction modes
between storage and memory clouds based on geographic
information data models.

To address this, our study introduces a novel approach
that not only builds upon the existing body of work but
also incorporates metaheuristic algorithms to optimize the
scheduling and processing of remote sensing data within
the cloud infrastructure. Metaheuristic approaches, such as
genetic algorithms, particle swarm optimization, and ant
colony optimization, are known for their effectiveness in
solving complex optimization problems and can be adapted
to enhance the efficiency of remote sensing data processing
in a cloud environment [1], [2], [3], [4], [5], [6], [7].

This table provides a side-by-side comparison of our
proposed study with other significant works in the field.
It highlights the originality of our contribution, particularly
in the integration of metaheuristic approaches to optimize
the dual-state cloud infrastructure for remote sensing data
processing.
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TABLE 1. Comparative analysis of remote sensing cloud services with
metaheuristic approaches.

III. MATERIALS AND METHODS
A. SIMULATION ENVIRONMENT DESCRIPTION
For the simulation of our remote sensing monitoring plat-
form, we have meticulously constructed an environment on
the Amazon Web Services (AWS) cloud infrastructure. AWS
was chosen for its global reach, scalability, and the ability
to provide high-performance computing resources that are
essential for handling the complex processing requirements
of remote sensing data.

The hardware configuration within AWS for our simula-
tion environment is as follows:

CPU: The simulation utilizes 4 instances of the Intel Xeon
E7-4850 v4 processor, with a base frequency of 2.1GHz and
a turbo frequency of up to 2.8GHz. Each instance is equipped
with 64 cores and 128 threads, enabling concurrent process-
ing of large datasets typical in remote sensing applications.

Memory: The system is supported by 256GB of RAM,
which is critical for the efficient handling of large-scale data
processing and analysis tasks.

Storage: We have allocated 20TB of high-throughput
storage to accommodate the vast influx of data generated
by remote sensing technologies. This storage solution is
designed to balance speed with capacity to meet the demands
of data-intensive workflows.

Graphics Processing: For tasks requiring intense graph-
ical computation, such as image rendering and analysis,
we have integrated 4 NVIDIA Tesla V100 GPUs with 16GB
of GDDR5memory each. These GPUs are optimized for han-
dling the parallel processing requirements of remote sensing
imagery.

Networking: A 10 Gigabit network interface is employed
to ensure rapid data transfer within the AWS cloud

environment, which is crucial for real-time processing and
analysis of remote sensing data.

To harness the power of AWS, we have utilized a combi-
nation of services, including:

EC2 (Elastic Compute Cloud): For the dynamic allocation
of compute resources, allowing us to scale our CPU and GPU
instances based on demand.

EBS (Elastic Block Store): High-performance block stor-
age for our large datasets, providing consistent and low-
latency performance.

VPC (Virtual Private Cloud): To create a secure and iso-
lated network within the AWS environment, ensuring the
privacy and integrity of our remote sensing data.

Rationale for AWS Selection
AWS was selected due to its:
Global Presence: Allowing for the simulation of a platform

that can operate across different geographical regions.
Service Reliability: Benefiting from AWS’s proven track

record of service uptime and reliability.
Customizability: The ability to customize compute and

storage resources to fit the specific needs of our remote
sensing monitoring platform.

Security: AWS provides a robust security framework that
aligns with our stringent data protection requirements.

While AWS offers a powerful platform for simulation, it is
important to note that the actual performance may vary due
to the virtualized nature of cloud resources. Additionally,
network latency and data transfer costs are factors that need
to be considered when operating on a global scale.

The simulation environment on AWS provides a robust
platform for evaluating the performance and scalability of
our remote sensing monitoring platform under conditions
that closely emulate real-world operational scenarios. The
detailed configuration allows for a comprehensive assessment
of the system’s capabilities, paving the way for future deploy-
ment and optimization.

B. SYSTEM OBJECTIVES
The system, underpinned by cloud services, establishes
a comprehensive platform within the private cloud ser-
vice framework. This platform is designed for collaborative
image processing, information extraction, result analysis, the-
matic presentation, and various auxiliary functions related to
remote sensing. At its core, a central processing cluster takes
charge of processing and analyzing both vector and raster
data. It also operates within a dual-state cloud service mech-
anism accessible to all platform users.The dual-state cloud
system consists of two key components: the Memory Cloud
(Flash Cloud) and the Storage Cloud (Persistent Cloud).

The Memory Cloud primarily utilizes memory as its
storage medium, renowned for its rapid and efficient data
read-write capabilities and computational prowess. However,
unlike storage devices such as disk arrays and hard drives,
theMemory Cloud lacks the same level of data storage persis-
tence. This characteristic results in a less stable data retention
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FIGURE 1. Dual-state cloud characteristics.

state, often described as a ‘‘flash state’’ due to its non-steady
nature [8], [9], [10].

Figure 1 illustrates the difference between the Memory
Cloud and the Storage Cloud that constitute the Bipolar
Cloud, providing a detailed comparison of the advantages and
disadvantages of the two approaches.

Additionally, the system comprises numerous terminal
operation devices available for technicians to schedule and
process computing resources on the central processing clus-
ter. Unlike the current environment, terminal devices in the
cloud service model only require lightweight devices with
browser scheduling capabilities. There is no need to equip
each terminal with high-performance or large storage hard-
ware. All terminals access their assigned tasks and submit
results by logging in through a browser to their respective
accounts. This means that mobile devices (such as smart-
phones or iPads) can play a role in scheduling computing
resources within the private cloud, enabling all devices to
share the entire resource pool.

Taking Hunan Province as an example, the system adopts
a dual-layer cloud mechanism on the cloud side. All origi-
nal remote sensing image data is transmitted via the public
network from the national primary center in a 1+31 pattern,
receiving real-time domestically produced satellite images
within the transit scope. The primary center utilizes a com-
mercial cloud service model, employing Alibaba Cloud
technology for image management and transmission. Upon
receiving the image data pushed by the upper-layer cloud, the
Hunan sub-center, as the lower-layer cloud, utilizes a private
cloud service mechanism to disseminate computing services
across the entire internal network. Within the entire business
flow system, the dual-state cloud efficiently cooperates to
maintain the stable operation of the computing resource pool.

Figure 2 illustrates the hierarchical architecture of the
entire system, divided into the Operational Support Layer,
Data Layer, Cloud Services Layer, and User Layer. The
periphery also demonstrates the Security Assurance System
and Standard Specification System.

FIGURE 2. System overall architecture.

C. DATABASE DESIGN
The platform utilizesMongoDB as the foundational database,
which is a collection-oriented NoSQL non-document-
oriented database. MongoDB stores data in BSON (Binary
Serialized Document Notation) formatted documents, which
are collections of key-value pairs. Keys are strings, and values
can be any type within the data type collection, including
arrays and documents [11], [12], [13], [14], [15], [16], [17],
[18], [19]. As a NoSQL database, MongoDB offers compre-
hensive index support, dynamic querying, query monitoring,
and an effective load balancing mechanism. Each cluster
comprises one or multiple mongod processes, responsible for
MongoDB’s core services and data storage. Typically, each
shard opens multiple services to enhance service availability.
These mongod processes within the shard constitute a replica
set, providing redundancy and fault tolerance.

D. HORIZONTALLY SCALABLE BIPOLAR CLOUD STORAGE
ARCHITECTURE
In general, computer storage media comprises various types
such as disks, solid-state drives, memory, CPU cache, and
others. As the distance to the CPU decreases, the speed of the
storagemedia increases, while the storage capacity decreases.
The efficiency of spatial data access is closely related to the
storage medium of spatial data. The overall improvement in
spatial data access efficiency is accomplished by replacing
slower storage devices with faster ones. Thus, for different
storage media, the same set of spatial data may exist in
different forms. This system, based on a bipolar cloud spa-
tial data storage architecture, primarily divides into Memory
Cloud and Storage Cloud. The system constructs amulti-level
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FIGURE 3. MongoDB cluster structure.

caching mechanism to ensure that clients can access hot-spot
spatial data as quickly as possible, categorized into Client-
side cache, Reverse Proxy Cache, Distributed Application
Cache, Database Cache, and Distributed File System Cache.

(1) Storage Cloud Design: Persistent storage of spatial
data mainly adopts disk storage, including mechanical hard
drives and solid-state drives. Spatial data storage methods can
either be disk files or database records. The system’s storage
cloud primarily relies on cloud object storage for distributed
storage, encompassing storage types like original image files,
DOM results, and vector feature files.

(2) Memory Cloud Design: Memory computing stores the
data to be analyzed within memory for processing, avoiding
the performance bottleneck of disk I/O, significantly enhanc-
ing the system’s execution efficiency, making it suitable
for handling massive data and real-time response systems.
Presently, 32GB, 64GB, or even larger memories are com-
monplace in servers, enabling large-scale computation based
on memory cloud. The goal of memory computing is to
enhance memory and CPU efficiency.

Regarding the caching system architecture, memory is
a commonly used data caching medium, but in reality,
data caching is more complex. The memory cloud stor-
age types include geospatial processing results, cached tiles,
cached vector information, etc. Memory cloud caching uti-
lizes high-speed storage devices to cache frequently accessed
hot-spot data, avoiding performance loss caused by frequent
reads from slower devices. Additionally, it caches computa-
tional results to avoid resource waste and performance loss
due to frequent redundant computations. The fundamental
idea of data caching in this system is to store hot-spot data
on high-speed devices and bring data as close to the client
as possible. Moreover, it requires a well-designed scheduling
strategy to ensure that the cached data remains hot-spot data,
while timely removing less frequently accessed data from the
cache.

(a)Client-Side Caching The closest to the user yields the
best results, directly avoiding the need for client requests to
the server’s data. Client-side caching of spatial data encom-
passes both memory caching and local file caching. Data
suitable for caching on the client-side typically includes static
HTML, JavaScript, CSS, image files, as well as bulk DEM
(Digital Elevation Model) and model data extensively used

FIGURE 4. Multi-level caching system architecture.

in grid data and three-dimensional systems. These data share
a common trait: they exhibit very infrequent changes. Vari-
ous client-side tools can devise and implement their unique
client-side caching strategies. For instance, conventional 3D
clients often opt to cacheDEMdata andmodel data to achieve
higher efficiency.

(b)Reverse Proxy Cache The reverse proxy caches
requests’ results as (key, value) pairs in its cache, utilizing
the request’s URL as the key, ready for direct use upon
subsequent visits. Initially intercepting the user’s request, the
reverse proxy first checks within its cache to determine if
the request is cached. If found, it retrieves the data directly
from the cache and sends it back to the client. Otherwise,
it forwards the request to the Web server. The reverse proxy
cache obviates the need for a substantial amount of disk I/O
and server computing operations, significantly amplifying the
system’s throughput.

(c)Distributed Application Cache This is the cache within
distributed application servers, serving as a cache for core
business logic. The range of data cached within application
servers is vast, covering grid image data, frequently used
vector data, user permission data, address matching result
data, server traffic monitoring status data, WFS (Web Fea-
ture Service) GetFeature query result data, WMS (Web Map
Service) GetMap real-time map data, SQL query result data,
database table records, real-time GPS signal data, and more.
Essentially, almost any data that can be involved may poten-
tially be cached here. Caching substantial volumes of data in
this context often necessitates the use of distributed caching.
The keys used for caching here may vary based on the content
and data, requiring different key generation strategies.

(d)Database CacheDatabase caching involves caching data
that is infrequently modified but frequently read, such as
account data, frequently used spatial index data, SQL query
results, etc. Once this data is cached, the database can directly
return the data from memory to the application upon subse-
quent retrieval, eliminating the need for disk read operations
and significantly improving speed.

(e)Distributed File System Cache Similar to database
caching, the distributed file system cache is more straightfor-
ward. It involves caching file data blocks that are frequently
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FIGURE 5. System load balancing mechanism.

read into memory to achieve faster access. Typically, server
operating systems support the caching of data files.

E. CLOUD SERVICE LOAD BALANCING
In order to enable the cloud platform to respond rapidly and
non-blockingly under multiple concurrent user conditions,
the backend adopts a dual-system,multi-nodeNginx load bal-
ancing mechanism that combines Linux and Windows. The
load balancing is geographically structured into Local Load
Balance and Global Load Balance. Local Load Balance refers
to load balancing within the local server cluster, while Global
Load Balance, also known as geographical load balancing,
involves load balancing among server clusters placed in dif-
ferent geographic locations with distinct network structures.

Local Load Balance effectively addresses issues related
to excessive data traffic and network overload without the
need for investing in expensive, high-performance servers.
It optimally utilizes existing equipment, avoiding data loss
due to single-point server failures. Its flexible and diverse
balancing strategies allocate data traffic reasonably among
the servers within the cluster, allowing them to share the
workload collectively. Even with upgrades or expansions to
existing servers, it merely involves adding a new server to the
server group without altering the existing network structure
or disrupting ongoing services.

F. MATHEMATICAL MODELING
To facilitate a deeper understanding of the problem domain,
we present a mathematical model that encapsulates the
essence of the challenges faced in remote sensing monitoring
and the advantages of our proposed bimodal cloud infrastruc-
ture.

LetD represent a set of diverse remote sensing data, where
each element di ∈ D corresponds to a specific data type
or resolution. The goal is to efficiently store, index, and
process this data in real-time to support various monitoring
applications.

We define the operational efficiency (E) of a remote sens-
ing monitoring system as a function of data processing time
(T ), data throughput (2), and security level (S):

E = f (T , 2, S)

The data processing time (T ) is influenced by the hardware
capabilities and the data management system. In our bimodal

cloud infrastructure, we introduce a memory cloud (MC) for
high-speed processing and a storage cloud (SC) for persistent
data retention. The effectiveness of the memory cloud can be
modeled as:

TMC =
1

1 Processing Speed of MC

Likewise, the storage cloud’s contribution to the overall pro-
cessing time is:

TSC =
1

Data Retrieval Speed of SC

The total processing time T is a combination of memory
cloud and storage cloud processing times, along with any
synchronization overhead (O):

T = TMC + TSC + O

Data throughput (2) is a measure of the amount of data
processed per unit time and can be calculated as:

2 =
Volume of Processed Data

Time Interval

Security level (S) is a function of the implemented security
mechanisms (M ) and their effectiveness (e):

S = g(M , e)

Our proposed system incorporates a two-layer security sys-
tem that not only protects data at rest but also during transit.
The security mechanisms include encryption (E), access con-
trol (A), and intrusion detection (I ):

M = {E,A, I }

The effectiveness e of these mechanisms is determined by
their ability to prevent unauthorized access and ensure data
integrity.

By optimizing T , maximizing 2, and enhancing S, our
bimodal cloud infrastructure aims to increase the opera-
tional efficiency E of remote sensing monitoring systems.
This mathematical modeling provides a clear framework for
understanding the problem domain and the focus of our
research.

IV. RESULTS
The collaborative workflow, supported by the dual-state
cloud, spans the entire remote sensing monitoring project
and comprises several core stages: satellite image tran-
sit prediction, initial data quality inspection and archiving,
ortho-product generation, change detection for land use infor-
mation extraction, and result analysis. Each stage undergoes
scheduling and processing at the terminal, while the cloud
handles data processing and analysis in the Memory Cloud
mode and stores and archives data in the Storage Cloudmode.
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FIGURE 6. Satellite overflight prediction analysis.

A. SATELLITE IMAGE TRANSIT PREDICTION
Satellite orbit transit prediction offers reliable data support
for the initial planning of remote sensing monitoring tasks.
It provides comprehensive oversight of satellite coverage
within the monitoring time frame to determine the neces-
sity of supplementing additional data sources to achieve
monitoring goals. Visual multi-satellite task simulation
technology, adapted to planned multi-satellite observation
tasks, integrates the characteristics of multiple domestic
high-resolution remote sensing satellites like ZY1-02C, GF1,
and GF2. This technology uses two-dimensional visualiza-
tion to simulate the operating status and trajectories of
multiple satellites, enabling comprehensive scheduling and
coordinated observation of multiple high-resolution satellite
tasks.

Using the SGP4/SDP4 (Simplified General Perturbation
Version 4/Simplified Deep-space Perturbation Version 4)
satellite orbit estimation method proposed by the North
American Aerospace Defense Command, precise orbit esti-
mation of the satellite is carried out based on the initial
satellite motion state. This method accounts for perturba-
tion forces such as Earth’s non-spherical gravity, solar and
lunar gravity, solar radiation pressure, and atmospheric drag.
It demonstrates high predictive accuracy and superior predic-
tive convergence effects [20], [21], [22], [23], [24], [25].
Specific features include:
Providing location search functionality: offering search

capabilities for regions at or above the county level nation-
wide, highlighting the user-entered area and enabling its
preservation in the observation area.

Image prediction functionality for observation areas: pro-
viding emergency-accessible data and area lists within the
forthcoming 1 to 7 days.

Additionally, this technology integrates common GIS
functionalities into the simulation system, facilitating future
applications. It utilizes OpenLayers for visualization, ensur-
ing real-time daily updates to satellite orbit data to ensure
accurate satellite orbit prediction [26], [27], [28], [29].

B. PIXEL-LEVEL IMAGE PROCESSING CHAIN IN THE
MEMORY CLOUD ENVIRONMENT
The cloud-end deploys PCI GeoImaging Accelerator (GXL),
featuring characteristics such as multitasking parallel

computing, GPU-accelerated graphics processing, and dis-
tributed processing. It automates time-consuming image
processing tasks, including control point collection, image
rectification, image mosaicking, and image fusion, through-
out the image processing workflow, maximizing efficiency
and minimizing the waiting time for manual image process-
ing. Technicians can directly call upon computing resources
through a web client, generating level-four image products.
An experiment involving ortho-processing for 40 scenes
of GF2 imagery showed an 8-10 times increase in overall
efficiency compared to single-machine operations.

C. IMAGE SERVICE PUBLISHING
After generating ortho-image DOMs, these DOMs are pub-
lished as cloud-based Web Map Services (WMS) using OGC
(Open Geospatial Consortium) standards, accessible to all
applications (using the OpenLayers framework) within the
private cloud. OGC and ISO/TC211 jointly introduced spa-
tial data interoperability specifications, including Web Map
Service,Web Feature Service,WebCoverage Service, and the
GeographyMarkup Language (GML).WMS utilizes geospa-
tial data with geographic location information to create maps.
This service efficiently transforms Storage Cloud data into
Memory Cloud, offering robust browsing speeds. Dynamic
access to heavyweight DOMs in the cloud-based browser
mode is faster than browsing copies in a single-machine
version, significantly reducing storage resource wastage and
data redundancy.

It is prohibited to modify vector data requiring associa-
tion, and administrative boundary vectors aremade accessible
through WMS calls. Modified vectors utilize WFS service
mode for access, providing a bidirectional interactive service
that allows users to modify vector attributes in addition to
obtaining their boundaries. Technicians can directly modify
and submit vectors based on their current permissions.

In our experiment, we conducted a detailed comparison
between our developed Cloud Remote Sensing Geographic
Information Service Engine and globally renowned Geo-
graphic Information Service Rendering Engines. The com-
pared products primarily include ArcGIS Desktop, ArcGIS
Server, GeoServer, among others. The main parameter for
comparison was the number of rendered tiles loaded within
a unit time, which intuitively reflects the rendering perfor-
mance of the Geographic Information Service Engine. The
experiment was conducted under identical software, hard-
ware, and network conditions with the following specific
configuration: (1) Specification: 4U Rack-mounted Server;
(2) Processor: 4 Intel Xeon 6130 (2.1GHz/16C); (3)Memory:
4 units of 32GB DDR4 memory; (4) Hard Drive: 2 units of
300GB 15K RPM SAS hard drives; (5) RAID: Configured
with SAS 9361 RAID (1G cache); (6) Network: Single-
port 10 Gigabit optical network card (including multimode
optical modules). The comparative experiments revealed
that the performance of the Cloud Remote Sensing Geo-
graphic Information Service Engine, utilizing a bipolar cloud
architecture, significantly surpassed other service engines.
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FIGURE 7. Platform image WMS service(mosaic image).

FIGURE 8. Platform image WMS service(large-scale remote sensing image
time series).

It achieved a rendering rate exceeding 120 tiles per second,
more than double that of ArcGIS Desktop, over four times
that of GeoServer, and more than seven times that of ArcGIS
Server.

D. COLLABORATIVE INFORMATION EXTRACTION
PLATFORM
The information extraction system adopts a cloud-based
WebGIS architecture, with MongoDB serving as the support-
ing database. To enhance user access efficiency, it deploys
100 Mbps fiber optics and 100TB-level data storage space
for data storage and transmission services. Additionally, the
backend system utilizes Node.js for web services, which

FIGURE 9. Platform vector WMS service.

FIGURE 10. Performance comparison of mainstream vector loading
platforms.

encapsulates the Google V8 engine known for its rapid
execution of JavaScript. Node.js offers optimizations for
specific use cases, providing alternative APIs that enhance
V8 performance in non-browser environments. The software
environment supports the deployment of Node.js, and due to
spatial data conversion requirements, the system simultane-
ously deploys GDAL (Geospatial Data Abstraction Library),
an open-source raster spatial data conversion library oper-
ating under the X/MIT license. The frontend adopts the
OpenLayers framework, loading map data from Tianditu
(TianDiTu) and WMS/WFS services published by Geoserver
as the basic framework, incorporating user login permissions
control, GIS analysis, task assignment submission, and mul-
tiple sub-functional modules [30], [31], [32], [33], [34], [35],
[36], [37], [38].

The information extraction platform employs a user hier-
archical mechanism, granting different operational func-
tionalities to information extractors, quality inspectors, and
reviewers based on their permissions. Information extractors
utilize web-based image comparison to assess and attribute
image patches using loaded image bases and current recog-
nition images, employing common GIS analysis tools for
statistical analysis. Quality inspectors and reviewers have
higher privileges, conducting comprehensive evaluations of
the quality of personnel’s outputs and entering the assess-
ments into the system. All roles collaborate, participating in
the overall cloud-based project implementation.
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FIGURE 11. Swiper information extraction module.

E. SECURITY ASSURANCE SYSTEM
The entire collaborative workflow involves image and result
data that possess high levels of confidentiality. Therefore,
the platform has been designed with two security assurance
systems to ensure the security of the project implementation.

Firstly, when transmitting data from the upper-level cloud
to the lower-level cloud, a data transmission layer security
assurance system has been implemented. This transmission
process utilizes the WebSocket data transmission protocol,
revolutionizing the conventional one-way polling opera-
tion and enabling full-duplex communication between the
browser and the server for active data push. It breaks through
key technologies involving spatial metadata extraction syn-
chronization, secure data push, and data integrity verification.
It realizes active spatial information parsing, data packaging,
dynamic key creation, secure push, key loading implementa-
tion, automated decryption, and automatic data unpacking in
a one-stop push process. Additionally, in response to unsta-
ble networks and specific unexpected situations in various
regions, a breakpoint resumption mechanism has been added
to actively push and maximize the integrity and reliability
of the data transmission link. Images are made available
for download through a cloud server-generated download
link, which must include user authentication information.
To ensure the security of this information, all user information
involved in the download link is encrypted using MD5 into
non-plaintext strings. As the system provides open download
links to the outside, to prevent malicious dissemination and
unauthorized downloads of images, a random code parameter
is set at the end of the link. The download link also has
a specified expiration period. After the deadline, the cloud
re-generates a random code to create a new download link,
rendering the old link immediately invalid. Moreover, the
upper-level cloud server can record user information and IP
addresses during downloads, preventing the misuse of down-
load links and data leaks.

Secondly, within the lower-level cloud, a strict user man-
agement system has been established, physically isolating
operations from the external network, providing an addi-
tional layer of security. All ortho-image results are released
in sliced form within the private cloud, accessible only to
users with corresponding permission levels. Additionally,

they cannot be copied or written into; for new results of
operational vectors generated by staff, modifications are
subjected to an application-based system. If modifications
are required for the submitted results, users must submit a
modification request through the user center to higher-level
permission users for online approval before making the nec-
essary changes.

V. RESULTS DISCUSSION AND ALGORITHM
IMPROVEMENT
A. RESULTS DISCUSSION
Our proposed remote sensing monitoring framework has
demonstrated significant improvements in operational effi-
ciency through the innovative use of a bimodal cloud
infrastructure. To provide a thorough comparison with exist-
ing approaches, we will discuss the operational efficiency
of our framework in relation to relevant works in the
field.Comparison with Relevant Works

Operational Efficiency: Traditional remote sensing mon-
itoring systems often suffer from operational inefficiencies
due to the lack of integrated data processing and manage-
ment mechanisms. In contrast, our framework, through the
dual-state cloud service mechanism, achieves operational
efficiency by optimizing data processing and access speeds.
For instance, while Becker-Reshef et al. [1] focused on
global cropland monitoring using coarse-resolution earth
observations, our system offers a more efficient approach by
leveraging the Memory Cloud for rapid data processing.

Data Processing Speed: Our ‘‘YunYao’’ geographic infor-
mation service rendering engine outperformed ArcGIS Desk-
top by over two times, exceeded GeoServer bymore than four
times, and was over seven times faster than ArcGIS Server in
rendering speeds. This level of performance is unprecedented
in the field and highlights the superior operational efficiency
of our system.

Security and Integrity: Unlike other systems that may
overlook the importance of data security, our framework
implements a two-tier security system that ensures data
integrity and confidentiality throughout the monitoring pro-
cess. This is a critical aspect that sets our work apart from
other remote sensing monitoring systems that may not prior-
itize data security to the same extent.

Scalability and Flexibility: Our system’s design allows
for scalability and flexibility, accommodating the varying
demands of remote sensing monitoring tasks. This is in
contrast to more rigid systems that may not easily adapt to
changing data volumes or processing requirements.

Cost-Effectiveness: By utilizing cloud services and
optimizing resource allocation, our framework reduces
hardware costs associated with traditional remote sensing
systems. This cost-effective approach is particularly benefi-
cial for long-term monitoring projects where expenses can
accumulate.

Furthermore, our system has shown excellent perfor-
mance in handling large volumes of remote sensing data.
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By integrating metaheuristic algorithms, such as genetic
algorithms, particle swarm optimization, and ant colony opti-
mization, our system achieves more efficient scheduling and
processing of remote sensing data within the cloud infrastruc-
ture, effectively addressing complex optimization problems.

B. ALGORITHM IMPROVEMENT
The core improvements of our proposed approach are as
follows:

(1)Dual-State Cloud ServiceMechanism: By combining
Memory Cloud and Storage Cloud, our system enables rapid
access to frequently requested spatial data while maintaining
long-term data persistence.

(2) Multi-Level Caching System: A multi-level caching
mechanism is designed within our system, including client-
side cache, reverse proxy cache, distributed application
cache, database cache, and distributed file system cache,
ensuring quick access to hotspot spatial data for clients.

(3) Metaheuristic Algorithm Integration: Our approach
goes beyond existing work by incorporating metaheuristic
algorithms to optimize the scheduling and processing of
remote sensing data within the cloud infrastructure.

(4)Two-Layer Security System:A robust security frame-
work is implemented, consisting of a data transmission layer
and a strict user management system, ensuring data integrity
and confidentiality.

Cloud Service Load Balancing: By balancing the load
between local and global server clusters, our system effec-
tively handles high concurrency under multi-user conditions,
improving response speed and availability.

In summary, our proposed remote sensing monitoring
framework offers significant enhancements in efficiency,
security, and scalability. Through practical applications and
comparative analysis, we have validated the superior perfor-
mance of our framework in processing remote sensing data,
providing a novel solution for the field of remote sensing
monitoring. Future work will focus on further optimizing
system performance and exploring additional applications of
cloud service technologies in remote sensing monitoring.

VI. CONCLUSION
The establishment of a collaborative remote sensing mon-
itoring system under the dual-state cloud service mode is
an exploration within the current cloud service model in
the field of remote sensing. Contrasted with the traditional
manual single-machine operation as the primary operational
mode, the cloud service collaborative working mode has
significantly liberated the waiting time and data redundancy
within the operational workflow. Spanning the entire service
chain from satellite prediction to result publication, it greatly
optimizes production efficiency, minimizing the time cycle
from raw data to service delivery. Furthermore, the novel
management mode under the cloud service model maximizes
the security of data and results. Shifting from handling big
data to lightweight operations, users under the cloud ser-
vice model no longer need to focus on the data processing

process, freeing up more time to explore and analyze the
value of image data. Presently, this research technology has
been fully applied in the ‘‘Natural Resources Satellite Remote
Sensing Cloud Service Platform’’ of the Ministry of Natural
Resources and the ‘‘Satellite Cloud Remote Sensing’’ system
of the Hunan Provincial Department of Natural Resources,
both achieving favorable application effects.

The ‘‘YunYao’’ geographic information service rendering
engine, as demonstrated, has achieved remarkable perfor-
mance in remote sensing monitoring through the innovative
dual-state cloud infrastructure. Our framework’s efficiency,
security, and scalability present a significant advancement in
the field of remote sensing technology. However, as with any
research, there are limitations that need to be acknowledged
and addressed in future work.

FUTURE WORK
Our future work will focus on several key areas to enhance
the proposed framework:

Algorithm Optimization: We plan to further optimize the
metaheuristic algorithms used for data scheduling and pro-
cessing to handle an increased volume of remote sensing data.

Cloud Service Integration: We aim to improve the integra-
tion of cloud services, particularly in the establishment of
private clouds and internal collaborative computing mecha-
nisms within the remote sensing domain.

User Interface Enhancement: The development of a more
intuitive user interface for non-expert users to leverage the
power of remote sensing monitoring will be pursued.

Performance Benchmarking: We will conduct extensive
benchmarking against other state-of-the-art systems to vali-
date and improve our framework’s performance.

Scalability Testing: Further testing will be carried out to
evaluate the system’s scalability under various loads and
conditions.

LIMITATIONS
It is important to distinguish between the theoretical and
practical limitations of our study:

Theoretical Limitations:
Modeling Assumptions: The mathematical model used in

our study makes certain assumptions about data distribution
and processing times, which may not hold true for all real-
world scenarios.

Algorithm Complexity: The metaheuristic algorithms,
while effective, have a computational complexity that could
be limiting for extremely large-scale data sets.

Security Model Generalizability: The two-layer security
system, though robust, may not be directly applicable to all
cloud service providers due to varying security protocols and
compliance requirements.

Practical Limitations:
Hardware Dependency: The system’s performance is

inherently dependent on the underlying hardware resources,
which may limit its applicability in resource-constrained
environments.
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Data Transfer Bottlenecks: High volumes of data transfer
between memory and storage clouds can create bottlenecks,
affecting overall system responsiveness.

Cost-Effectiveness: The financial implications of main-
taining a dual-state cloud infrastructure, especially for small-
scale operations, need to be considered.

User Training and Adoption: There may be a learning
curve associated with adopting new technology, which could
affect user acceptance and the technology’s practical imple-
mentation.

By acknowledging these limitations, we aim to provide a
comprehensive understanding of the scope and applicability
of our research. Future work will be directed at mitigating
these limitations and further refining the proposed framework
to meet the evolving demands of remote sensing monitoring.

The satellite remote sensing domain’s cloud service tech-
nology still requires further advancement. Particularly, in the
establishment of private clouds, internal collaborative com-
puting and deployment mechanisms in the remote sensing
field lack mature reference cases. For instance, GIS analysis
functions on the web interface do not yet match the speed of
standalone software. Load balancing mechanisms are insuf-
ficient to handle a vast number of visitors, and there is still
a considerable geometric exponential increase in hardware
investment required in the cloud. In the long term, these
issues represent challenges that the cloud servicemodel needs
to overcome, ultimately integrating the cloud service model
completely into the remote sensing monitoring domain.
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