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ABSTRACT DevOps is a collection of principles, practices, and cultural philosophies aimed at enhancing
communication and collaboration among information and technology operations groups and software
development. The key objective of DevOps is to simplify the software development growth, from early
development through operations, testing, and deployment, to distribute high-quality software products reli-
ably, quickly, and feasibly. In this manuscript, we derive the frank operational laws based on IL information
for FTN and FTCN. Additionally, we analyze the ILFWA operator, ILFOWA operator, ILFWG operator,
and ILFOWG operator. Some fundamental laws for the above operators are also derived. Moreover, using
the techniques, we evaluate the TOPSIS technique, which will help in the investigation of the best optimal.
Further, we illustrate some practical examples based on initiated techniques for showing the supremacy and
validity of the derived theory with the help ofMADMmethods by evaluating the problem of DevOps. Finally,
to show the supremacy and validity of the presented techniques, we aim to compare the proposed ranking
values with some existing techniques.

INDEX TERMS Decision-making problems, Frank averaging/geometric aggregation operators, intuitionis-
tic linguistic sets.

I. INTRODUCTION
Development and operations [1] is a family of rules and
performances aimed to enhance the collaboration and com-
munications between information technology operations and
software development. The key and major aim of the above
procedure is to streamline the software delivery to achieve
faster and massive flexible releases [2]. Further, these tech-
niques are very flexible because of their structure, but the
technique of decision-making problem is also very dominant
and a lot of people have utilized it in many fields based

The associate editor coordinating the review of this manuscript and
approving it for publication was Yilun Shang.

on classical set theory, where the range of crisp set is {0,
1}, it is clear that we have just two option such as zero
and one which is not enough for dealing with uncertain and
unreliable information in genuine life problems because in
the presence of crisp set we have no partial degree. Dealing
with uncertainty in various genuine life situations is very
complex, because of ambiguity and uncertainty, for instance,
if simplifying objects based on their color, an object could be
partially in the set of ‘‘red’’ if it is reddish but not entirely red.
For this, the fuzzy set (FS) theory is very flexible and reliable
because of its range, was initiated by Zadeh [3] in 1965. The
truth grade NIL

( )
is a major part of the FS theory, but in

various ways, we failed to cope with vague and conditional
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information, because falsity, negative, or supporting against
part is the valuable part of the many problems. For this,
the intuitionistic FS (IFS) is the very dominant and flexible
technique to cope with uncertain and unreliable information,
because truth and falsity grades with a condition that the
sum of the duplet will be restricted to the unit interval, was
presented by Atanassov [4], [5] in 1983 and 1986. Zadeh [6],
[7] initiated the novel concept of linguistic set (LS), where
the idea of LS is involved in every field of life, for instance,
if we talk about the temperature, then we all use the following
linguistic terms, called could, very cold, normal, hot, and very
hot.

A. LITERATURE REVIEW
The domain of FS is any finite universal set, but the range of
FS is the unit interval. FS theory has a lot of applications, for
example, decision support technique for fuzzy aggregation
operators [8], fuzzy n-soft sets [9], fuzzy modified hybrid
aggregation operators [10], hesitant fuzzy n-soft sets [11],
analysis of hesitant fuzzy aggregation operators [12], multi-
fuzzy n-soft sets [13], induced fuzzy modified aggregation
operators [14], fuzzy superior mandelbrot sets [15], and (a,
b)-fuzzy soft sets [16]. Further, IFS is massive attractive than
FS, because of their structure, and due to this reason various
scholars have utilized it in many fields, for instance, power
information operators under the consideration of IFSs [17],
novel similarity measures under the presence of IFSs [18],
the hypervolume-based technique for evaluating the ranking
values based on IFSs [19], analysis of TODIM technique
based on Jenson-Shannon measures for IFSs [20], decision-
making analysis for evaluating the ordered pairs based on
IFSs [21], analysis of a novel theory, called circular IFSs [22],
analysis of TOPSIS and Hamacher information operators for
IFSs [23], intuitionistic multi fuzzy n-soft information [24],
and analysis of COVID-19 based on MAIRCA technique
for IFSs [25]. After the investigation of LS, many scholars
have combined the LS with many different techniques, for
example, fuzzy linguistic sets [26], linguistic IFSs [27], and
intuitionistic linguistic sets [28].

The technique of TOPSIS [29] is also very important,
which is computed based on positive and negative ideal solu-
tions. Moreover, the fuzzy TOPSIS technique was developed
by Kim et al. [30]. Furthermore, some applications have
been developed by different scholars based on the TOP-
SIS technique, for instance, fuzzy TOPSIS technique and
their applications [31], intuitionistic fuzzy TOPSIS tech-
niques [32], and TOPSIS technique based on IFSs [33].
To compute any kind of operator is very awkward, where
the triangular norms play a very beneficial role in the con-
struction of any kind of operator, as proposed by Klement
et al. [34] in 1997. Further, the modified version of the
triangular norms was initiated by Frank [35], called Frank
norms in 1979. Additionally, the Frank aggregation operators
for intuitionistic fuzzy measures were derived by Iancu [36].
Zhang et al. [37] derived the Frank power operators for IFSs.

In 2012, Xia et al. [38] evaluated the aggregation operators
based on Archimedean norms for IFSs. Ecer and Haseli [39]
proposed fuzzy ZE numbers. Moreover, a survey on the fuzzy
TOPSIS technique was discussed by Salih et al. [40] in 2019.
The above existing technique has a lot of advantages, but
to aggregate the collection of information into a singleton
set is very complex because up to date no one can derive
any kind of operators based on intuitionistic linguistic sets,
where the technique of FSs, IFSs, and LTSs are the part of
the intuitionistic linguistic sets.

B. RESEARCH GAP/RESEARCH PROBLEMS
After all, according to all experts, the following problems are
the major parts of the decision-making procedure, such as
1) The construction of new operational laws based on

Frank norms is very awkward.
2) The derivation of aggregation operators based on

Frank’s operational laws is also complex.
3) The evaluation of the best optimal is also very complex

among the collection of a finite number of alternatives.
The above three points play an important role in the envi-
ronment of fuzzy set theory. Finding the solution to these
problems are very awkward and challenging task for authors.
Further, the technique of intuitionistic linguistic sets is very
reliable because of their features, where the truth function,
falsity function, and linguistic term are part of the intuitionis-
tic linguistic sets. After the construction of the intuitionistic
linguistic set, no one can derive the technique of Frank
aggregation operators and the TOPSIS method based on intu-
itionistic linguistic values. Further, we have discussed the
advantages and limitations of the TOPSIS technique, such as:
1. Advantages:

i) Simple Concept: The TOPSIS technique is a very
simple method compared to other decision-making
techniques which means that it is more accessible to
a huge number of users.

ii) Consideration ofMultiple Criteria:During an eval-
uation of the best alternative, the TOPSIS technique
allows exports to select multiple criteria continu-
ously.

iii) Flexible: The TOPSIS technique is more feasible and
more accessible to cope with both qualitative and
quantitative information.

iv) Applicability: The technique of the TOPSIS method
can easily utilized in many fields, for instance,
supplier selection, project selection, and service eval-
uations.

2. Limitation
i) Subjectivity in Weight Assignment: The evaluation

of the weight vectors in the TOPSIS technique for
each criterion depends on the expert’s preferences or
biases.

ii) Sensitivity to Normalization: The normalization of
the criteria in the TOPSIS technique can affect the
outcomes of the analysis.
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iii) Assumption of Independence: The TOPSIS tech-
nique assumes that criteria are independent of each
other, which does not hold in some genuine life prob-
lems or scenarios.

C. MOTIVATION AND MAJOR CONTRIBUTIONS
From the above observations, we noticed that the Frank oper-
ators and TOPSIS techniques are very dominant and flexible,
but both are very difficult to define based on an intuitionistic
linguistic set, where no one can propose it yet for such kind
of ideas. Frank aggregation operators and TOPSIS techniques
are valuable, and many techniques and operators are special
cases of the above operators and TOPSIS techniques. Inspired
by the above theory, our major contribution is listed below:

1. To evaluate the Frank operational laws based on IL vari-
ables and also derive their fundamental properties. These
operational laws can help us in the construction of the
aggregation operators.

2. To analyze the ILFWA operator, ILFOWA operator,
ILFWG operator, ILFOWG operator, and discuss their
basic properties.

3. To evaluate the TOPSIS technique based on the ini-
tiated operators to enhance the worth of the explored
information.

4. To introduce the MADMmethods based on initiated oper-
ators for evaluating themajor tools and technology that are
commonly utilized in DevOps workflows.

5. To select some existing techniques and try to compare their
ranking results with our obtained ranking results to show
the supremacy and validity of the presented techniques.

This manuscript is arranged in the following shape: In
Section II, we discussed the Frank t-norm and Frank t-conorm
based on a crisp set. Further, we reviewed the ILS and their
operational laws based on fixed set XUI . In Section III,
we evaluated the Frank operational laws based on IL variables
and also derived their fundamental properties. In Section IV,
we analyzed the ILFWAoperator, ILFOWAoperator, ILFWG
operator, and ILFOWG operator, and discussed their basic
properties. In Section V, we evaluated the TOPSIS technique
based on the initiated operators to enhance the worth of
the explored information. In Section VI, we introduced the
MADM methods based on initiated operators for evaluating
the major tools and technology that are commonly utilized in
DevOpsworkflows. In SectionVII, we selected some existing
techniques and tried to compare their ranking results with our
obtained ranking results to show the supremacy and validity
of the presented techniques. Some concluding remarks are
stated in Section VIII.

II. PRELIMINARIES
In this section, we discussed the Frank t-norm (FTN) and
Frank t-conorm (FTCN) based on a crisp set. Further,
we reviewed the ILS and its operational laws. The meanings
of the symbols in this manuscript are listed in Table 1.

TABLE 1. Symbols and their meanings.

Definition 1 ([35]): Consider any two numbers N1
, N2

∈ [0, 1] based on π ≥ 1. Then

FTN
(

N1
, N2

)

= logπ

1 +

(
π N1 − 1

)(
π N2 − 1

)
π − 1

 (1)

FTCN
(

N1
, N2

)

= 1 − logπ

1 +

(
π
1− N1 − 1

)(
π
1− N2 − 1

)
π − 1

 (2)

Describe the FTN and FTCN.
Definition 2 ([28]): The structure of ILS NIL for a univer-

sal set XUI is described in the shape:

NIL =

{(
IJ

( ), NIL

( )
, NIL

( ))
: ∈ XUI

}
(3)

The linguistic information is derived in the shape: IJ
( ) ∈

S =

{
IJz

( ) : z = 1, 2, . . . ., 2P
}
, where NIL

( )
and

NIL

( )
describes the supporting and supporting against

grades with a strong condition: 0 ≤ NIL

( )
+

NIL

( )
≤ 1. Furthermore, the information RNIL

( )
=

1 −

(
NIL

( )
+ NIL

( ))
uses as neutral information and

the simple shape of ILNs is derived from the shape: Nz =(
IJz , Nz

, Nz

)
, z = 1, 2, . . . ,m.

Definition 3 ([28]): Let Nz =

(
IJz , Nz

, Nz

)
, z = 1, 2,

be any two ILNs. Then

N1 ⊕ N2 =

( I
P
(
J1
P +

J2
P −

J1
P
J2
P

),
N1

+ N2
− N1 N2

, N1 N2

)
(4)
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N1 ⊗ N2 =

 I
P
(
J1
P
J2
P

), N1 N2
,

N1
+ N2

− N1 N2

 (5)

E1N1 =


I
P

(
1−
(
1−J1

P

)E1),

1 −

(
1 − N1

)E1
,
(

N1

)E1
 (6)

(
N1

)E1
=


I
P

((
J1
P

)E1),
(

N1

)E1
,

1 −

(
1 − N1

)E1
 (7)

Definition 4 ([28]): Let Nz =

(
IJz , Nz

, Nz

)
, z = 1,

be any ILN. Then

S
(
Nz

)
=
Jz
P

∗

(
Nz

− Nz

)
∈ [−1, 1] (8)

H
(
Nz

)
=
Jz
P

∗

(
Nz

− Nz

)
∈ [0, 1] (9)

Describe the score function and accuracy function.
Definition 5 ([28]): Let Nz =

(
IJz , Nz

, Nz

)
, z = 1,

be any ILN. Then

1) When S
(
N1

)
> S

(
N2

)
⇒ N1 > N2;

2) When S
(
N1

)
< S

(
N2

)
⇒ N1 < N2;

3) When S
(
N1

)
= S

(
N2

)
, then

i) When H
(
N1

)
> H

(
N2

)
⇒ N1 > N2;

ii) When H
(
N1

)
< H

(
N2

)
⇒ N1 < N2.

III. FRANK OPERATIONAL LAWS FOR ILNS
This section introduces Frank’s operational laws for ILNs
and simplifies their valuable results. These techniques are the
superior part of the algebraic operational laws.
Definition 6: Let Nz =

(
IJz , Nz

, Nz

)
, z =

1, 2, . . . ,m, be any family of ILNs. Then

N1 ⊕ N2

=



I

P

1−logπ

1+

π
1−
J1
P −1


π

1−
J2
P −1


π−1





,

1 − logπ

1 +

(
π
1−

N1 −1

)(
π
1−

N2 −1

)
π−1

 ,

logπ

1 +

(
π N1 −1

)(
π N2 −1

)
π−1





(10)

N1 ⊗ N2

=



I

P

logπ

1+

π

J1
P −1


π

J2
P −1


π−1





,

logπ

1 +

(
π N1 −1

)(
π N2 −1

)
π−1

 ,

1 − logπ

1 +

(
π
1−

N1 −1

)(
π
1−

N2 −1

)
π−1





(11)

E1N1

=



I

P


1−logπ


1+

π
1−
J1
P −1


E1

(π−1)E1−1





,

1 − logπ

1 +

(
π
1−

N1 −1

)E1
(π−1)E1−1

 ,

logπ

1 +

(
π N1 −1

)E1
(π−1)E1−1





(12)

(
N1

)E1

=



I

P


logπ


1+

π

J1
P −1


E1

(π−1)E1−1





, logπ

1+

(
π N1 −1

)E1
(π−1)E1−1

 ,

1 − logπ

1+

(
π
1−

N1 −1

)E1
(π−1)E1−1




(13)

Theorem 1: Let Nz =

(
IJz , Nz

, Nz

)
, z = 1, 2, . . . ,m,

be any family of ILNs. Then

1. N1 ⊕ N2 = N2 ⊕ N1.
2. N1 ⊗ N2 = N2 ⊗ N1.
3. E1

(
N1 ⊕ N2

)
= E1N1 ⊕ E1N2.

4.
(
N1 ⊗ N2

)E1
=

(
N1

)E1
⊗

(
N2

)E1
.

5. E1N1 ⊕ E2N1 =

(
E1 + E2

)
N1.
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6.
(
N1

)E1
⊗

(
N1

)E2
=

(
N1

)(E1+E2)
.

Proof:

1. Consider

N1 ⊕ N2

=



I

P

1−logπ

1+

π
1−
J1
P −1


π

1−
J2
P −1


π−1





,

1 − logπ

1 +

(
π
1−

N1 −1

)(
π
1−

N2 −1

)
π−1

 ,

logπ

1 +

(
π N1 −1

)(
π N2 −1

)
π−1






I

P

1−logπ

1+

π
1−
J2
P −1


π

1−
J1
P −1


π−1





,

1 − logπ

1 +

(
π
1−

N2 −1

)(
π
1−

N1 −1

)
π−1

 ,

logπ

1 +

(
π N2 −1

)(
π N1 −1

)
π−1




= N2 ⊕ N1

2. Omitted.
3. Consider

E1
(
N1 ⊕ N2

)

= E1



I

P

1−logπ

1+

π
1−
J1
P −1


π

1−
J2
P −1


π−1





,

1 − logπ

1 +

(
π
1−

N1 −1

)(
π
1−

N2 −1

)
π−1

 ,

logπ

1 +

(
π N1 −1

)(
π N2 −1

)
π−1





=



I

P


1−logπ


1+

π
1−
J1
P −1


E1π

1−
J2
P −1


E1

(π−1)E1−1





,

1 − logπ

1 +

(
π
1−

N1 −1

)E1(
π
1−

N2 −1

)E1
(π−1)E1−1

 ,

logπ

1 +

(
π N1 −1

)E1(
π N2 −1

)E1
(π−1)E1−1





=



I

P


1−logπ


1+

π
1−
J1
P −1


E1

(π−1)E1−1





,

1 − logπ

1 +

(
π
1−

N1 −1

)E1
(π−1)E1−1

 ,

logπ

1 +

(
π N1 −1

)E1
(π−1)E1−1





⊕



I

P


1−logπ


1+

π
1−
J2
P −1


E1

(π−1)E1−1





,

1 − logπ

1 +

(
π
1−

N2 −1

)E1
(π−1)E1−1

 ,

logπ

1 +

(
π N2 −1

)E1
(π−1)E1−1




= E1N1 ⊕ E1N2

4. Omitted.
5. Consider

E1N1 ⊕ E2N1
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=



I

P


1−logπ


1+

π
1−
J1
P −1


E1

(π−1)E1−1





,

1 − logπ

1 +

(
π
1−

N1 −1

)E1
(π−1)E1−1

 ,

logπ

1 +

(
π N1 −1

)E1
(π−1)E1−1





⊕



I

P


1−logπ


1+

π
1−
J1
P −1


E2

(π−1)E2−1





,

1 − logπ

1 +

(
π
1−

N1 −1

)E2
(π−1)E2−1

 ,

logπ

1 +

(
π N1 −1

)E2
(π−1)E2−1





=



I

P


1−logπ


1+

π
1−
J1
P −1


(
E1+E2

)

(π−1)

(
E1+E2

)
−1





,

1 − logπ

1 +

(
π
1−

N1 −1

)(E1+E2
)

(π−1)

(
E1+E2

)
−1

 ,

logπ

1 +

(
π N1 −1

)(E1+E2
)

(π−1)

(
E1+E2

)
−1




=

(
E1 + E2

)
N1

6. Omitted.

IV. FRANK AGGREGATION OPERATORS FOR ILNS
This section proposes the Frank aggregation operators
based on ILNs, called ILFWA operator, ILFOWA oper-

ator, ILFWG operator, and ILFOWG operator. Further,
we evaluate some basic properties for the above-evaluated
operators. The advantages of these operators are listed
below:

1) The averaging/geometric operators based on fuzzy sets
(and their extensions) are the special cases of the pro-
posed operators.

2) The Frank averaging/geometric operators based on
fuzzy sets (and their extensions) are the special cases of
the proposed operators.

3) The averaging/geometric operators based on linguistic
sets (and their extensions) are the special cases of the
proposed operators.

4) The Frank averaging/geometric operators based on lin-
guistic sets (and their extensions) are the special cases
of the proposed operators.

Similarly, we have a lot of advantages of the proposed oper-
ators, they can easily aggregate the collection of information
into a singleton set.
Definition 7: Let Nz =

(
IJz , Nz

, Nz

)
, z =

1, 2, . . . ,m, be any family of ILNs. Then

ILFWA
(
N1, N2, . . . , Nm

)
= E1N1 ⊕ E2N2 ⊕ . . . ⊕ EmNm

=

m∑
z=1

EzNz (14)

Called the ILFWA operator, where the mathematical form of
the weight vector is derived by: Ez ∈ [0, 1] ,

∑m
z=1 Ez = 1.

Theorem 2: Let Nz =

(
IJz , Nz

, Nz

)
, z = 1, 2, . . . ,m,

be any family of ILNs. Then, we prove that the aggre-
gated shape of the ILFWA operator is again an ILN,
such as

ILFWA
(
N1, N2, . . . , Nm

)

=



I

P


1−logπ


1+

∏m
z=1

π
1−Jz

P −1


Ez

∏m
z=1(π−1)Ez−1





,

1 − logπ

1 +

∏m
z=1

(
π
1−

Nz−1

)Ez
∏m
z=1(π−1)Ez−1

 ,

logπ

1 +

∏m
z=1

(
π Nz−1

)Ez
∏m
z=1(π−1)Ez−1





(15)
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Proof: Based on mathematical induction, we derive the
ILFWA operator. For this, we consider z = 2, then

E1N1 =



I

P


1−logπ


1+

π
1−
J1
P −1


E1

(π−1)E1−1





,

1 − logπ

1 +

(
π
1−

N1 −1

)E1
(π−1)E1−1

 ,

logπ

1 +

(
π N1 −1

)E1
(π−1)E1−1





E2N2 =



I

P


1−logπ


1+

π
1−
J2
P −1


E2

(π−1)E2−1





,

1 − logπ

1 +

(
π
1−

N2 −1

)E2
(π−1)E2−1

 ,

logπ

1 +

(
π N2 −1

)E2
(π−1)E2−1





ILFWA
(
N1, N2

)
= E1N1 ⊕ E2N2

=



I

P


1−logπ


1+

π
1−
J1
P −1


E1

(π−1)E1−1





,

1 − logπ

1 +

(
π
1−

N1 −1

)E1
(π−1)E1−1

 ,

logπ

1 +

(
π N1 −1

)E1
(π−1)E1−1





⊕



I

P


1−logπ


1+

π
1−
J2
P −1


E2

(π−1)E2−1





,

1 − logπ

1 +

(
π
1−

N2 −1

)E2
(π−1)E2−1

 ,

logπ

1 +

(
π N2 −1

)E2
(π−1)E2−1





=



I

P


1−logπ


1+

∏2
z=1

π
1−Jz

P −1


Ez

∏2
z=1(π−1)Ez−1





,

1 − logπ

1 +

∏2
z=1

(
π
1−

Nz−1

)Ez
∏2
z=1(π−1)Ez−1

 ,

logπ

1 +

∏2
z=1

(
π Nz−1

)Ez
∏2
z=1(π−1)Ez−1




The above result is hold for z = 2. Further, if z = q, then

ILFWA
(
N1, N2, . . . , Nq

)

=



I

P


1−logπ


1+

∏q
z=1

π
1−Jz

P −1


Ez

∏q
z=1(π−1)Ez−1





,

1 − logπ

1 +

∏q
z=1

(
π
1−

Nz−1

)Ez
∏q
z=1(π−1)Ez−1

 ,

logπ

1 +

∏q
z=1

(
π Nz−1

)Ez
∏q
z=1(π−1)Ez−1




Then, we exposed our result for z = q+ 1, such as

ILFWA
(
N1, N2, . . . , Nq+1

)
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= E1N1 ⊕ E2N2 ⊕ . . . ⊕ EqNq ⊕ Eq+1Nq+1

=

q∑
z=1

EzNz ⊕ Eq+1Nq+1

=



I

P


1−logπ


1+

∏q
z=1

π
1−Jz

P −1


Ez

∏q
z=1(π−1)Ez−1





,

1 − logπ

1 +

∏q
z=1

(
π
1−

Nz−1

)Ez
∏q
z=1(π−1)Ez−1

 ,

logπ

1 +

∏q
z=1

(
π Nz−1

)Ez
∏q
z=1(π−1)Ez−1





⊕ Eq+1Nq+1

=



I

P


1−logπ


1+

∏q
z=1

π
1−Jz

P −1


Ez

∏q
z=1(π−1)Ez−1





,

1 − logπ

1 +

∏q
z=1

(
π
1−

Nz−1

)Ez
∏q
z=1(π−1)Ez−1

 ,

logπ

1 +

∏q
z=1

(
π Nz−1

)Ez
∏q
z=1(π−1)Ez−1





⊕



I

P


1−logπ


1+

π
1−
Jq+1

P −1


Eq+1

(π−1)
Eq+1−1





,

1 − logπ

1 +

π

1−
Nq+1 −1

Eq+1

(π−1)Eq+1−1

 ,

logπ

1 +

π
Nq+1 −1

Eq+1

(π−1)Eq+1−1





=



I

P


1−logπ


1+

∏q+1
z=1

π
1−Jz

P −1


Ez

∏q+1
z=1 (π−1)Ez−1





,

1 − logπ

1 +

∏q+1
z=1

(
π
1−

Nz−1

)Ez
∏q+1
z=1 (π−1)Ez−1

 ,

logπ

1 +

∏q+1
z=1

(
π Nz−1

)Ez
∏q+1
z=1 (π−1)Ez−1




The initiated technique is held for all non-negative informa-
tion.
Property 1: Let Nz =

(
IJz , Nz

, Nz

)
, z = 1, 2, . . . ,m,

be any family of ILNs. Then,
Idempotency: If Nz = N, z = 1, 2, . . . ,m, then

ILFWA
(
N1, N2, . . . , Nm

)
= N (16)

Monotonicity: If Nz ≤ Nz
@
, then

ILFWA
(
N1, N2, . . . , Nm

)
≤ ILFWA

(
N1

@
, N2

@
, . . . , Nm

@
)

(17)

Boundedness: IfNz
−

=

(
Imin(Jz),min

(
Nz

)
,max

(
Nz

))
and Nz

+

=

(
Imax(Jz),max

(
Nz

)
,min

(
Nz

))
, z =

1, 2, . . . ,m, thus

Nz
−

≤ ILFWA
(
N1, N2, . . . , Nm

)
≤ Nz

+

(18)

Definition 8: Let Nz =

(
IJz , Nz

, Nz

)
, z =

1, 2, . . . ,m, be any family of ILNs. Then

ILFOWA
(
N1, N2, . . . , Nm

)
= E1No(1) ⊕ E2No(2) ⊕ . . . ⊕ EmNo(m)

=

m∑
z=1

EzNo(z) (19)

Called the ILFOWA operator, where the mathematical form
of the weight vector is derived by: Ez ∈ [0, 1] ,

∑m
z=1 Ez =

1 with o (z) ≤ o (z− 1).
Theorem 3: Let Nz =

(
IJz , Nz

, Nz

)
, z = 1, 2, . . . ,m,

be any family of ILNs. Then, we prove that the aggregated
shape of the ILFOWA operator is again an ILN, such as

ILFOWA
(
N1, N2, . . . , Nm

)
91612 VOLUME 12, 2024



Z. Ali et al.: Frank-Based TOPSIS Methodology of Development and Operations Challenges

=



I

P


1−logπ


1+

∏m
z=1

π
1−
Jo(z)

P −1


Ez

∏m
z=1(π−1)Ez−1





,

1 − logπ

1 +

∏m
z=1

π

1−
No(z) −1

Ez
∏m
z=1(π−1)Ez−1

 ,

logπ

1 +

∏m
z=1

π
No(z) −1

Ez
∏m
z=1(π−1)Ez−1





(20)

The proof of Theorem 3 is similar to the proof of Theorem 2.
Property 2: Let Nz =

(
IJz , Nz

, Nz

)
, z = 1, 2, . . . ,m,

be any family of ILNs. Then,
Idempotency: If Nz = N, z = 1, 2, . . . ,m, then

ILFOWA
(
N1, N2, . . . , Nm

)
= N. (21)

Monotonicity: If Nz ≤ Nz
@
, then

ILFOWA
(
N1, N2, . . . , Nm

)
≤ ILFOWA

(
N1

@
, N2

@
, . . . , Nm

@
)

(22)

Boundedness: IfNz
−

=

(
Imin(Jz),min

(
Nz

)
,max

(
Nz

))
and Nz

+

=

(
Imax(Jz),max

(
Nz

)
,min

(
Nz

))
, z =

1, 2, . . . ,m, thus

Nz
−

≤ ILFOWA
(
N1, N2, . . . , Nm

)
≤ Nz

+

(23)

Definition 9: Let Nz =

(
IJz , Nz

, Nz

)
, z =

1, 2, . . . ,m, be any family of ILNs. Then

ILFWG
(
N1, N2, . . . , Nm

)
=

(
N1

)E1
⊗

(
N2

)E2
⊗ . . . ⊗

(
Nm

)Em
=

m∏
z=1

(
Nz

)Ez
(24)

Called the ILFWG operator, where the mathematical form of
the weight vector is derived by: Ez ∈ [0, 1] ,

∑m
z=1 Ez = 1.

Theorem 4: Let Nz =

(
IJz , Nz

, Nz

)
, z = 1, 2, . . . ,m,

be any family of ILNs. Then, we prove that the aggregated
shape of the ILFWG operator is again an ILN, such as

ILFWG
(
N1, N2, . . . , Nm

)

=



I

P


logπ


1+

∏m
z=1

π

Jz
P −1


Ez

∏m
z=1(π−1)Ez−1





,

logπ

1 +

∏m
z=1

(
π Nz−1

)Ez
∏m
z=1(π−1)Ez−1

 ,

1 − logπ

1 +

∏m
z=1

(
π
1−

Nz−1

)Ez
∏m
z=1(π−1)Ez−1





(25)

The proof of Theorem 4 is similar to the proof of Theorem 2.
Property 3: Let Nz =

(
IJz , Nz

, Nz

)
, z = 1, 2, . . . ,m,

be any family of ILNs. Then,
Idempotency: If Nz = N, z = 1, 2, . . . ,m, then

ILFWG
(
N1, N2, . . . , Nm

)
= N. (26)

Monotonicity: If Nz ≤ Nz
@
, then

ILFWG
(
N1, N2, . . . , Nm

)
≤ ILFWG

(
N1

@
, N2

@
, . . . , Nm

@
)

(27)

Boundedness: IfNz
−

=

(
Imin(Jz),min

(
Nz

)
,max

(
Nz

))
and Nz

+

=

(
Imax(Jz),max

(
Nz

)
,min

(
Nz

))
, z =

1, 2, . . . ,m, thus

Nz
−

≤ ILFWG
(
N1, N2, . . . , Nm

)
≤ Nz

+

(28)

Definition 10: Let Nz =

(
IJz , Nz

, Nz

)
, z =

1, 2, . . . ,m, be any family of ILNs. Then

ILFOWG
(
N1, N2, . . . , Nm

)
=

(
No(1)

)E1
⊗

(
No(2)

)E2
⊗ . . . ⊗

(
No(m)

)Em
=

m∏
z=1

(
No(z)

)Ez
(29)

Called the ILFOWG operator, where the mathematical form
of the weight vector is derived by: Ez ∈ [0, 1] ,

∑m
z=1 Ez =

1 with order o (z) ≤ o (z− 1).
Theorem 5: Let Nz =

(
IJz , Nz

, Nz

)
, z = 1, 2, . . . ,m,

be any family of ILNs. Then, we prove that the aggregated
shape of the ILFOWG operator is again an ILN, such as

ILFOWG
(
N1, N2, . . . , Nm

)
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

I

P


logπ


1+

∏m
z=1

π

Jo(z)
P −1


Ez

∏m
z=1(π−1)Ez−1





,

logπ

1 +

∏m
z=1

π
No(z) −1

Ez
∏m
z=1(π−1)Ez−1

 ,

1 − logπ

1 +

∏m
z=1

π

1−
No(z) −1

Ez
∏m
z=1(π−1)Ez−1





(30)

The proof of Theorem 5 is similar to the proof of Theorem 2.
Property 4: Let Nz =

(
IJz , Nz

, Nz

)
, z = 1, 2, . . . ,m,

be any family of ILNs. Then,
Idempotency: If Nz = N, z = 1, 2, . . . ,m, then

ILFOWG
(
N1, N2, . . . , Nm

)
= N. (31)

Monotonicity: If Nz ≤ Nz
@
, then

ILFOWG
(
N1, N2, . . . , Nm

)
≤ ILFOWG

(
N1

@
, N2

@
, . . . , Nm

@
)

(32)

Boundedness: IfNz
−

=

(
Imin(Jz),min

(
Nz

)
,max

(
Nz

))
and Nz

+

=

(
Imax(Jz),max

(
Nz

)
,min

(
Nz

))
, z =

1, 2, . . . ,m, thus

Nz
−

≤ ILFOWG
(
N1, N2, . . . , Nm

)
≤ Nz

+

(33)

The initiated ILFWA operator, ILFOWA operator, ILFWG
operator, and ILFOWG operator are superior to the averaging
and geometric operators based on FSs, IFSs, LSs, and their
combinations.

V. FRANK-BASED TOPSIS METHOD
In this section, we derive the TOPSIS technique based on
Frank aggregation operators, called ILFWA operator and
ILFWG operator to enhance the worth of the derived theory.
The major steps of the TOPSIS technique are listed below:

Step 1: Calculate some known and unknown IL informa-
tion in the shape of a matrix.

Step 2: Evaluate the positive ideal solution (PIS) and
negative ideal solution (NIS) under the presence of the IL
information, such as

Nz
+

=


(
Imax(Ji1),max

(
Ni1

)
,min

(
Ni1

))
,(

Imax(Ji2),max
(

Ni2

)
,min

(
Ni2

))
, . . . ,

(
Imax(Jim),max

(
Nim

)
,min

(
Nim

))
 ,

z = 1, 2, . . . ,m (34)

Nz
−

=


(
Imin(Ji1),min

(
Ni1

)
,max

(
Ni1

))
,(

Imin(Ji2),min
(

Ni2

)
,max

(
Ni2

))
, . . . ,

(
Imin(Jim),min

(
Nim

)
,max

(
Nim

))
 ,

z = 1, 2, . . . ,m (35)

Step 3: Evaluate the aggregated value by using our considered
unknown values and PIS and NIS, such as

ILFWA+

(
N1, N2, . . . , Nm

)
, ILFWA−

(
N1, N2, . . . , Nm

)

=



I

P


1−logπ


1+

∏m
z=1

π
1−Jz

P −1


Ez

∏m
z=1(π−1)Ez−1





,

1 − logπ

1 +

∏m
z=1

(
π
1−

Nz−1

)Ez
∏m
z=1(π−1)Ez−1

 ,

logπ

1 +

∏m
z=1

(
π Nz−1

)Ez
∏m
z=1(π−1)Ez−1





(36)

ILFWG+

(
N1, N2, . . . , Nm

)
, ILFWG−

(
N1, N2, . . . , Nm

)

=



I

P


logπ


1+

∏m
z=1

π

Jz
P −1


Ez

∏m
z=1(π−1)Ez−1





,

logπ

1 +

∏m
z=1

(
π Nz−1

)Ez
∏m
z=1(π−1)Ez−1

 ,

1 − logπ

1 +

∏m
z=1

(
π
1−

Nz−1

)Ez
∏m
z=1(π−1)Ez−1





(37)

Step 4: Evaluate the closeness measures by using the aggre-
gated values, such as

GCMi

=

ILFWA−

(
N1, N2, . . . , Nm

)
ILFWA+

(
N1, N2, . . . , Nm

)
+ILFWA−

(
N1, N2, . . . , Nm

)
(38)

GCMi

91614 VOLUME 12, 2024



Z. Ali et al.: Frank-Based TOPSIS Methodology of Development and Operations Challenges

=

ILFWG−

(
N1, N2, . . . , Nm

)
ILFWG+

(
N1, N2, . . . , Nm

)
+ILFWG−

(
N1, N2, . . . , Nm

)
(39)

Step 5: Derive the ranking measures according to their close-
ness measure and try to evaluate the best one.

VI. MADM: DECISION-MAKING METHODS
In this section, we are doing to compute the technique
of MADM method under the initiated techniques such as
the ILFWA operator and ILFWG operator to evaluate the
supremacy and validity of the derived theory.

Consider N1, N2, . . . , Nm be any family of alternatives,
where for each alternative we have the collection of
attributes such asN1

AT
, N2

AT
, . . . , Nn

AT
with weight vectors∑m

z=1 Ez = 1, Ez ∈ [0, 1]. Further, we compute the matrix
by using the values of ILNs, the linguistic information is
derived in the shape: IJ

( ) ∈ S = {IJz
( ) : z =

1, 2, . . . ., 2P}, where NIL

( )
and NIL

( )
describes the

supporting and supporting against grades with a strong con-
dition: 0 ≤ NIL

( )
+ NIL

( )
≤ 1. Furthermore, the

information RNIL

( )
= 1 −

(
NIL

( )
+ NIL

( ))
uses as

neutral information and the simple shape of ILNs is derived
from the shape: Nz =

(
IJz , Nz

, Nz

)
, z = 1, 2, . . . ,m.

Finally, we derive the procedure of the decision-making tech-
nique, whose major cases are listed below:

Case 1: Compute the matrix by putting the ILNs. Further,
we normalize the matrix, if we have cost-type information,
such as

N =


(
IJz , Nz

, Nz

)
benefit(

IJz , Nz
, Nz

)
cost

(40)

We are not required to normalize the matrix if we have
benefit-type data.

Case 2: Compute the aggregated values by using the data
in a matrix based on ILFWA operator and ILFWG operator,
such as

ILFWA
(
N1, N2, . . . , Nm

)

=



I

P


1−logπ


1+

∏m
z=1

π
1−Jz

P −1


Ez

∏m
z=1(π−1)Ez−1





,

1 − logπ

1 +

∏m
z=1

(
π
1−

Nz−1

)Ez
∏m
z=1(π−1)Ez−1

 ,

logπ

1 +

∏m
z=1

(
π Nz−1

)Ez
∏m
z=1(π−1)Ez−1





(41)

ILFWG
(
N1, N2, . . . , Nm

)

=



I

P


logπ


1+

∏m
z=1

π

Jz
P −1


Ez

∏m
z=1(π−1)Ez−1





,

logπ

1 +

∏m
z=1

(
π Nz−1

)Ez
∏m
z=1(π−1)Ez−1

 ,

1 − logπ

1 +

∏m
z=1

(
π
1−

Nz−1

)Ez
∏m
z=1(π−1)Ez−1





(42)

Case 3: Compute the score values of the aggregated informa-
tion, such as

S
(
Nz

)
=
Jz
P

∗

(
Nz

− Nz

)
∈ [−1, 1] (43)

Case 4: Compute the ranking values based on score values for
addressing the best one.

A. DevOps CHALLENGES BASED ON PROPOSED
OPERATORS
In this sub-section, we discuss the DevOps challenges under
the consideration of the initiated operators, called ILFWA
operators and ILFWG operators. DevOps system aims to
enhance collaboration and communication among software
development and information technology operations teams.
The major theme of this DevOps is to rationalize and com-
puterize the software delivery and organization management
technique to attain quicker and more massive dominant
releases. For evaluating the major key components or cate-
gories within the DevOps ecosystems, such as

1. Version Control Systems ‘‘N1’’.
2. Configuration Management ‘‘N2’’.
3. Continuous Integration Tools ‘‘N3’’.
4. Continuous Deployment ‘‘N4’’.
5. Collaboration and Communications ‘‘N5’’.
6. Infrastructure as Code ‘‘N6’’.
To select the best one, we have the following weight vec-
tors, such as (0.2, 0.1, 0.3, 0.1, 0.3)T with attributes such
as growth analysis, social impact, political impact, environ-
mental impact, and internet version. Finally, we derive the
procedure of the decision-making technique, whose major
cases are listed below:

Case 1: Compute the matrix by putting the ILNs, see
Table 2. Further, we normalize the matrix, if we have cost-
type information, such as

N =


(
IJz , Nz

, Nz

)
benefit(

IJz , Nz
, Nz

)
cost
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TABLE 2. IL decision matrix.

TABLE 3. IL aggregated values.

TABLE 4. IL score information.

We are not required to normalize the matrix if we have
benefit-type data. Table 2 does not aim to normalize.

Case 2: Compute the aggregated values by using the data
in a matrix based on ILFWA operator and ILFWG operator,
see Table 3.

Case 3: Compute the score values of the aggregated infor-
mation, see Table 4.

Case 4: Compute the ranking values based on score values
for addressing the best one, see Table 5.

Finally, after a long assessment, we have the best decision
is N1 based on the ILFWA operator and ILFWG operator.
Further, we simplify the supremacy and flexibility of the
derived operators with the help of comparative analysis by
using some prevailing techniques.

VII. COMPARATIVE ANALYSIS
In this section, we compare the initiated ranking techniques
with some of the ranking techniques of existing methods by
using the information in Table 2. Further, the comparison
between proposed and existing operators plays an important
role in the existence of the supremacy and validity of the
evaluated operators. For this, we have the following pre-
vailing technique, for instance, the modified version of the
triangular norms was initiated by Frank [35], called Frank
norms in 1979. Additionally, the Frank aggregation operators
for intuitionistic fuzzy measures were derived by Iancu [36].
Zhang et al. [37] derived the Frank power operators for IFSs.

TABLE 5. Representation of ranking values.

TABLE 6. Representation of the comparative analysis.

In 2012, Xia et al. [38] evaluated the aggregation operators
based on Archimedean norms for IFSs. Therefore, using the
data in Table 2, the comparative analysis is listed in Table 6.

Finally, after a long assessment, we have the best decision
is N1 based on the ILFWA operator and ILFWG operator.
Further, the existing techniques are not able to resolve the data
in Table 2, because the existing techniques computed based
on FSs, IFSs, and LSs, but the data in Table 2 is given in the
shape of ILSs, therefore, for these existing techniques, it is
not possible to cope with it, because up to date no one can
derive any kind of operators, methods, andmeasures based on
intuitionistic linguistic sets. Hence, the initiated techniques
are superior then existing information.

VIII. CONCLUSION
The technique of intuitionistic linguistic set is a very mean-
ingful and reliable technique to cope with uncertain vague
information in genuine life problems. After all, we con-
clude the following remarks about the proposed theory, such
as: for the construction of the frank aggregation operators,
we computed the Frank operational laws based on IL vari-
ables and also derived their fundamental properties. Further,
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we analyzed the ILFWAoperator, ILFOWAoperator, ILFWG
operator, and ILFOWG operator, and discussed their basic
properties. Additionally, we evaluated the TOPSIS technique
based on the initiated operators to enhance the worth of the
explored information. Moreover, we introduced the MADM
methods based on initiated operators for evaluating the major
tools and technology that are commonly utilized in DevOps
workflows. Finally, we selected some existing techniques
and tried to compare their ranking results with our obtained
ranking results to show the supremacy and validity of the
presented techniques.

No doubt, the technique of intuitionistic linguistic set is
very reliable, but to consider the problem of election they
are not working feasibly, because during the election we
faced the following information, for instance, if someone
cast his vote in the fever, against, abstinence and refusal of
candidates, which are four possibilities, for managing such
kind of problems, the technique of IL set has been failed due
to vagueness and uncertainty. For this, we aim to propose the
technique of picture fuzzy linguistic sets.

In the future, we will propose the technique of Pythagorean
linguistic sets, q-rung orthopair fuzzy sets, and many others
and we try to discuss their application in the field of artifi-
cial intelligence, machine learning, neural networks, short-
est path problems, inference systems, and decision-making
techniques based on proposed operators for Pythagorean lin-
guistic sets and their extensions to enhance the flexibility and
validity of the initiated operators.

ABBREVIATIONS
FS: Fuzzy Sets, IFS: Intuitionistic Fuzzy Sets, DevOps:
Development and Operations, IL: Intuitionistic Linguistic,
FTN: Frank T-norm, FTCN: Frank T-conorm, ILFWA: Intu-
itionistic Linguistic Frank Weighted Averaging, ILFOWA:
Intuitionistic Linguistic Frank Weighted Ordered Averaging,
ILFWG: Intuitionistic Linguistic FrankWeighted Geometric,
ILFOWG: Intuitionistic Linguistic Frank Weighted Ordered
Geometric, TOPSIS: Technique for Order of Preference
by Similarity to the ideal solution, MADM: multi-attribute
decision-making.
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