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ABSTRACT Augmented reality (AR) plays a crucial role in Industry 4.0, serving as a foundational
element in various stages of the product and process lifecycle. AR is employed in both outdoor and
indoor environments, utilising technologies such as GPS, SLAM, RFID, Wi-Fi, and inertial sensors for
positioning and navigation. This study focuses on assessing the reliability, functionality, and accuracy
of indoor warehouse navigation using inertial sensors commonly found in smartphones. Standard AR
development tools likeARCore, ARFoundation, and ZXingwere chosen for validation. Amobile application
was developed using Unity3D. The field research was conducted in a medium-sized warehouse. Results
showed an 83% success rate in reaching the target with an average accuracy of 0.48 metres. Development
iterations addressed issues identified during testing including navigation failures and instability caused by
warehouse lighting conditions. Comparisons with other technologies revealed AR’s competitive advantages,
despite some existing challenges. The study concludes that ongoing innovation in hardware and software
will likely overcome current limitations, paving the way for broader AR adoption in industrial settings.

INDEX TERMS Accuracy, augmented reality, industry 4.0, indoor warehouse, navigation, reliability.

I. INTRODUCTION
Industry 4.0 has brought a fundamental shift in the paradigm
of industrial production [1]. This evolution is characterised
by improvements in industrial processes in the areas of
manufacturing, engineering, materials management, supply
chain and product life cycle management [2]. In Indus-
try 4.0 we encounter technologies such as the Internet of
Things, artificial intelligence, robotics, big data, and cloud
storage. Other advanced technologies are also used such
as virtual and augmented reality [1]. Deloitte [3] charac-
terises virtual and augmented reality as key elements of
the Industry 4.0 concept, and they are technologies which
are growing exponentially in terms of process and product.
Weyer et al. [4] highlight aspects of Industry 4.0 such as
smart product, smart machine, and the augmented operator.
These agents use technical support as the main interaction
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technology in the form of a tablet or smart glasses with
augmented or virtual reality.

Augmented reality is a technology that conveys a polysyn-
thetic world to the user [5]. Augmented environments are the
interconnection of the real world with virtual objects that
complement reality [6], [7], [8]. Azuma [5] lists the pos-
sibilities that may be found in future augmented reality
deployments, such as maps for navigation and visualisa-
tions of current and future environments. Augmented reality
systems are limited to a portion of the user’s field of
view (FoV) [9]. AR technology uses several techniques
including marker-based AR and markerless AR [10]. These
augmented reality systems can be applied in areas across
industries such as service, manufacturing, sales and market-
ing, design, human resources, and training [11]. Augmented
reality is also used in many other areas, for example
healthcare, military applications, shipbuilding, and avia-
tion [11], [12]. Santi et al. [13] and [14] include among the
main areas of Industry 4.0 the deployment of augmented
reality in logistics support, examples being Pick by Vision,
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operator guidance in item selection and warehouse worker
training and induction. The area of logistics and augmented
reality has been addressed by Broum et al. [15], who con-
nected an AGV system with AR using Vuforia SDK and
FieldBit from Help Lightning. The output was an application
that visualised information about the energy consumption
of each AGV. Another area for application in industry is
manufacturing, specifically as support through expanded
assembly instructions [16]. With the rise of AR, navigation
applications have emerged [17]. For outdoor AR naviga-
tion, GPS technology is used to determine the location [18].
If we are to create AR navigation for indoor spaces, GPS
is not ideal as the geolocation of the satellite signal does
not penetrate well through the structure of the building [19].
ORB-SLAM technology is found in outdoor navigation, but
also in indoor navigation [20], [21]. Typical methods used
for indoor positioning are Bluetooth and Wi-Fi [22]. Other
methods can include ultrasonic and UWB signals, or inertial
sensors [23], [24]. Traditional navigation systems mainly
allow procedural and navigation information [11]. In navi-
gation, POI (Point of Interest) has an important role. These
points of interest represent key locations in the proposed
structure [25]. Augmented reality systems integrate navi-
gation instructions directly into the environment, allowing
for smoother navigation and increased user alertness. This
suggests that AR improves route understanding and facilitates
route memorisation [26]. Standard navigation systems dis-
play abstract navigation information such as arrows or a bird’s
eye view, but they lack sufficient immersion of the user in the
AR environment and appear less intuitive [27]. We can also
find mobile applications that combine semantic technologies
with augmented reality, where physical objects are combined
with digital content [28].

A. RELATED WORK
Zhang et al. [22], [29], and [30] use simultaneous localisa-
tion and mapping (SLAM) in their system, which detects
visual features in the form of points in the acquired camera
images. These points can detect the change in the user’s
location. Based on their experiments, it was confirmed that
SLAM based applications are much more accurate than
GPS based applications. Ayyanchira et al. [31] developed
an indoor navigation system that works with devices rely-
ing on a camera capturing the environment. The hardware
devices chosen for the system were an iPhone, an iPad,
and HoloLens glasses. The system is complemented with
a WIM (world-in-miniature) that works as a support for
navigation. Indoor tracking systems are most often based on
communication technologies or image detection algorithms.
Pirzada et al. [32] describe that active tracking is optimal for
solutions where accurate tracking and registration is required.
In contrast, passive tracking is computationally intensive.
This categorisation stems from the technology employed,
which deals with location localisation possibilities. Spe-
cific examples of active tracking include radio frequency

tracking systems, which are typically quite expensive and
can vary in accuracy due to interference, equipment qual-
ity, or other environmental factors [33]. Passive tracking,
such as radio tomographic imaging (RTI) or Device-Free
Passive (DFP) localisation using an array sensor, uses an
antenna array on the receiver to enhance localisation accu-
racy [33], [34]. Several active tracking solutions, such as
Bluetooth beacons, can also be integrated with passive locali-
sation techniques, resulting in a flexible hybrid solution [36].
Shewail et al. [37] describe indoor tracking systems as a
diverse field that can be divided into two main approaches:
image-based detection algorithms and communication tech-
nologies. The communication technologies used in indoor
navigation include GPS, Wi-Fi, Bluetooth, RFID, UWB,
Infrared, ZigBee, Cellular, VLC, NFC, FM and Ultrasound.
The detection algorithms are FAST, SURF, SIFT, FAST-
SURF and ORB-SLAM. If we are not focusing on the basic
approach to localisation but rather on the use of technolo-
gies within a comprehensive system design, an example
of combining the detection algorithm visual SLAM with
Bluetooth is suggested by Kao and Huy [38]. A more pre-
cise description of the UWB-based navigation concept is
described by Shi and Ming [39]. Augmented reality provides
support to users when navigating indoors, especially when
the route is longer. It improves the efficiency of navigation
and brings positive acceptance regarding visual access, user
comfort, and a sense of support if encountering a danger-
ous obstacle or building evacuation [40]. For longer indoor
routes (greater than 200 metres), common AR algorithms
cannot be used. It is advisable to use a combination of tech-
nologies with additional location information, either through
user interaction or an external system [41]. Conventional
route selection algorithms are not suitable for routes longer
than 200 metres because the communication capacity gain
surpasses the increase in route length [42]. Moreover, con-
ventional routing algorithms are insufficient for large road
networks due to their inability to compute optimal routes
efficiently [43]. Elgendy et al. proposed an AR system based
on three components: marker detection, location calculation
and navigation. The disadvantage of marker-based systems
is the risk of occlusions: not retrieving markers, or partial
occlusion [44]. A Wi-Fi and NFC independent applica-
tion has been proposed by Verma et al. [45], similarly by
Ayyanchira et al. [31], for the iOS operating system, which
uses ARKit for development in a developer environment.
The frameworks and tools included are XCode, Firebase and
Three.js [45]. Liu and Meng [19] focused on indoor naviga-
tion to improve the user’s spatial learning with the design of
an interface for HoloLens glasses. From the research, it can be
concluded that it is more beneficial for the user to add icons
as well as textual information to serve as virtual landmarks
in the application interface. The issue of the user-friendliness
of the user interface for the HoloLens heads-up display has
also been addressed by Keil et al. [46]. Ng and Lim [47]
created an indoor navigation system using the IndoorAtlas
SDK and MapCreator2. They also determined the user’s
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current position in the ARCore SDK link to display aug-
mented reality navigation and the corresponding database.
The mobile phone primarily works with a magnetic field,
Wi-Fi signals and inertial sensors to determine its position
and pathfinding via the IndoorAtlas SDK [47]. Corotan and
Irgen-Gioro [48] extended the navigation system to include
a real robot that guides the user to a target position. The
robot is connected to a mobile device through which the
navigation takes place. The technology used is Bluetooth
and an Arduino Uno microcontroller. Michel et al. [49] con-
firmed the effect on the accuracy of different sensors that are
commonly found in every mobile phone, an accelerometer,
a gyroscope and a magnetometer. The authors recommend
the use of custom calibration and algorithms instead of those
provided by the mobile phone operating system, thus increas-
ing the portability and stability of navigation. Ehrlich and
Blankenbach [50] address inaccuracies in pedestrian naviga-
tion, where the movement of a smartphone user, determined
by built-in sensors, undergoes filtration via a particle filter
in conjunction with a building model, enhancing localisation
accuracy through optimisation using WLAN fingerprints and
Bluetooth signals, notably integrating BLE for higher preci-
sion. Huang et al. [51] created an application for indoor use
with beacon technology. They mention inaccuracy of up to
5 metres as a drawback of the system. Dosaya et al. [52]
applied audio recognition functionality to their indoor AR
navigation system. As the user gets closer to the target the
sound frequency increases and decreases as the target recedes.
Yang et al. [53] developed a semantic-driven method for
indoor navigation from RGB-D sensor data reconstruction.
Similarly, Chidsin et al. [54] proposed a system that uses
an RDB-D camera to observe the environment and relies on
ORB-SLAM for mapping and positioning.

One of the main drawbacks of the proposed AR sys-
tems based on various technologies is the inherent inac-
curacy of these systems. This results in differing outputs
between reality and virtuality, meaning that environ-
ments are not localisation-identical [55], [56]. The inac-
curacy of AR solutions is typically in the range of a
few metres [22]. For instance, the application developed
by Huang et al. [51] exhibits inaccuracies between 3 and
5 metres. Orfanos et al. [57] focus on assessing the Wi-Fi
RTT range quality, with 2D-space ranging tests achieving
an average root mean square error (RMSE) of 1.1 metres
across various devices. Guo et al. [58] integrated data from
Wi-Fi and MEMS-IMU for smartphone positioning, with
experimental results from tests demonstrating an average
positioning accuracy of 0.572 metres.

B. DEFINING THE RESEARCH QUESTION
Based on our literature research, we find that there are many
different navigation systems that apply augmented reality
technology. In these studies, the researchers mostly encounter
low reliability and accuracy, thus limiting the functional-
ity of the system. The most widely used technology for
implementing AR navigation is SLAM and inertial sensors.

These variants are also the simplest in terms of usability
on a mobile phone or tablet, and no additional hardware is
required.

In this study, we want to demonstrate whether the proposed
system achieves reliability and speed when using it under real
conditions in industrial practice. In other words, we investi-
gate the reliability and related practicality of the algorithms
that are included in the standardised libraries. The research
question can be formulated as follows:

Q1: Is it currently possible to achieve target guidance
accuracywith a 99% success rate using augmented navigation
based on inertial sensors and standardisedARFoundation and
ARCore frameworks?

II. METHODOLOGY
The defined aim is to validate and use augmented reality
navigation in an indoor warehouse. The software packages
selected for the verification are described. Standardised pack-
ages are selected, so this study can be seen as a verification
of the usability of a combination of these standardised AR
development packages for indoor navigation.

With increasing urbanisation, indoor spaces are becoming
larger and more complex [53]. In view of this, a medium-
sized representative space is used for the research. The
potential of AR navigation lies in the current trend in
the demand for storing goods and then picking them in
small shipments, a trend that can be found, for example,
in e-commerce sales. The human factor still plays a key
role in the picking method, so we want to focus on this
element, which is prone to error, disorientation in space
and not finding the optimal path. It is precisely these
problems that augmented reality-enabled navigation can
help with.

In the following subchapters, first the software tool for
testing is introduced and then the methodology itself:

1. The development environment is the initial part of
the structure and forms the basic development phase.
For this, the widely used Unity3D development envi-
ronment is used. We also use standardised libraries
created for augmented reality needs. In the Unity3D
environment we create all the virtual objects that are
further applied in our case to the mobile device and
are adaptable to other devices that support augmented
reality features.

2. The initial development iteration is the first version
of the designed application in the development envi-
ronment. It is an unoptimised pilot version of the
application. Based on the identified problems, the ver-
sion can be corrected to an improved (‘‘sharp’’) version.
We repeat this process to produce an optimised version.
This is the development cycle of the application on
which we test the augmented reality methods. The
proposed key algorithms are also rebuilt.

3. Lastly, the actual methodology for testing the relia-
bility of navigation within the software packages is
presented.

94508 VOLUME 12, 2024



P. Hořejší et al.: Reliability and Accuracy of Indoor Warehouse Navigation Using AR

A. DEVELOPMENT ENVIRONMENT
At this point, it is useful to first state what software
(framework) is used for the application and thus the study.
As already mentioned, the aim is to use standardised software
packages, especially to allow further comparison of similar
applications and to easily build on the research. It is also
important to list the different versions of the software, as any
future higher versions may of course affect the outputs. The
following packages were applied to implement the reference
software used later in the study:

Unity3D (2022.3.3f1) – originally a multiplatform game
engine created by Unity Technologies. This engine is now
also used for a wide range of non-gaming applications. It is
possible to develop 2D and 3D applications for a variety of
platforms - PC, console, Android, iOS, or web interface. For
scripting, Unity supports the C# scripting language [59].

AR Foundation (5.0.6) – a cross-platform framework
for creating augmented reality applications. AR Foundation
does not directly create augmented reality elements, but only
mediates them. Subsystems are required to implement AR
elements [60].

ARCore XR Plugin (5.0.6) - a software development kit
fromGoogle that makes it possible to workwith physical aug-
mented reality artefacts. Using APIs, this toolkit has motion
tracking, environment recognition and light estimation [61].

ARCore Depth API – the interface is part of the ARCore
SDK and helps the camera understand the size and shape of
real objects in the scene, bringing a more realistic represen-
tation of objects into the virtual scene. The ARCore SDK
integrates a machine learning element that can recalculate the
current position of the device and the displayed AR content
in combination with other sensors - gyroscope, magnetometer
and accelerometer - in case of occlusion or image failure [62].

ZXing. NET (3.5.1) – library supporting decoding and
generation of barcodes - QR Code, PDF 417, EAN, UPC,
Aztec, Data Matrix and Codabar in the form of images.

The connection between Unity3D, AR Foundation and
ARCore is standard when creating applications for Android
operating systems. If we are creating apps for the iOS oper-
ating system, we need to replace ARCore with ARKit, which
is only for Apple devices [63].

B. INPUT DEVELOPMENT ITERATION
The application can determine the location in the warehouse,
navigate the user to the item and implements amarker reading
system for calibrating the system and confirming that the item
has been found. The application includes a minimap for the
user and a series of buttons that trigger individual functions
such as creating a simulation issue slip, manual entry of an
item and the ability to scan a QR code.

1) APPLICATION REQUIREMENTS
We defined the requirements that the application must
meet. These are navigation using augmented reality dis-
plays, applicability in the internal warehouse environment,

support for commonly available devices such as phone or
tablet, simulated picking - to several warehouse positions,
visual accessories - marking the target position, simple and
intuitive handling, direction to the target defined by a virtual
line and the possibility of selecting several navigation modes.
The application is designed so that most of the work is done
by the libraries mentioned above, yet it was necessary to add
a significant amount of service code.

A real indoor warehouse at the company site was chosen
for testing the application, but the limits of this application
are determined by the predefined environment for which the
application is designed. The model of the specific environ-
ment is a direct part of the application. The application must
be modified if we want to use the application in another
environment.

The test environment is a warehouse for storing clothes and
shoes. The shelves are divided at the bottom of the racks,
where the manual picking is done. In the upper part of the
racks, the unloading is done by a forklift. The height of the
racks is 10 metres, and the length is 25 metres. The width of
the rack positions is 2.8 metres and 3.6 metres. For lighting,
skylights are placed in the warehouse in an irregular layout
with pendant lights and windows on the west side.

2) APPLICATION DEVELOPMENT
At the beginning it is necessary to create a virtual reference
model in Unity3D for tracking in AR. A calibrated Stabila
LD-320 laser rangefinder was used to create the 3D model.
A 2D drawing based on the measurements was created in
Autodesk Inventor Pro.

Based on the drawing, a NavMesh was generated in
Unity3D, which is generally used to define the area for object
movement. In our case, this mechanism is mainly used to
generate the navigation line. After initial tests, it was found
that the navigation line was not clear at the locations of
the shelf edges. These edges were ‘‘wrapped’’ with a region
with a defined lower preference for navigation, this way the
navigation line does not break ‘‘sharply’’ at the edges of the
shelves (see FIGURE 1) and looks more natural. 3D artifacts
must then be generated at the target position to inform about
the successful finding of the target. Tags (here QR codes)
were used for position retrieval and calibration.

The user works only based on the technologies available
in conventional mobile devices - magnetometer, gyroscope,
and accelerometer. For this reason, it is necessary to know the
initial reference position before starting any navigation (this
may not be true for repeated navigation). Repeated navigation
is defined as an already configured system that is calibrated
with the real environment and has already undergone the
initial navigation to a given position (destination). After com-
pleting this initial navigation, it is possible to proceed to
further navigation without the need for an initialisation step,
i.e., without the requirement of performing input calibra-
tion. Calibration options have therefore been implemented
in the software; either calibration to a predefined default
position or calibration by scanning a marker associated with
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FIGURE 1. Correction of the generated route in the rack corner area for
NavMesh.

a specified rack. The free on-line QR Planet generator was
used to create and manage the QR codes.

3) DEVICE
The app was tested on a Samsung Galaxy A52 5G device
that is supported by the ARCore Depth API. The device
parameters used for testing can be said to be typical for a mid-
range mobile. For new smartphones, ARCore Depth support
is absolutely essential [64]. The operating system of the test
mobile phone is Android 11, and the display has a refresh
rate of 120 Hz. The resolution of the main camera is 64 Mpx
and the battery capacity is 4500 mAh. The method works
primarily on inertial sensors, an accelerometer, a gyroscope
sensor, and a magnetometer. These sensors are included in all
newer mobile phones [65].

4) APPLICATION PRINCIPLE AND USER INTERFACE
We have created essential elements for the GUI, such as a
minimap for orientation in space [66]. The aim was to create
a pleasant, simple, and clear user interface that would not
obstruct the view of the camera image. The default viewwhen
the application is launched is the initial calibration screen.
Once calibrated the user automatically switches to the view
for manual navigation mode. The picking simulation is also
an option in this view. The app is designed primarily for a
1080 × 1920 mobile phone in portrait mode. The Unity3D
software works with a 1:1 warehouse layout where the default
position is automatically set when the application starts. This
means that we have to stand in the right place in the ware-
house and then confirm the system calibration, otherwise the
system will desynchronise. Alternatively, the second option
is to scan the nearest position on the shelf via ZXing.NET
(library for working with QR codes) and thus also perform
the input calibration. This step must be done as accurately
as possible, as the accuracy of the entire system depends on
this point. When testing, we must consider that in practice
the worker does not always perform the calibration correctly.
At the input, either an input calibration is performed using a
predefined position or using a QR code. Simply pointing the

mobile phone at the QR code will perform a calibration of the
system including the correct angle and direction.

The first time the application is started, the system calibra-
tion initialisation step is performed, as shown in the flowchart
in FIGURE 2. The flowchart starts with the ‘‘Application
launch’’ event and then divides into two paths:

FIGURE 2. Calibration of position.

5) INITIAL CALIBRATION SELECTION
This path continues to a decision point that verifies that the
user is in the desired position and axis. In the case of a nega-
tive answer, the diagram returns to the beginning. In the case
of a positive response, it continues to ‘‘Position Loading’’ and
ends as ‘‘Calibration finished’’.

6) CALIBRATION BY READING THE MARKERS
This path goes through steps such as ‘‘Marker Scan’’, fol-
lowed by another decision point. A successful scan leads to an
indication that calibration is complete, while an unsuccessful
scan leads to a return to ‘‘Marker Scan’’.

The algorithm is configured to allow two approaches. The
first one involves manually selecting the target destination.
The specific process is illustrated in FIGURE 3, describ-
ing the Manual Target Selection workflow. It begins with
the ‘‘Manual Target Selection’’ phase, followed by position
calibration to ensure accuracy. The system then checks if
the calibration is successful. If it is, it proceeds to scan the
marker; otherwise, it returns to the ‘‘Position Calibration’’
phase. After scanning the marker, a target is selected based
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FIGURE 3. Manual target selection.

on the acquired data for navigation. Subsequently, navigation
to the target begins, during which position checks and cor-
rections are performed regularly if necessary. Upon reaching
the target, the system indicates success to the user. In case
of failure to reach the target, a change of target or further
corrections can be made. The entire process is governed by
a loop that repeats until the user reaches the final destination
or a change in destination occurs.

The second possible approach involves a pick simulation.
The algorithm for the simulation is depicted in FIGURE 4.
It begins with ‘‘Picking Simulation’’, leading to ‘‘Assignment
of Target’’ and then continues to ‘‘Navigation to the Desti-
nation’’, followed by ‘‘Marker Scan.’’ After ‘‘Marker Scan’’
the decision points are: if a condition is not met, proceed
to ‘‘Calibration’’ and if calibration is successful, return to
‘‘Marker Scan’’. If calibration is not needed or is successful,
it moves on to the next decision point, which queries whether
the marker corresponds to the desired position.

The workflow of using the user environment while navi-
gating to the target can be seen in FIGURE 6.
Figure 6A shows the standard visualisation during the

user’s progress to the target in manual mode. The first mode
is manual item selection. The user selects the position they
want to navigate to in the menu. The menu of positions is
in a drop-down list. The list is created for specific positions.

FIGURE 4. Simulation of picking.

After selecting the position, it is confirmed (in Czech:
‘Zobrazit navigaci’). The display shows a navigation line
that guides the user to the destination. In this step, the dis-
played line is followed. When we are close enough, we can
switch the display to ‘‘scan’’ and retrieve the position of
the item. If the position does not match, we can recalibrate
the system and proceed further. If the user does not reach
the target, they have the option to change the target and the
process can be started again. If the user navigates to only
one selected target, the target is named in the yellow window
with the title (in Czech: ‘Další cíl je’). Figure 6B shows the
approach to the target. At this point, a virtual purple arrow
is shown to the user, indicating the exact position. When the
user is close enough to the position, the user can switch again
to the ‘‘scan’’ option. In the scan mode, a target is picked up
(Figure 6C), the user points the mobile device at it and reads
the QR code. The target is then confirmed to have been found.
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FIGURE 5. Summary design of software framework.

For performing further tests, two modes were created in the
application. Manual mode, where the target location can be
selected from a list, is described above, and the second mode
which generates a random list of target locations. The picking
simulation mode works according to the algorithm. The pick-
ing simulation is created for ten randomly generated stock
positions. This mode can be selected using a button (in Czech:
‘Zobrazit výdejku’). This automatically starts the generated
list of items we need to track down. Navigation is again along
the displayed line which leads us to the target. The QR code is
scanned at the target. After a successful scan, the next position
appears. If the position does not match (the minimap helps
us to do this) we recalibrate. The process is repeated for the
remaining targets until we have the whole order.

In conclusion, the FIGURE 5 presents a framework for
an augmented reality system on Android devices. This devel-
oped framework describes the basic structure of the proposed
system and provides an outline of the design concept.

C. TESTING METHODOLOGY
After several initial tests and several development iterations,
a debugged software tool was available to test the reliability
of the combination of the AR packages.

For testing, an order picking form is created in the appli-
cation, which always contains 10 different items that are
randomly generated for testing purposes. In each order, differ-
ent positions are generated each time for navigation. Testing
was performed both during the development of the appli-
cation and after the prototype was built. Navigation and
orientation functionality in space could only be tested in the
warehouse. The scenario of randomly generating order items
was compared for all the iterations equally.

The purpose of the testing is to demonstrate the accuracy,
reliability and stability of the proposed solution that combines

FIGURE 6. User interface: A - manual mode, B - visual target
identification (CÍL means TARGET), C - marker scanning.

standard approaches. The overall behaviour of the application
in guiding the user to the destination was also investigated.
A total of 30 test runs were performed in the first development
iteration, and 71 runs were performed in the sharp version,
with an average distance travelled of 29.38 metres.

The deviation measurement was performed by comparing
the position of the displayed virtual target arrow (its position
is determined by the coordinate of the warehouse position)
and the physical location of the warehouse position (marker).
The distance was measured with a manual tape measure,
which affects the accuracy of determining the deviation.
A textual commentary was also prepared for each route pass.
Any non-standard situations that occurred during the route
traversal were recorded. Such situations can be basically

94512 VOLUME 12, 2024



P. Hořejší et al.: Reliability and Accuracy of Indoor Warehouse Navigation Using AR

divided into two groups: critical errors that lead directly to
the user getting lost and not reaching the destination, and
non-critical errors that do not cause serious failure or loss of
position such as failure to display the navigation line and re-
display.

The assessment of whether a user has ‘‘got to the destina-
tion’’ depends on the subjective assessment of the individual.
The criterion for determining whether the user has reached
the destination is the user’s visual confirmation that the
search product matches the location (which is the destina-
tion). In addition, the application is equipped with a QR
code scanning function that confirms the completion of the
navigation process. If the QR code does not match at the
destination and the app displays an ‘‘error message’’, it means
that the user has not reached the destination.

The experimental testing methodology can be succinctly
summarised as follows: Prior to testing, positions are marked
with QR codes. The application then calibrates based on these
codes or a default position. This is followed by a simulation
of order selection, during which the system generates random
positions. Subsequently, navigation commences using a 3D
AR navigation line directing towards the next positions. Upon
servicing all positions, the system concludes navigation,
ready for the next simulation cycle. This process evalu-
ates the stability and accuracy of navigation across various
developmental stages, providing data for further application
refinements.

III. RESULTS
The pilot testing focused on investigating the accuracy, the
stability of the solution and the behaviour of the application
in guiding the user to the target. The aim of the testing was
to obtain data for improving the application and optimising
it. Based on the outputs, a new version of the software was
created and tested further. The application is only a tool for
testing the different methods.

The following shortcomings were found when using the
input development iteration:

• Starting only at the initial calibration position, naviga-
tion can only be started from one location.

• The navigation line is very high off the ground.
• The navigation line crosses the corners of the rack.
• The user is not informed which position they are being
guided to.

• Avirtual scene restart and subsequent failure of the cam-
era autofocus function was triggered during scanning,
and therefore the camera is constantly focusing.

Changes have been made to lower the navigation AR line
of the Y coordinate, so the line is generated at a defined
height based on the environment recognition, the NavTrajec-
toryAdjustment element has been assigned to the NavMesh
command. A command was added to turn on the camera aut-
ofocus after scene restart. Information elements were added
for a more user-friendly interface – a notification button
on the pointing position and a position information board.

A modification to force the AR camera autofocus on/off,
which causes the camera to constantly focus. There is a
possibility to calibrate to the storage position. Calibration can
be performed from locations other than the starting position.

A. 2nd DEVELOPMENT ITERATION
Reliability testing of the solution has been done for this
second iteration. The result of the measurement was a 73%
success rate for guiding to the target. Out of 30 attempts,
22 attempts were successful in reaching the target. At the
same time, there was a large inaccuracy of navigation to
the target with an average deviation of 0.45 metres. 50% of
the routes showed a deviation greater than 0.3 metres. The
standard deviation is 1.12 metres. The conclusion of the first
test shows significant inaccuracy, as can be seen inTABLE 1.

TABLE 1. Output of the second development iteration application test.

During testing, many instances of problems were noted at
the east wall of the warehouse, where the space is relatively
narrow at 1.3 metres wide and shaded. This area of the ware-
house has inadequate lighting. In addition, there are stacked
boxes against the wall, creating a more complex and even nar-
rower environment. The failures were mostly due to a slight
deviation of the device position in the virtual scenewhich, due
to the narrow space (small distance of the user from the shelf),
caused the virtual position to be outside the NavMesh area
and thus a navigation route could not be generated. If the user
continues moving in the correct direction, the navigation is
displayed again (the virtual position returned to the NavMesh
desktop).

Changes were made to remove the automatic calibration
after scanning the marker, as the calibration is error prone.
Calibration is set to be automatically conditional on the
number of scans without calibration or triggered by the user.
Scanning the QR code for calibration is done repeatedly, but
only if the QR code is still in the scene. The interface has been
improved to add a user directional arrow to the minimap. This
provides better orientation for the user instead of the original
dot. The height of the generated navigation line is still not
satisfactory.

B. INNOVATED APPLICATION
The changes have brought improvements. We achieved fewer
errors and more stable navigation by removing automatic
calibration. The new version has slightly improved navigation
capability. The navigation reliability increased from 73%
to 83%. Out of 70 attempts, 59 reached the destination.
The increase in navigation reliability is 10%. The standard
deviation decreased to 0.91 metres. These results can be
attributed to the elimination of excessive position calibration.
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The current average deviation is less than 0.5 metres. This is
summarised in TABLE 2.

TABLE 2. Output of the innovated application test.

The warehouse is illuminated by skylights and windows
on the west side, from which bright light penetrates the hall.
Passing through an aisle in which the light was only from
windows in the wall and pendant lights, without a skylight,
this combination created a tunnel effect. Even for the human
eye, it was difficult to focus on details at times, as the glossy
floor and painted surfaces of the shelves greatly reflected
the sunlight. Conversely, if the route leads away from the
windows towards the wall and the aisle has a skylight, the
lighting conditions are much more favourable, and the details
of the painted surfaces are more distinct.

A problem in testing repeatedly came up when moving
against a bright backlight. In such cases, the application had
trouble correctly determining the distance covered and often
resulted in random bouncing of the guideline and subsequent
incorrect determination of the rack position. In such cases,
a large part of the display image is over-illuminated. Target
points are then difficult to detect. In certain situations, the
application was able to catch this error and calculate its
position, but only when the user moved at least one metre
away.

Following the second development iteration, it was deter-
mined that recalibration after scanning the QR code is
unnecessary, as the algorithm’s stability sufficed for sub-
sequent navigation. The original version of the application
included automatic calibration, which was removed in the
second development iteration. This adjustment stemmed
from findings in previous testing, indicating error-prone
repeated calibration (with each QR code scan) due to high
non-convergence between real and virtual environments.
Automatic calibration was replaced with conditional cali-
bration based on the number of scans without calibration
or user-induced calibration, thereby reducing the risk of
human-induced position and rotation miscalibration. It was
confirmed that calibration based on a conditional scan count
leads to a more stable and accurate algorithm, enabling
traversal of three to five storage positions without additional
calibration.

Many applications using ARCore and ARFoundation
libraries include customisations such as implementing pro-
prietary object recognition algorithms, performance optimi-
sations, user interface adjustments, and integration with other
technologies. This approach enables the achievement of spe-
cific functionalities that standard libraries may not offer. If we
focus on a general level of implementation for this soft-
ware framework in various environments, it is not feasible.

The algorithm is specifically designed for a particular virtual
environment, meaning that any minor change in the real envi-
ronment can easily disrupt compatibility with virtual objects.

FIGURE 7 is a graph showing the reliability scores for
each route subjected to experimental verification. Reliability
was categorised into three levels: Low, Medium, and High.
The Low level indicates a route with a critical error, where the
user did not reach the target destination. The Medium level
signifies that the user reached the target destination, but a
non-critical error occurred during navigation. The High level
is the best, indicating no errors in navigation and the user
reached the destination without issues. The overall reliability
score, ranging from 0 to 3, was then calculated. For the second
development iteration, we are slightly above themedian level.

FIGURE 7. Levels of certainty for 2nd development iteration.

We applied the same approach used in the second devel-
opment iteration to evaluate the reliability level of the
innovative application, the results of which are depicted in
FIGURE 8. The resulting reliability level is higher than in
the second development iteration, with the value increas-
ing from 2.20 to 2.41. This level represents reliability almost
halfway into the High category.

The overall view of all the resulting reliability levels can be
seen in FIGURE 11. Here, we can clearly observe how the
overall level has improved over the development iterations.
The outcome suggests that there is still room for improving
and enhancing stability, which will contribute to the overall
reliability rate.

FIGURE 10 and FIGURE 9 show the Cumulative Flow
Diagrams (CFD) for each development iteration. Each dia-
gram features four lines: the blue line represents the cumu-
lative count of goal achievements, the green line indicates
the number of faultless navigations, the yellow line shows
non-critical navigation states, and the red line depicts critical
states of failing to reach the target position. The diagram
(see FIGURE 10) indicates good performance with some
variability, demonstrating that tasks are generally completed
successfully with a manageable number of errors. In contrast,
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FIGURE 8. Levels of certainty for innovated application.

FIGURE 9. Overall level of certainty.

the diagram (see FIGURE 9) demonstrates a robust and
stable process over a longer period, with a higher volume
of tasks and clearer trends indicating consistent performance
and effective error management.

IV. DISCUSSION
The navigation took place in a warehouse with an area
of 36 × 40 metres. During the testing, adequate changes in
direction, obstacle avoidance and other deviations on the
route were observed. A different route than the suggested
method could be used, and after a while the navigation inde-
pendently re-routed itself to the new route to the destination.
From the results of the reliability measurements, it can be
concluded that the method was relatively reliable and guided
the user to the target to a high degree. It should not be
forgotten that the method showed navigation line dropouts

FIGURE 10. Cumulative flow diagram (cfd) for innovated application.

and is significantly sensitive to light conditions. This caused
the user to become disoriented, especially against the light.
Themethod is simple to understand and easy to use. Basically,
you just ‘‘follow’’ the line. This feature needs to be tested
for user acceptance on probands in future research to fully
confirm its applicability in practice. Several virtual elements
for notifications have been added to the application for ease
of understanding and clarity. The method does not work with
any safety features that could prevent or warn about a possible
collision.

A similar approach was taken by Zhang et al. [22]. They
created an application for the Android operating system
in the Unity development environment using a combina-
tion of ARCore and AR Foundation, but compared GPS
accuracy with the SLAM method - an inappropriate com-
parison for indoor navigation given the poor satellite signal.
The waypoint accuracy of GPS is 0.52 metres, while the
SLAM accuracy is substantially higher at 0.0059 metres.
Ayyanchira et al. [31] created a similar system based on a 1:1
CAD baseline, which we also transferred to a development
environment.

Liu and Meng [19] state that a significant contribution in
AR navigation is creating virtual objects which also contain
textual information. We have implemented this feature in a
virtual-information panel that is displayed near the relevant
point of interest - it adds information to the specific position
and displays the name of the object. Huang et al. [51] work
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with beacons in contrast to the inertial sensors we applied
in our study. This technology works on a similar principle
to Bluetooth. Rubio-Sandoval et al. [67] also came up with
a similar indoor system by applying position recognition
using QR codes. The navigation line is based on Dijk-
stra’s algorithm. The application is similar to that developed
by [68], who only deal with the functionality of the applica-
tion. Noreikis et al. [69] achieved less than 1 metre position
accuracy and less than 5 degrees gaze direction accuracy for
image-based k-localisation, with 90% of the target location
achieved. The navigation is based on the A∗ algorithm and a
3D point cloud in a cloud environment. It is a hybrid approach
that combines image-based localisation and inertial tracking.
Sato et al. [70] use BLE Beacons for position localisation
and achieve a navigation accuracy of 1.65 metres on aver-
age. Gang and Pyun [71] achieved an average accuracy of
1.61 metres when localising BLE Beacons combined with
QR markers. Chidsin et al. [54] with a hybrid ORB-SLAM
system achieved navigation with markers accurately 81.82%
of the time and up to 99% of the time with navigation arrows.
It can be said that even with a very accurate point cloud, the
accuracy does not fully translate to augmented reality. Morar
et al. [72] compared ARCore phone localisation technology
with a VR solution, the HTC Vive device. The ARCore
localisation technology exhibits lower average errors in tra-
jectory and orientation compared to the HTC Vive solution.
However, fluctuations in errors can still pose challenges. The
limited lifespan of cloud anchor points remains a concern for
applications intended for long-term deployment.

The proposed solution is seemingly quick and easy. It is
also not necessary to use additional technologies in the form
of Wi-Fi, RFID, etc. If it needs to be extended, it must be
modified depending on the new conditions. This is also a
limitation of the design, if it is an environment that is very
changeable, then it needs to be modified for every change.
So, the proposed method can be recommended for stable and
long-term unchanging environments. In testing, there was an
uncomfortable feeling of constantly looking at the display,
the user has the feeling of moving in the display and not in
reality, and there may also be a potential risk of collision with
moving objects and people. From this it can be concluded
that HMD glasses should be used as the primary navigation
device for the AR system. During the measurements, the
device exhibited increased temperature and touch sensitivity.
A fully charged phone with a battery capacity of 4500 mAh
discharged in less than 4 hours of testing. It is advisable to
choose sufficiently powerful hardware with the latest version
of Android. The application relies on the ARCore module to
determine the location, which primarily uses image recogni-
tion, and the location is not modified in any way - it depends
entirely on algorithms compiled by Google.

The Image Tracking feature was only tested in a trial ver-
sion during application development and was not included in
the final version of the application. The original idea of incor-
porating Image Tracking was to switch on the QR code reader
when a marker was captured. From our tests it was found that

Image Tracking was not unique enough for AR Foundation
despite the embedded icons and distinctive frames for each
position marker. When a new marker was inserted into the
library, the algorithm did not recognise another marker.

V. CONCLUSION
The main purpose of implementing this kind of application
is to make it faster and easier to navigate in the warehouse,
especially for people who are just starting their training. The
current potential of this application is also its use for order
picking and order preparation. Primarily, it works with a com-
bination of ARCore and AR Foundation, which are designed
for Android devices. During the design and development
phases we also focused on the user interface and its usability.
Optimisation and precision were key elements of our design.
Therefore, each version was tested and then evaluated and
improved.

Is it possible to achieve 99% accuracy in inertial sensor-
based applications? Testing has confirmed that it is not
possible in the current version. At most the target was reached
83% of the time, which is insufficient for practical appli-
cations. Higher accuracy could probably be achieved using
a hybrid solution. A technology suitable for this is SLAM,
which can potentially achieve these results, but it is necessary
to implement a combined solution that would provide more
accurate values. Again, there is a risk of increased inaccuracy
as the conversion of the point cloud to augmented reality
reduces accuracy.

Augmented reality is an indispensable technology for
Industry 4.0. Although augmented reality is not currently
being fully deployed in industry, this situation may change
rapidly with increasing investment in hardware and soft-
ware. Here we have focused on the logistics sector, where
augmented reality applications appear to have the biggest
potential and will form the backbone of Operator 4.0. In this
area, augmented reality brings faster, more flexible, and
clearer decision making. It makes it easier and helps to
quickly identify the position and navigate to the target
location. Augmented reality also reduces the risk of order
complaints that are caused by human factors. It is necessary
to highlight here an element missing in the current version,
namely security. This element needs to be added and further
improved and tested. Augmented reality holds great potential.
With increasing interest and investment, this technology is
improving, both in terms of hardware and software. We can
see such rapid changes now with the large-scale emergence
and application of AI-based systems. We can count on a
similar trend in the future with augmented reality in many
fields, not only in logistics.

The next direction of the application development can
be seen in the improvement of position determination and
to reduce the susceptibility of the application to lighting
conditions. One possibility is to use Vuforia’s Area Tar-
get technology. The risk here is that storage areas change
frequently, or the environment is too homogeneous and
difficult to recognise. A possible option is to choose a
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combination of technologies and incorporate radio tech-
nology such as UWB, RFID or SLAM into the design.
It is essential to test the application on probands for usability
and user-friendliness and process their suggestions for further
development. It is also important from a usability perspective
to test the application through HMD glasses for augmented
reality, e.g. Microsoft HoloLens 2 or Apple Vision.
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