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ABSTRACT An increasing number of services are being offered online, which leads to great difficulties in
selecting appropriate services during mashup development. There have been many service recommendation
studies and achieved remarkable results to alleviate the issue of service selection challenge. However, they
are limited to suggesting services only for a single round or the next round, and ignore the interactive nature
in real-world service recommendation scenarios. As a result, existing methods can’t capture developers’
shifting requirements and obtain the long-term optimal recommendation performance over the whole
recommendation process. In this paper, we propose a deep reinforcement learning based interactive service
recommendation model (RLISR) to tackle this problem. Specifically, we formulate interaction service
recommendation as a multi-round decision-making process, and design a reinforcement learning framework
to enable the interactions between mashup developers and service recommender systems. First, we propose
a knowledge-graph-based state representation modeling method, wherein we consider both the positive and
negative feedbacks of developers. Then, we design an informative reward function from the perspective of
boosting recommendation accuracy and reducing the number of recommendation rounds. Finally, we adopt a
cascading Q-networks model to cope with the enormous combinational candidate space and learn an optimal
recommendation policy. Extensive experiments conducted on a real-world dataset validate the effectiveness
of the proposed approach compared to the state-of-the-art service recommendation approaches.

INDEX TERMS Service recommendation, interactive recommender systems, reinforcement learning,
knowledge graph, mashup creation.

I. INTRODUCTION
As a result of the fast development of service-oriented
computing (SOC) technologies, the quantity and diversity
of Web APIs (also called services in this paper) have been
growing rapidly. By taking advantages of existing Web APIs,
Mashups offer a way to create completely new and innovative
services in an agile manner and to substantially accelerate
the development circle of Web applications [1]. However, the
enormous number ofWebAPIsmakes it increasingly difficult
for mashup developers to quickly and accurately find desired
ones. To relieve this difficulty, researchers have proposed
powerful service recommendation methods [2], [3], [4] in the
past decade.

Although conventional service recommender systems have
shown their effectiveness in solving the issue of information
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overload, they treat service recommendation as a one-round
prediction task and ignore the interactions between mashup
developers and recommender systems, leading to unsatisfied
recommendation results and bad user experience. For exam-
ple, after a developer inputs the requirement description of
the mashup to be developed, the recommender will generate
top-K recommendation list. Even when there is no required
Web API in the list, the conventional recommender won’t
take further action. In this not uncommon circumstance, the
recommender doesn’t work to relieve the burden of API selec-
tion for mashup developers. This motivates the development
of an interactive service recommender system in our work,
which encourages developer-recommender interactions to
help developers find their required APIs efficiently.

Interactive Service Recommendation (ISR) is formu-
lated as a multi-round decision-making process. In each
round, the recommender delivers a list of APIs to
the developer and will receive feedbacks from her/him
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(i.e., the developer selects each recommended API or not),
according to which the recommender subsequently derives
the next recommendation decision in a sequential manner.
The recommendation-feedback interaction is repeated until
the end of this visit session of the developer. Taking an
‘‘itinerary planning’’ mashup as an example, when the
developer selects one service— Google Maps from the first
round recommendation list, the developer’s requirements are
shifting and don’t need map services anymore. Then, the
recommender should not recommend additional map services
(e.g., Microsoft Bing Maps), but other types of services
(e.g., weather report services or hotel booking services) in
the second round recommendation list. The goal of ISR is
to explore developers’ dynamic requirements, as well as
to exploit the learned mashup profiles, to provide accurate
service prediction, so as to optimize the outcome of the entire
recommendation sequence.

The most similar works to ours are three recent models:
HISR [5], DINRec [6] and iSRec [7]. They all do the
next-round service recommendation, i.e., given the target
mashup to be developed and some selected services, they
make one-round prediction to recommend the following
services. Although they can capture developers’ shifting
requirements to some extent, they only pay attention to
the performance of the current round recommendation.
For example, they don’t consider the issue that they will
generate the same ranking list when the current top-K rec-
ommendation list contains no ground-truth services. In such
circumstance, the received feedbacks that the recommended
services in current round are not required by the developer
provide useful information that can help the recommender
make better recommendations in later rounds. The existing
next-round service recommendation approaches ignore the
important influences from current round to later ones, and
can merely provide locally optimal recommendations for
each round. Instead, a more desired approach should focus
on learning a globally optimal recommender taking all
interaction rounds as a whole.

To capture developers’ dynamic requirements and maxi-
mize the long-term performance over all interaction rounds,
we propose a deep Reinforcement Learning based Interactive
Service Recommendation model (RLISR). Specifically,
we formulate the problem of interactive service recommen-
dation as a Markov Decision Process (MDP) and design a
Reinforcement Learning (RL) framework with three main
components (i.e., state representation, reward setting and pol-
icy learning) to solve this problem. To obtain an informative
state representation, we first construct a Knowledge Graph
(KG) to effectively organize and make full use of related
information of mashups and APIs, then propose a KG-based
state representation learning method by integratedly utilizing
the constructed KG, the contents of Web APIs and the
historical interactions between the mashup developer and
the recommender system. We also consider the positive and
negative feedbacks at the same time to guarantee that the rec-
ommender can generate a new reasonable recommendation

list for the next round even if there is no required services in
the current round recommendation list. After that, we design
a reward function which comprises ID-based reward signals
to encourage the recommender to generate required APIs
as accurate as possible and round-based reward signals to
prompt the recommender to reduce the number of rounds
to complete the whole recommendation. Next, we adopt a
cascading Q-networks model to cope with the enormous
combinatorial action space and learn an optimal policy to
generate a recommendation list. Finally, we validate the
effectiveness of our approach by comprehensive experimental
results and analysis.

The contributions of our work can be summarized as
follows:
• We provide an in-depth analysis of the issue of interac-
tive service recommendation that have not been suffi-
ciently discussed. Unlike existing service recommenda-
tion models that only pay attention to the performance
of the single round or the next round, we formulate ISR
as a multi-round decision-making process and model its
target as maximizing the long-term performance of the
whole recommendation process.

• We propose a RL-based interactive service recom-
mendation model, which features a KG-based state
representation component, an ID-based accuracy and
round number sensitive reward function and a cascading
Q-networks model based policy learning algorithm.
To the best of our knowledge, this is the first effort
to leverage deep RL to provide interaction ability for
service recommender systems to boost the efficiency of
mashup development.

• We conduct extensive experiments on a real-word
dataset from ProgrammableWeb. The comparative
results demonstrate that our approach achieves higher
performance compared to the state-of-the-art service
recommendation models.

The remainder of this paper is organized as follows.
Section II introduces the related works. In Section III,
we formulate the research problem. Section IV presents the
proposed RLISR framework in detail. Section V describes
the experimental settings, results and analysis. Section VI
concludes this paper and proposes the future work.

II. RELATED WORK
Here we briefly review related work on two topics: service
recommendation and interactive recommendation.

A. SERVICE RECOMMENDATION
Service recommendation for mashup development has been
extensively studied. According to whether there are already
some selected services or not, we divide existing service
recommendation approaches into two types, i.e., single-
round service recommendation and next round service
recommendation.

Most service recommendation models are single-round
ones, that only predict a top-K recommendation list once.
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These methods can further be divided into three categories
based on the information used: content-based, collabora-
tive filtering (CF) based, and hybrid service recommen-
dation models. Content-based service recommendation
approaches typically make recommendations by measuring
the similarity of the contents between mashups and services.
Early studies used keyword-based approaches such as Word-
Net [8] and the vector space model [9] to match mashups
and services. Although these methods are easy to implement,
they can’t really understand the semantics and recommend
semantically relevant services. Therefore, Li et al. [10], and
Zhong et al. [11] used topic modeling to explore the semantic
relationships between mashups and services, and bridge
the vocabulary gap between mashup developers and service
providers. Shi et al. [12] proposed a text expansion and deep-
model-based approach to deal with the data sparsity and
vocabulary gap problem through expanding the description
content at sentence level. To sum up, content-based service
recommendation methods have relatively low performance
for the limitation of textual and semantic similarities.
CF-based service recommendation methods generally
recommend the services used by the mashups which are
most similar to the target mashup. Wu et al. [13] proposed
a ratio-based method which get the similarity between devel-
opers or between services by comparing the attribute values
directly. Zou et al. [14] integrated mashup-based and service-
based similarity information into a singleton collaborative
filtering algorithm and removed mashups/services dissimilar
to the target mashup/service. Cao et al. [15] exploited
the implicit co-invocation relationship between services
to recommend diverse services for each mashup clusters.
Nevertheless, CF-based methods can’t guarantee that all
services used by the most similar mashups can meet the target
mashup’s requirements. Hybrid service recommendation
approaches integrate content and historical interaction
information to make recommendations. Yao et al. [16]
proposed a novel approach which considered simultaneously
both rating data and semantic content data of web services
by using a probabilistic generative model. Xiong et al.
[17] designed a framework, in which invocation interactions
between mashups and services as well as their functionalities
are seamlessly integrated into a deep neural network to
characterize the complex relations between mashups and
services. Botangen et al. [18] proposed a method for data
expansion of the matrix decomposition recommendation
model using geographical location information and function
description. Nguyen et al. [19] proposed an attentional PMF
model that mines the relationship between services from
both their contextual similarities and invocation history.
Generally, hybrid methods achieve higher recommendation
performance compared with the aforementioned two kinds
of methods. There are many other classic works not listed
here due to space limitation. Overall, single-round service
recommendation models only recommend services once for
a new mashup requirement regardless of the precision and
recall of their recommendation results. This makes them

inefficient to help developers select required services or even
useless in the not uncommon circumstance that there is no
ground-truth service in the recommendation list.

To help developers select the remaining services, next
round service recommendation models have been proposed
in the recent time. Xie et al. [7] proposed a model that
can both make single-round recommendation and next round
recommendation by integratedly utilizing related information
in a way of constructing a heterogeneous information
network. Ma et al. [5] designed a model to make next-round
recommendation by capturing the interactions among the
target mashup, selected services and the following service
to recommend with an attention mechanism. Xiao et al. [6]
designed a model named DINRec to make the following
service recommendation by utilizing the composition and
cooperation relationships between services.

Although next round recommendation methods can poten-
tially be used to make multi-round service recommendation,
they only focus on the performance of the current recommen-
dation round, and overlook developers’ long-term satisfaction
over the whole recommendation process.

B. INTERACTIVE RECOMMENDATION
Interactive recommender systems (IRS) [20] have drawn
huge attention recently because of its flexible recommen-
dation strategy and the consideration of optimal long-term
user experiences. One way to implement IRS is multi-armed
bandit (MAB) methods [21], where recommending an item is
regarded as picking an arm while user’s feedback is collected
as the reward of the corresponding arm selection. However,
due to the limitation of the MAB modeling, these methods
assume that the user preferences remain unchanged during
the recommendation process, which goes against the dynamic
nature of IRS. During the past years, the landscape of RL
research has grown profoundly [22], [23], [24], resulting in
more and more RL-based IRS. By formulating multi-step
decision making as aMarkov decision process, RL inherently
considers how users’ preferences evolve over time and
maximizes their long-term satisfaction with recommendation
results. Chen et al. [25] proposed a tree-structured RL-
based recommendation framework, for solving three main
challenges in IRS, i.e., time inefficiency, cold-start and
data inefficiency. Zhou et al. [26] proposed a knowledge
graph enhanced Q-learning framework for IRS to address
the sample complexity issue. Wu et al. [27] considered the
problem of cross-domain interactive recommendation and
proposed a novel framework aiming to be doubly-adaptive
to both static representation and dynamic interaction in IRS.
Lei and Li [28] modeled the user-specific information of both
preferences and relationships for IRSwith explicit feedbacks.
Zou et al. [29] introduced a model to simulate the envi-
ronments and assist TD-based policy improvement for IRS.
Though there still are other representative IRS models, they
mainly focus on traditional recommendation fields, and there
is no research work on long-term performance oriented inter-
active service recommendation to the best of our knowledge.
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To sum up, interactive service recommendation is a
meaningful research topic. On the one hand, handling
the interactive nature in service recommendation scenario
can boost long-term satisfaction of mashup developers,
like popular social platforms (e.g., YouTube, TikTok, and
Instagram) make interactive recommendation for their users.
On the other hand, interactive service recommendation is
a non-trivial problem for it has unique input and output
information and feedback mode.

III. PRELIMINARIES
In this section, we introduce the related definitions and
formulate the problem of interactive service recommendation
for mashup creation. To help readers to understand easily,
Table 1 lists the key notations used in the following sections.

TABLE 1. Notations.

A. SETTING
A service ecosystem in this work refers to a service
management platform to improve developer productivity
and accelerate Web application delivery with speed and
quality, in which there are a set of Mashups M =

{m1,m2, . . . ,m|M|}, a set of Web APIs I = {i1, i2, . . . , i|I|},
and their invocation information. To provide ISR functional-
ity for a service ecosystem, the interactive model between the
recommender system and the mashup developer is designed
to be simplistic yet typical. It’s set to be a multi-round
interaction process that lasts for a period of time. At each
round, according to the observations on past interactions,
the recommender agent delivers K Web APIs in one list to
a mashup developer. The developer provides feedback by
picking up some or none of these APIs according to the
requirements of the target mashup, and then the recommender
agent recommends a new list of K services. This process
continues until all the required services are selected out by the
developer or the number of recommendation rounds reaches a
predifined threshold. The advantage of this simplistic setting
is that the recommender system will be easy to access the
behavior of the active developer just by observing which
services in the recommendation list are selected by her/him.

However, it’s worth pointing out the limitations of the
ISR setting assumed in the paper and our corresponding
ISR model. First, we make service recommendation based
on service functionality and don’t consider the quality of
services like [30]. Additionally, we only focus on a particular
type of services, i.e., Web APIs, and don’t consider other
typical types of services, e.g., edge services [31] and IoT ser-
vices [32]. Furthermore, it will bemore usable and convenient
if the developer can remove the selected services that she/he
regret choosing, or can do active searching by inputing some
information in the recommendation process to facilitate accu-
rate recommendation. We don’t consider these complicated
circumstances and leave such supports in the future.

B. PROBLEM FORMULATION
The nature of developer interaction with a service rec-
ommender system is sequential and the problem of rec-
ommending the best services to a mashup developer is
not only a prediction problem, but a sequential decision
problem as well. This suggests that the ISR problem could
be modeled as a Markov Decision Process (MDP) and be
solved byRL algorithms. Since RL is able to take into account
the long-term developer engagement with the recommender
system, it holds the promise to help mashup developer select
all required services out as quickly as possible.

To improve the potential recommendation performance of
RL models with only a limited amount of service interaction
data, we utilize knowledge graph (KG) techniques to guide
the RL-based learning method for ISR. Given a service
ecosystem, there exist various types of objects (e.g. mashups
and Web APIs) and rich relationships among them, which
can be modeled by constructing a Service Recommendation
Knowledge Graph (SRKG).
Definition 1 (SRKG): The SRKG can be defined as a set

of triplets G = {(eh, r, et )|(eh, et ∈ E) ∧ (φ(eh), φ(et ) ∈
E ), (r ∈ R) ∧ (ψ(r) ∈ R )}, where E is the set of entities,
φ : E → E is an entity type mapping function and each
entity e ∈ E belongs to an entity type φ(e) ∈ E ; R is the set
of relations connecting two entities,ψ : R→ R is a relation
type mapping function and each relation r ∈ R belongs
to a relation type φ(r) ∈ R . Each triplet (eh, r, et ) ∈ G
characterizes the semantic relatedness between a head entity
eh ∈ E and a tail entity et ∈ E with the relation r ∈ R.

According to existing studies [33], [34], not all information
accumulated in a service ecosystem contributes to the
accuracy of service recommendations. So we construct
SRKGby only using themost useful knowledge. Specifically,
E = {M , S,C,T } and R = {MS, SM ,MC, SC,MT , ST },
where M , S,C and T denote four main types of objects,
i.e., mashups, Web APIs, categories and topics respectively;
MS, SM ,MC, SC,MT and ST denote six main types of
relations, i.e., the composed-by/composing relations between
mashups and Web APIs, the labeled-with relations from
mashups to their categories, and from Web APIs to their
categories, the described-by relations from mashups to their
topics, and fromWeb APIs to their topics. We adopt a vanilla
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FIGURE 1. The overall framework of RLISR.

probabilistic topic modeling method—LDA to identify the
entities with type T and extract relations with types MT and
ST from description contents of mashups and Web APIs.

Considering the mashup developer and the service ecosys-
tem with its constructed SRKG as the environment and the
service recommendation algorithm as an RL agent, the ISR
process is formulated as an MDP in this work, in which the
key components are defined as follows.

• State S: This is a continuous state space that describes
the environment states. A state st ∈ S at round t is
determined by both the requirements of the mashup
to be developed and the interaction history between
the mashup developer and the recommender agent
before t . SRKG can provide rich and distinguishable
information for mashups and Web APIs by their
latent knowledge-level connection to generate state
representation.

• Action A: This is a discrete action space. An action

At = {at1:K } = {i
t
1, . . . , i

t
K } ∈

(
It
K

)
is composed of

K atomic actions, and each atomic action atj ∈ {a
t
1:K }

(1 ≤ j ≤ K ) predicts one Web API itj for

recommendation.
(
It
K

)
means the set containing all

subsets of K items of It , where It ∈ I are available
services to be recommended at round t . Thus, At is a
subset of K APIs chosen by the recommender agent
based on current state st from It to display to themashup
developer.

• Reward R: Once the agent chooses a suitable action
at based on the current state st at round t , i.e.,
recommending a new list of APIs to a developer, the
developer will browse these APIs and pick out the APIs

to be used. Developer’s feedback on the recommended
APIs accounts for the reward r(st ,At ), which is used
to improve the policy π adopted by the recommender
agent.

• Transition probability P: The transition probability
p(st+1|st , at ) is defined as the probability of state
transition from st to st+1 when action at is taken by
the agent. Because we adopt model-free RL methods,
p(st+1|st , at ) = 1, i.e., once a new list of APIs
is recommended and the corresponding developer’s
feedback is provided, the state transition is determined.

• Discount factor γ : The discount factor γ ∈ [0, 1] is
used to balance between future and immediate rewards.
With γ = 0, the recommender agent becomes myopic,
i.e., it only focuses on immediate reward. On the
contrary, if γ = 1, the agent becomes farsighted and
focuses more on future rewards.

With the notations and definitions above, the ISR problem
can be formally defined as follows: Given the historical MDP,
i.e., (S,A,P,R, γ ), the goal is to find a recommendation
policy π∗ parametrized by θ to maximize the expected
discounted cumulative reward over the whole ISR process as

π∗ = argmax
πθ

E

[
τ∑
t=0

K∑
k=1

γ tr(st ,At )

]
, (1)

where τ is the round number of the whole recommendation
process.

IV. THE PROPOSED MODEL
In this section, we detail the proposed RLISRmodel. As illus-
trated in Fig. 1, it supports the interaction between mashup
developers and recommender agent in an iterative way, and
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contains three main components: state representation, reward
setting and recommendation policy learning. Generally,
In RLISR, the recommender agent obtains state embeddings
via the state representation component which is modeled by a
dedicated neural network and takes the environment as inputs.
Then, the agent conducts recommendation under the policy
which is learned by the recommendation policy learning
component that models the policy as a cascading Q-networks
model [24] and updates the policy according to the received
rewards. The rewards are calculated by a reward function
designed to both consider the recommendation accuracy and
the round number to complete the whole recommendation
process. At last, the parameters of state representation and
policy learning are calculated at the same time through the
RL trial-and-error process.

A. SRKG-BASED STATE REPRESENTATION
State representation is a fundamental component in RLISR
and should summarize information from the environment
containing developers, APIs, and the context. As shown in
Fig. 2, we assume that the recommender system is performing
the t-th round recommendation. To model and learn a good
state representation, we encode the characteristics of 3 kinds
of information for a state, i.e., the service recommendation
knowledge graph (SRKG), the contents of Web APIs and the
historical interactions between the mashup developer and the
recommender system. To be specific, a GCNmodel is utilized
to incorporate rich information to generate representations of
mashups and APIs, a Doc2vec-based pre-training model is
utilized to exploit the contents of Web APIs to enhance API
representation, and a GRU model is adopted to encode the
historical interactions of the mashup developer.

1) SRKG-BASED ENCODING FOR MASHUPS AND WEB APIS
It’s a basic and critical task to represent mashups and APIs for
state encoding. As mentioned in Section III-B, we construct
SRKG to organize and exploit rich related information
for service recommendation. Since SRKG links mashups,
APIs and other entities like categories and topics together,
we can take advantage of the semantic and correlation
information among entities in SRKG for good mashup and
API embedding. We build upon the architecture of graph
convolution network (GCN) [35] to distill structural and
semantic knowledge in SRKG into a low-dimensional dense
node representation.

The computation of the node’s representation in a single
graph convolutional embedding layer is a two-step procedure:
information propagation and embedding aggregation. These
two procedures can naturally be extended to multiple hops
to capture high-order structural proximity among entities.
We use the notation k to identify the k-th hop, and denote
the representation of a head entity h or a tail entity t at
the k-th hop as ekh ∈ Rde or ekt ∈ Rde . In each layer,
first, we employ knowledge-aware attention mechanism [36]
to perform information propagation between a given head

FIGURE 2. SRKG-based state representation, in which mashup
representation is generated by SRKG embedding, API representation is
generated by SRKG embedding and enhanced with content pre-training,
and positive and negative feedbacks are all considered to form the final
state representation.

entity h and its neighbors:

ek−1Nh
=

∑
(h,r,t)∈Nh

π̃ (h, r, t)ek−1t , (2)

whereNh = {(h, r, t)|(h, r, t) ∈ G} denotes the set of triplets
in which h is the head entity. π̃ (h, r, t) is the normalized value
of a coefficient π (h, r, t) across all triplets connected with h
by adopting the softmax function:

π̃ (h, r, t) =
exp(π (h, r, t))∑

(h,r ′,t ′)∈Nv
exp(π (h, r ′, t ′))

, (3)

where π (h, r, t) acts as a filter controlling the decay degree
on each propagation on edge (h, r, t) and indicating how
much information being propagated from t to h conditioned
on relation r . It’s implemented via relational attention
mechanism in this paper, which is formulated as follows:

π (h, r, t) = (Wrek−1t )⊤ tanh
(
(Wrek−1h )+ er

)
, (4)

where er ∈ Rdr denotes the embedding of relation r , and
Wr
∈ Rdr×de is the transformation matrix of r , projecting

entities from the de-dimensional entity space into the dr -
dimensional relation space. This makes π (h, r, t) dependent
on the distance between eh and et in the relation r’s space and
capable of suggesting which neighbor nodes should be given
more attention to capture collaborative signals.We select tanh
as the nonlinear activation function and employ inner product
on these representations for simplicity.

The second procedure is to aggregate the entity represen-
tation ek−1h and its neighborhood representation ek−1Nh

as the
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new representation ekh of entity h:

ekh = LeakyReLU
(
Wk (ek−1h + ek−1Nh

)+ bk
)
, (5)

where we sum two representations up and apply a non-
linear transformation by setting the activation function as
LeakyReLU. Wk and bk are trainable parameters for k-hop
neighborhood aggregator.

After performingK layers, we obtain multi representations
for entity h, namely {e0h, e1h, . . . , eKh }. The output of
different layers emphasizes different levels of connectivity
information. Therefore, we obtain the final representation by
concatenating the representation of each step into a single
vector, as shown below.

e∗h = e0h∥e
1
h∥ · · · ∥e

K
h . (6)

For notational convenience, we denote the representation
of API node i generated from the previous K information
propagation and embedding aggregation steps as iG (i.e.,
iG = e∗h). Generally speaking, iG is a mixture of initial
representations of i and its neighbors up to K hops away.
As the same way, we denote the representation of mashup
node m as mG.

2) CONTENT ENCODING FOR WEB APIS
In ISR scenario, each Web API has its contents (i.e.,
description content and categories) which are important to
identify its functionalities. To incorporate such valuable
information into state representation directly, we adapt
Doc2vec model [37] to learn a fixed length feature vector
for each API. Doc2vec is an unsupervised model to provide
fixed-length representations for variable-length pieces of
contents, such as sentences, paragraphs, and documents.
However, besides description content, the categories a service
belongs to are significant to distinguish it. So, we propose
a Doc2vec-cat model to encode the description content and
categories at the same time, and here have a brief introduction
of it.

As shown in Fig. 3, the distributed memory model of
paragraph vectors [37] is adopted. Every description content
is mapped to a unique vector which is represented by a
column in matrix D, every category is mapped to a unique
vector which is represented by a column in matrix C , and
every word is also mapped to a unique vector which is
represented by a column in matrix W . Given an API i,
its category vector is formed by averaging the vectors of
its categories. Then, the representation of i is formed by
concatenating its description vector and its category vector.
TheAPI representation is asked to contribute to the prediction
task of the next word given many contexts sampled from its
description content. Specifically, word vectors are averaged
and then concatenated with the representation of i to predict
the next word in a context. After being trained, the obtained
representation can be used as the content encoding of i, and
is denoted as iC .

FIGURE 3. Framework of Doc2vec-cat model.

3) HISTORICAL INTERACTION ENCODING
For an API i, we can obtain its content embedding iC and
its graph embedding iG through the above two steps. Its
final embedding i is formed by concatenating these two
embeddings, i.e.,

i = iC∥iG. (7)

Then, we can encode the most important information for state
representation, i.e., the historical interactions between the
mashup developer and the recommender system.

ISR is a sequential decision-making process. At round
t , it is natural to form a selected API sequence Pt =
{i1, i2, . . . , ip} and an unselected API sequence Nt =

{i1, i2, . . . , in} ordered by the recommendation round and the
rank in the recommendation list for each round. Pt is the
cumulative positive feedbacks of the mashup developer and
represents the already satisfied functional requirements of the
target mashup. Nt is the cumulative negative feedbacks of
the mashup developer and represents the unrelated functional
requirements or unmatched APIs of the target mashup.
We call Pt andNt as the observationsOt of the environment
(i.e., Ot = Pt ∪Nt ). They are both significant for predicting
APIs to be possibly used next to complete the mashup. Due
to the sequential nature of Pt and Nt , any sequential neural
model (e.g., LSTM or Transformer) can be adopt to encode
them. Here, we utilize a classic neural network—GRU [38]
for its simplicity and efficiency. The encoding of mashup
developer’s historical interactions with the recommender
system is calculated as follows:

mP
t = GRU(Pt )

mN
t = GRU(Nt ), (8)

where GRU denotes the whole GRU neural model. The
structure of its component blocks is not detailed anymore for
it isn’t the focus point of this work.

4) THE FINAL STATE REPRESENTATION
Based on the above discussions, we are ready to give the
final state representation in our model. For a state st , its
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representation st is the combination of three representation
vectors:

st = mG
+mP

t −mN
t , (9)

where ‘‘+’’ and ‘‘−’’ denote the element-wise addition and
subtraction operator respectively.mG is the graph embedding
of mashup m obtained via Eq.(6), mP

t and mN
t are the

interaction embeddings at round t calculated via Eq.(8). It is
worth mentioning that iC is obtained through pre-training,
while iG, mG, mP

t and mN
t are all learned in an end-to-end

manner.
For simplicity, the set of the whole network parameters

for computing st , including parameters of SRKG-enhanced
encoding module and parameters of historical interaction
encoding module, is denoted as 2S .

B. REWARD SETTING
The reward signal from environment reflects how good or bad
the agent is performing through developer’s selecting actions.
Therefore, designing informative reward signal is critical
for success of the recommender agent. In ISR scenario, the
ultimate goal is to recommend all requiredAPIs as few rounds
as possible. This needs the recommendation list generated in
each round is of high performance in terms of accuracy.

1) REWARD DECOMPOSITION
Based on the above consideration, at round t , we define the
reward function by integrating two different reward functions:

r(st ,At ) = rid (At ,P t )+ rrd (At ,P t ), (10)

where the action At = {it1, . . . , i
t
K } is the recommendation

list at round t; P t = {it1, . . . , i
t
r } denotes the set of

APIs remaining unfound of the developed mashup at t;
rid (·, ·) and rrd (·, ·) measure the rewards on recommendation
accuracy and round number to complete recommendation,
respectively. Next we discuss how to set rid (·, ·) and rrd (·, ·)
for our task.

2) ID-BASED REWARD
In recommender systems, the final performance is usually
measured based on the exact match of item IDs, and many
ID-based metrics are designed. We borrow a classic metric—
NDCG for ID-based reward function design. Formally,
given the ground-truth remaining API set P t and the
recommendation list At , we define the reward function as:

rid (At ,P t ) =
K∑
j=1

relP t
j

logj+12

/ K∑
j=1

1

logj+12

, (11)

where relP t
j is an indicator equaling 1 if the API itj ∈ At at

rank j in the recommendation list is selected by the mashup
developer, zero otherwise. As we can see, rid (·, ·) is a full
position-aware reward function which assigns larger weights
on higher rank positions. It encourages the recommendation
agent to generate required APIs as early as possible.

3) ROUND-BASED REWARD
In the second reward function, we consider measuring the
quality of action At from the perspective of reducing the
round number to complete the whole recommendation. This
reward function is defined as:

rrd (At ,P t ) =
{
p P t −At ̸= ∅
0, P t −At = ∅ (12)

where p ∈ (−1, 0) is a penalty for not finishing recommenda-
tion at the current round t (i.e.,P t−At ̸= ∅). Otherwise, the
reward value is 0. This prompts the recommendation agent to
finish recommendation as few rounds as possible.

By plugging Eq.(11) and Eq.(12) into Eq.(10), we can
derive the final reward function. By providing these two kinds
of reward signals, we expect the RL algorithm can be guided
to yield a better service recommendation performance.

C. RECOMMENDATION POLICY LEARNING
After modeling the mashup’s state st and designing the
reward function R(st ,At ), we can then learn a recommen-
dation policy to combine these two kinds of information for
interactive service recommendation. The recommendation
policy needs to choose from a combinatorial action space(
It
K

)
, where each action is a subset of K APIs chosen from

a larger set It of |It | candidates. The action space can be
very large even for moderate |It | (e.g., 1,000) and K (e.g., 5).
To meet the challenge of the potentially high computational
complexity of the combinatorial action space, we adopt a
cascading Q-networks model [24] to learn an optimal policy
to estimate the long-term reward for a combination of APIs.
It can be regarded as a cascaded deep RL model [22],
which utilizes multiple RL agents sequentially to achieve the
final solution and each agent solves a sub-problem that is a
step towards the solution of a complex problem. However,
different with [22], the cascading Q-networks are dependent.

1) CASCADING Q-NETWORKS MODEL
Generally, if the size of the recommendation list is K ,
the cascading Q-networks model consists of K Q-networks
which are connected in a cascading manner and select
K optimal items for recommendation in order. It uses
the Q-learning framework where an optimal action-value
function Q∗(s,A) will be learned and satisfies Q∗(st ,At ) =
E[r(st ,At ) + γ maxAt+1⊂It+1 Q

∗(st+1,At+1)]. Once the
action-value function is learned, an optimal policy for
recommendation can be obtained as:

π∗(st ,At ) = argmax
At⊂It

(Q∗(st ,At )), (13)

where It ⊂ I is the set of items available at time t .
As illustrated in Fig. 4, the cascading Q-networks model

uses a set of K related Q-functions to address the enormous
combinatorial action space and generate the optimal K -
APIs combination. Denote a recommender action as A =
{a1:K } ⊂ I and the optimal action as A∗ = {a∗1:K } =
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FIGURE 4. Framework of cascading Q-networks model.

argmaxA Q∗(s,A). The cascading Q-networks model is
inspired by the key fact:

max
a1:K

Q∗(s, a1:K ) = max
a1

(
max
a2:K

Q∗(s, a1:K )
)
. (14)

Based on this fact, a set of mutually consistent functions
Q1∗, . . . ,QK∗ is defined to obtain each optimal atomic action
a∗k ∈ {a

∗

1:K } as:

a∗1 = argmax
a1

{
Q1∗(s, a1) := max

a2:K
Q∗(s, a1:K )

}
,

a∗2 = argmax
a2

{
Q2∗(s, a∗1, a2) := max

a3:K
Q∗(s, a1:K )

}
,

. . .

a∗K = argmax
aK

{
QK∗(s, a∗1:K−1, aK ) := Q∗(s, a1:K )

}
.

(15)

Thus, an optimal action A∗ can be obtained in O(K |I|)
computations by applying these functions in a cascading
manner.

Each Qk∗ function is parameterized by a multi-layer
perceptron (MLP) in this work:

Qk∗ = q⊤k σ
(
Wk

[
s∥i∗1∥ · · · ∥i

∗

k−1∥ik
]⊤
+ bk

)
, ∀k, (16)

where σ is the sigmoid activation function, s is the state
embedding obtained via Eq.(9), i∗j (1 ≤ j ≤ k − 1) is the API
embedding obtained via Eq.(7) corresponding to the optimal
atomic action a∗j , and ik is the embedding of the candidate
API ik ∈ I;Wk ∈ Rdn×(ds+di∗k), qk ∈ Rdn and bk ∈ Rdn are
the set2k of parameters, and dn, ds and di are the dimension
of the MLP hidden layer, of the state embedding and of the
API embedding, respectively. We denote the set of all the
parameters of the cascading Q-networks model as 2Q (i.e.,
2Q = {21, . . . ,2K }).

2) MODEL TRAINING
With the proposed framework, we can train the parameters of
the model through trial-and-error process. During the inter-
active recommendation process, at round t , the recommender
agent (i.e., the cascading Q-functions) gets the current state
st from the observations Ot (i.e., the feedbacks: Pt ∪ Nt )
of the mashup developer, and recommends the next list At
of K APIs via an ε-greedy policy (i.e., with probability ε

choosing a random subset At of size K , and with probability
1 − ε choosing the optimal action A∗t obtained by the
cascading Q-functions). Then the agent receives the reward
rt from the developer’s selection and stores the experience
(Ot ,At , rt ,Ot+1) in the replay bufferD. FromD, we sample
mini-batch of experiences to update the parameters 2S of
state representation and the parameters of the cascading Q-
functions 2Q = {21, . . . ,2K }.
However, the set ofQk∗ functions need to satisfy a large set

of constraints which it is not easy to strictly enforce. At the
optimal point, the value of Qk∗ is the same as Q∗ for all k ,
i.e.,

Qk∗(s, a∗1, . . . , a
∗
k ) = Q∗(s, a∗1, . . . , a

∗
K ), ∀k. (17)

These constraints are taken into account in a soft and
approximate way in this work. That is, we use the same final
target to train all the Qk∗ functions. For Qk∗, we define its
corresponding mean-square loss function as:

L(2k ) = E(Ot ,At ,rt ,Ot+1)∼D[(yt − Q
k (st , at1:k ))

2], ∀k,

(18)

where at1:k are the first k APIs in At . yt is the target value
based on the optimal Q∗ and defined as:

yt = r(st ,At )+ γQK (st+1, a
(t+1)
1:K

∗

|2K ), (19)

where a(t+1)1:K
∗

are the optimal atomic actions at round t +
1 estimated by the K neural network functions according to
the new state representation st+1. Then, all the Qk networks
are fitting against the same target yt outputted ultimately
by the last network QK . To alleviate the overestimation
problem in original Q-networks, we also adopt the double
DQN architecture [39], i.e., each online Q-network Qk is
attached with a target Q-network Qk ′. The online network
back-propagates and updates its weights at each training step.
The target network is a duplicate of the online network and
updates its parameters with training delay. The target value
for each online network Qk to update is then changed to

yt = r(st ,At )+ γQK
′
(st+1, a

(t+1)
1:K

∗

|2′K ), (20)

where a(t+1)1:K
∗

are the optimal atomic actions estimated by the
online cascading networks, and2′K denotes the parameter of
the last target Q-network QK ′. The parameters of target Q-
networks2′Q = {2

′

1, . . . ,2
′
K } are updated according to soft

assign as:

2′Q = δ2Q + (1− δ)2′Q, (21)

where δ ∈ (0, 1) is the update frequency. Based on the
loss function defined in Eq.(18), the parameters 2Q =

{21, . . . ,2K } of the recommender agent besides the parame-
ters2S of state representation can be updated by performing
gradient steps over the above loss.

To summarize, the training procedure of our RLISR
is presented in Algorithm 1. For each mashup m in the
training set, we apply ε-exploration technique and employ
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the cascading Q-functions to search the optimal action
At = {a

(t)
1:K
∗

} to recommend. The system’s experiences
at each time-step are stored in the replay buffer D and
then a mini-batch of data is sampled from D to update the
parameters of RLISR.

Algorithm 1 Parameters Training for RLISR
Input: The pre-trained content embeddings of APIs

{iC }; SRKG G; replay buffer D; discount
factor γ ; probability ε; update frequency δ.

Output: Parameters 2S ,2Q.
repeat

for m ∈M do
t ← 0, Ot ← ∅;
while P t ̸= ∅ do

forall {i1, i2, . . . , in} ∈ Ot do
Get {i1, i2, . . . , in} via Eq.(6) and
Eq.(7);

Get st via Eq.(8) and Eq.(9);
With probability ε select a random action
At of size K , otherwise At ← {a

(t)
1:K
∗

};
Recommend At to the developer of
mashup m, observe her/his selections and
update Ot+1 and P t+1;
Calculate reward rt via Eq.(10);
Store (Ot ,At , rt ,Ot+1) in D;
t ← t + 1;

Sample mini-batch of transitions

(Ot ,At , rt ,Ot+1)
iid.
∼ D;

Get st , st+1 from Ot ,Ot+1 via Eq.(7) and
Eq.(9);
Calculate target values yt via Eq.(20);
Update 2S ,2Q via SGD over the loss
Eq.(18);
Update 2′Q via Eq.(21);

until converged ;

V. EXPERIMENTS
In this section, we first introduce the dataset used to verify the
effectiveness of RLISR, then present the evaluation metrics,
baselines and experimental settings. Afterwards, we report
and analyze the experimental results.

A. EXPERIMENTAL SETTINGS
1) DATASET DESCRIPTION
Owing to the interactive paradigm of ISR, a straight forward
way to train and test it is to conduct online experiments.
However, applying a trial-and-error strategy in online sce-
narios would hurt the users’ experience. Therefore, following
the experimental protocol of the interactive recommendation
research community [25], [26], we use an offline real-world
dataset to conduct experiments to obtain solid experimental

results. The dataset is crawled from ProgrammableWeb and
released publicly1 [40].
The original dataset consists of 7884 mashups and

23581 APIs. To adapt to multi-round service recommen-
dation evaluation, the mashups with fewer than two APIs
were removed. At the same time, APIs that have never
been used were removed in the evaluation. The dataset after
preprocessing contains 2906 mashups and 1322 APIs. More
detailed information is provided in Table 2.

TABLE 2. Statistic information of the experimental dataset.

For the sake of simulating the service recommendation for
mashup creation in the real scene, similar to work [41], [42],
we sorted the mashups by when they were created. The data
before a certain time was selected as the training set, and the
part of the data after that time was used as the test set. To be
specific, the time is set to Apr. 10th, 2012, the training set
includes the previous 2325 mashups and the test set includes
the remaining 581 mashups.

2) EVALUATION METRICS
We adopt five widely used metrics for performance eval-
uation on top-K recommendation results: Precision@K ,
Recall@K , F1@K , mean average precision (MAP@K ) and
NormalizedDiscounted CumulativeGain (NDCG@K ). Given
a list of top K predicted APIs for mashup m, denoted as Am,
and its actual component API set, denoted as Pm, The first
three metrics are computed by:

Precision@K =
1
|M|

∑
m∈M

|Am
∩ Pm|

K
,

Recall@K =
1
|M|

∑
m∈M

|Am
∩ Pm|

|Pm|
,

F1@K =
1
|M|

∑
m∈M

2×

|Am
∩Pm|
K ×

|Am
∩Pm|

|Pm|

|Am∩Pm|
K +

|Am∩Pm|

|Pm|

.

(22)

Intuitively, Precision@K indicates what percentage of rec-
ommended top K APIs (i.e., Am) are really used by mashup
m, Recall@K indicates what percentage of m’s actual
component APIs can emerge inAm, andF1@K is a harmonic
average, used to solve the problem of precision and recall

1https://github.com/HIT-ICES/Correted-ProgrammableWeb-dataset
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imbalance. TheMAP@K is defined as:

MAP@K =
1
|M|

∑
m∈M

∑K
j=1 prec

m
j · rel

m
j

min(|Om|,K )
, (23)

where precmj is the precision at cut-off j in Am, relmj is an
indicator equaling 1 if the API at rank j is used by m, zero
otherwise. NDCG@K is defined as:

NDCG@K =
1
|M|

∑
m∈M

( K∑
j=1

relmj

logj+12

/ K∑
j=1

1

logj+12

)
, (24)

which is similar to the ID-based reward function—Eq.(11),
however averaged by the number of mashups in the test set.

3) BASELINES
To evaluate the performance of the proposed model,
we compare it with four state-of-the-art single-round service
recommendation baselines and two representative next-round
service recommendation models, i.e., [7] and [5].
• NAFM [1] is a hybrid factorization machine model
which integrates a deep neural network to capture the
non-linear and complex feature interactions for service
recommendation.

• coACN [42] is a deep learning-based service recom-
mendation framework which can effectively learn the
bilateral information toward service recommendation.

• PAREI [43] is a hybrid service model that optimizes
recommendation results by combining explicit and
implicit information.

• SRMG [44] is a graph-based service recommendation
approach that makes recommendations based on service
characteristics and historical usage.

• iSRec [7] is a service recommendation approach which
integrates diverse information of mashups and their
component APIs and can be adapt to make single-round
and next round service recommendation.

• HISR [5] is a service recommendation framework
which aims to make next round recommendation by
capturing the interactions among the target mashup,
selected services, and the next service to recommend.

4) EXPERIMENT SETUP
For RLISR, we use 300-dim glove pre-trainedword vectors to
learn the content embeddings of APIs. We then use the LDA
model with topic number set to 100 to extract the topics of
descriptions for bothmashups andAPIs, and build the SRKG.
We set the embedding sizes of SRKG representation and final
state representation to 512. We adopt 2-layer MLP for each
Q-network, where the embedding size of its hidder layer is
1024 and its final softmax layer is 1322.We also test the graph
convolutional embedding layer K in the range of 1 to 5, and
finally choose 3. To learn the whole RL model, we employ
the Adam optimizer, and use the default learning rate as
0.001, the discount factor to 0.9 and the greedy probability to
0.1. We investigate the top-K recommendation performance
with K = {5, 10, 15, 20, 25}. We implement RLISR based

TABLE 3. Overall performance comparison. The best results are starred,
and the second-best results are listed in bold.

on Tensorflow, a widely used open source machine learning
framework.

B. OVERALL PERFORMANCE COMPARISON AND
ANALYSIS
We compare the performance of the proposed RLISR
approach against the six aforementionedmethods. As RLISR,
iSRec and HISR make service recommendation in a multi-
round manner, we provide their results for top-K evaluation
in the condition of K -round top-1 recommendation. Table 3
summarizes the experimental results of different algorithms
with different number K of recommended APIs.

We have the following observations from Table 3 that:
(1) RLISR consistently yields the best performance on all
the metrics and K values. In detail, RLISR improves much
more over the strongest baselines on the metrics NDCG and
MAP than the other 3 metrics. (2) HISR achieves better
performance than the other baselines in most cases, and
sometimes, iSRec achieves the best results against the other
baselines. As mentioned above, HISR and iSRec are the two
representative next round service recommendation models.
Thus, from the above 2 observations, we can conclude that
introducingmulti-round recommendationmode can boost the
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effectiveness of service recommendation, and introducing RL
into multi-round service recommendation can significantly
improve the performance of service recommendation.

C. ABLATION STUDY
RLISR unifies several components that contribute to its
effectiveness in IRS. In this section, we provide insights
on KG-based mashup and API encoding component, GRU-
based historical interaction encoding component, negative
feedback incorporating component and RL-based interactive
service recommendation component and how they are
indispensable to ISR by performing an ablation study on
various design choices of RLISR. We designed the following
variants of RLISR for comparison:

• RLISR-Cont: a variant of RLISR, which uses only
pre-trained content vectors of mashups and APIs during
the state representation phase.

• RLISR-KG: a variant of RLISR, which uses SRKG-
based vectors of mashups and APIs (i.e., the API
representation isn’t enhanced by content pre-training)
during the state representation phase.

• RLISR-Avg: a variant of RLISR, which uses the global
mean layer instead of the GRU for historical interaction
encoding to obtain the state representation.

• RLISR-Pos: a variant of RLISR, which does not
take the unselected APIs (i.e., negative feedbacks) into
account.

• RLISR-Sim: a variant of RLISR, which uses cosine
similarity instead of an reinforcement learning model to
make service recommendation.

TABLE 4. Performance comparison of different variants of RLISR.

We summarize the experimental results in Table 4 and have
the following findings:

• Comparing with content-based mashup and API encod-
ing (i.e., RLISR-Cont), using SRKG (i.e., RLISR-
KG) can achieve significant performance improvement.
Moreover, if API representation is further enhanced by
content pre-training (i.e., RLISR), our model can still
achieve slight improvement.

• Replacing GRU model with Average Pooling operation
for historical interaction encoding degrades the model’s
performance. Thus, considering the sequential nature of
feedbacks is necessary.

• The viriant RLISR-Pos underperform RLISR slightly,
suggesting that considering the negative feedbacks can
improve the recommendation performance of ourmodel.

FIGURE 5. Influence of topic number and embedding size on the RLISR
effect.

• Removing the RL-based recommendation component
(i.e., RLISR-Sim) degrades the model’s performance
significantly. It verifies the effectiveness of the adopted
RL model for ISR.

D. HYPERPARAMETER ANALYSIS
As analyzed in ablation study, SRKG plays an critical role
for the performance of our model. The number of topics in
SRKG and the embedding size of SRKG representation are
two core hyperparameters for our model. To get deep insights
on RLISR, we explored its sensitivity on these 2 hyperparam-
eters. Fig. 5 shows the recommendation performance under
different combinations of the 2 hyperparameters.

We set the topic number T = {80, 90, 100, 110, 120}
and the dimensionality dim = {128, 256, 512} in turn.
As shown in Fig 5, it can be found that (1) under the same
embedding size, the recommendation effect does not improve
obviously with the increase of the topic number; (2) under
the same topic number, the performance improvement does
not show regularity with the increase of dimensionality;
(3) our model generally achieves the best performance when
the topic number is 100 and the embedding size is set to 512.
Thus, we keep these 2 values in other experiments.
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TABLE 5. Performance comparison of different ISR mode. The best
results are listed in bold.

E. ISR MODE ANALYSIS
Our model recommends APIs for a target mashup in a
multi-round interactive manner. So, to recommend a given
number of APIs in a whole recommendation process, our
model can work in different mode. Taking the top-10
recommendation as an example, RLISR can make
10-round-top-1, 5-round-top-2, 2-round-top-5 or 1-round-
top-10 recommendation. We further investigate the impact
of round numbers with constraint of the same number of total
recommended APIs. The results are listed in the Table 5.

We study the performance of top-K recommendation with
different K values {5, 10, 15, 20, 25}. From Table 5,
we can see that (1) no matter which value K is, our model
achieves the best performance when it recommends one API
each round and makes K round recommendation; (2) the
performance of our model improves gradually along with
the increase of the round number on whatever K values and
metrics. It verifies that RLISR can capture and exploit devel-
oper’s feedbacks effectively and increase recommendation
efficiency significantly for mashup developers.

VI. CONCLUSION
In this paper, we introduce a new service recommendation
setting—multi-round interactive service recommendation,
which can support mashup developers to express her/his
dynamic requirements and aims at obtaining the optimal
long-term recommendation performance over the whole
rounds and improving the efficiency of service selection.
To fit the new setting, we propose a deep RL-based interactive
service recommendation model—RLISR. It constructs a KG
and utilizes both positive and negtive feedbacks to enhance
state representation; it is guided by an informative reward
function to improve recommendation accuracy and reduce
number of rounds; and its optimal policy is learned by
adopting a cascading Q networks model from enormous
action space. Extensive experiments on a real-world dataset

demonstrate that our method gains a significant improvement
compared with the state-of-the-art baselines.

In the future, we plan to incorporate more information,
such as mashup developers, API providers and social con-
nection between APIs into RLISR to promote the accuracy
of recommendations. We also plan to investigate more
reinforcement learningmodels such as DDPG to further boost
the performance.
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