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ABSTRACT By using the quantum mechanics phenomenon, quantum computers provide a new dimension
of computational power that drastically accelerates solving complex and resource-intensive problems. One
of the most evolving but, due to the computation power of standard computers, reasonably limited application
domain is natural language processing (NLP). NLP seeks to give interactive systems the ability to understand
and manipulate human language. Making systems understand and manipulate human languages requires
large amounts of data and computational power during learning as well as during the execution of NLP. For
handling these amounts of data like text and audio recordings and the complexity of classical NLP algorithms,
quantum computation has emerged as a promising solution. This work gives an extensive overview of this
new field, known as quantum natural language processing (QNLP). Introducing the basics of quantum
computing, we discuss its use in NLP by explaining the different proposed embedding models, quantum
algorithms, and other methods of QNLP. As QNLP is still in its infancy, this comprehensive overview is the
foundation that points to the upcoming research direction.

INDEX TERMS Natural language processing (NLP), quantum algorithms, quantum computing, quantum
gates, qubits.

NOMENCLATURE QC Quantum Computing.
BQP Bounded-error Quantum Polynomial. QLLM  Quantum Large Language Modeling.
c¢cTPR contextual Tensor Product Representation. QML Quantum Modeling Language.
DisCoCat Distributional Compositional Categorical. QNLP Quantum Natural Language Processing.
DisCoPy  Distributional Compositional Python. QRAM  Quantum RAM.
FRM Fock Representation Model. TPR Tensor Product Representation.
GSC Gradient Symbolic Computation. W2K Word2Ket model.
LLM Large Language Model. W2KXS Word2KetXS model.
MLM Multi Language Model.
NISQ Nosy Intermediate-Scale Quantum
computers I. INTRODUCTION
NLP Natural Language Processing. Phenomena that highlight the limitations .Of the classical
- . mechanics model have always been present in our surround-
pTPR positional Tensor Product Representation. . . . .
ings, yet they have remained elusive due to the constraints
QBW Quauntum-Bag-of-Word. . . . .
of the human mind. Until now, classical computing based
on logical gates built from relays and transistors has reigned
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spaces: binary, octal, hexadecimal, and even continuous
variation in analog computers. The computation in these
number spaces shaped our fundamental understanding of
modeling the world with algorithms. However, these number
spaces cannot accurately model specific objects, states,
and phenomena within the universe. These include, among
others, light that exhibits both particle-like and wave-like
behavior, the intricate dynamics of money in economics and
finance [1], and even the complexity of language behav-
ior [2]. These enigmatic phenomena prompted the emergence
of another and more comprehensive model for understanding
the workings of the universe: quantum mechanics. This
model harnesses the inherent properties of quantum systems
in the universe, such as superposition and entanglement of
states, to accelerate computations. It grants the ability to
perform a single operation on multiple interconnected states
simultaneously, revolutionizing our approach to problem-
solving.

Natural language processing (NLP) is one of the biggest
challenges despite today’s computing power, as it involves
several tasks simultaneously. These tasks encompass cal-
culating the grammatical meaning of a sentence checking
syntax and semantics. Within NLP, interactive systems must
be capable of acquiring natural language, understanding con-
texts, answering questions, managing dialogues, recognizing
speech as well as speaker, generating natural language, seg-
menting speech, extracting terminology, transferring text-to-
speech, creating word segmentation — tokenization, tagging
parts-of-speech, performing named entity recognition (NER),
extracting relationship, discoursing analysis, performing
argument mining, translating context, and performing many
other tasks.

Significant breakthroughs in human-like NLP can be
traced back to 2018 [3], [4], [5], even though the theoretical
foundation dates back to the 1900s with the works of
Georgetown [6] in 1950 and Joseph Weizenbaum on the
ELIZA project in the 1960s, among many others. However,
these earlier works were limited as the systems in these
frameworks were programmed with explicit knowledge or
supervised learning [7]. Since 2018, there has been ongoing
work on more real-world NLP systems.

Contrary to the programmed behaviors of earlier NLP
approaches, recent works are termed general-purpose large
language models (LLMs) [8]. General-purpose LLMs enable
computers to learn natural languages using sources like
audio, videos, articles, books, and the Internet. However, this
approach demands intensive resources.

On 11 June 2018, OpenAl researchers and engineers
designed an NLP model called ChatGPT, and since then,
new versions have evolved to reach GPT-5 with better
capabilities [9], [10]. Several other giants have followed the
step in the design LLM-based NLP systems, such as Google
with BARD, Deepmind with Gopher, or Baidu with Ernie 3.0,
to name a few. However, the costs of training and learning
NLP systems are complex to maintain today on a large scale
with current methods. For example, GPT-3 has been trained
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on over 510 trillion word tokens. In 2020, Lambdalabs [11]
estimated the cost to train GPT-3 at 4.6 million US dollars
and 355 GPU-years.

Despite their advanced capabilities, NLP systems still
face limitations in task performance and learning ability.
They struggle to consider the broader context in which a
word appears and its multiple meanings, leading to lower
accuracy and reliability. For example, GPT-3-based systems
exhibit limitations such as providing incorrect or nonsensical
answers [12], ‘hallucination’ [13], limited knowledge [14],
and issues related to data justice [15], [16]. There is
substantial work ahead to develop efficient and reliable NLP
systems. These challenges and limitations primarily stem
from the current architectures and methods employed. They
are constrained in effectively learning patterns in natural
languages, and more critically, these methods struggle to
process massive datasets on the order of trillions. The
imperative for new and more efficient approaches, such as
quantum computing, is crucial for the future of NLP [17].

The previous paragraphs highlight two primary challenges
persisting in classical NLP, which employs non-quantum
processors: extensive computation time and substantial
storage space demands. A potential and promising remedy
lies in the adoption of quantum methods. These methods hold
the potential to address both issues. Quantum approaches
leverage the phenomena of superposition and entanglement
of states to store multiple overlapping pieces of information
in a single register. Additionally, the inherent parallelism of
quantum operators facilitates a reduction in computing time,
as elaborated in the subsequent sections.

Il. MOTIVATION AND POSITION WITH OTHER SURVEYS
Firstly, there are only a limited number of surveys on the
topic, specifically [18], [19], [20], given that quantum natural
language processing (QNLP) is still in its early stages, and
its parameters have not been thoroughly addressed. Secondly,
most current surveys concentrate on particular models, such
as the distributional compositional categorical (DisCoCat)
model. While this model proves effective in specific linguistic
tasks, it also exhibits limitations in other aspects. Therefore,
exploring other existing models, including those that have not
been adequately investigated, is crucial to establishing a more
comprehensive foundation for discussing the appropriateness
of QNLP models and charting a path forward.

lll. METHODOLOGY

Throughout this study, the methodology navigated three key
stages: paper collection, filtering, and analysis of the selected
literature.

A. COLLECTION

This survey utilized reputable sources for disseminating
scientific information, including but not limited to Sci-
ence Direct, IEEE Explore, SpringerLink, Scopus, Web of
Science, and various web search engines. The exploration
across these diverse information repositories employed
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search terminologies such as ‘Quantum computing’ AND
‘Natural Language Processing’, ‘Quantum Natural Language
Processing” and ‘Quantum system learning for Natural
Language Processing.’

B. FILTERING

At this stage, each paper was comprehensively reviewed,
encompassing its title, abstract, and conclusion, to assess its
relevance to the theme and objective of this survey. Given
the nascent stage of QNLP, the current pool of available
papers on the subject is limited to a few dozen. Following
the meticulous selection of papers pertinent to the focus of
this review, a total of 122 sources, including papers, articles,
documents, books, reports, and theses, were identified
for further investigation in the subsequent phases of this
study.

C. ANALYZING

In this phase, each paper underwent a comprehensive reeval-
uation, from the introduction to the conclusion, to extract
and categorize various elements of interest. Subsequently,
works related to QNLP were organized based on distinct
features, including categorization by model, publication year,
and application. Throughout this process, the survey seizes
the opportunity to document the toolkits and frameworks
employed in QNLP research as reported in the experiments
that were conducted. This analysis provided insights into the
current landscape of QNLP and facilitated a forward-looking
perspective, identifying potential avenues for future research
that could enhance the practical application of this technology
within the broader scientific community of NLP.

IV. CONTRIBUTIONS
The contributions of this paper below are:

o Description of the advantages of applying quantum
methods in NLP;

o Description of various quantum modeling languages;

« Simple, practical case studies and examples helping to
understand the concepts and the survey;

o Evaluation of the advantages and disadvantages of
different QNLP-based models;

o The generalisation of models to certain cases not
covered by the state of the art;

o Summarization of various quantum algorithms applied
to these models and their practical implementation;

o A comparative study of the different models and a
summary of the results based on the common metrics
of the experiments;

« Examination of challenges associated with QNLP and
presentation of future research directions.

The subsequent sections of the paper are structured as
follows. The paper commences with an introduction to
fundamental concepts explicitly tailored for comprehension
in Section V. In Section VI, QNLP is introduced, followed
by the presentation of different models in Section VIIL.
To provide a brief overview of current trends in QNLP,
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related works are summarized in Section VIII. Section IX
lists valuable tools for the QNLP community and Section X
gives an overview of the steps involved in implementing
the proposed quantum models. This section also gives a
summary of the datasets, metrics and results of the various
experiments carried out. Thus, Sections XI and XII delve into
QNLP challenges and potential future research directions,
respectively. Section XIII concludes this paper with a
summary.

V. BACKGROUND AND FUNDAMENTALS

This section provides an overview of the fundamental
concepts necessary for understanding this survey. Following
the explanation of technical concepts, comparisons and
analogies are drawn between classical concepts and the
innovative methods of quantum computation.

A. NATURAL LANGUAGE PROCESSING

While lacking a universally agreed-upon definition, NLP
remains an evolving field with numerous technological
applications. Broadly, NLP can be defined as the process
of endowing machines with the ability to understand and
utilize human language. By “natural language”, we refer to
any language used by humans for communication, whether
in textual or audio format. To imbue machines with this
human-like language processing capability, various methods
have been devised, including:

« Rule-based Methods: These approaches involve a thor-
ough analysis of the structure of natural language,
followed by the formulation of algorithms based on
syntactic, semantic, and grammatical rules, as well as
operations such as tokenization. However, these meth-
ods often struggle with the intricacies and variations
present in natural languages [21], [22], [23].

e Machine Learning (ML) Methods: In contrast to rule-
based techniques, ML methods entail training super-
vised and unsupervised learning algorithms [24], [25],
[26], [27]. Nonetheless, the efficacy of ML methods
heavily relies on the availability and quality of data,
which can be limited, particularly for low-resource
languages, and can be time-consuming during training.

o Cross-lingual Methods: These models leverage existing
NLP resources and models from high-resource lan-
guages such as German, English, and French to address
the challenges of training on new or low-resource
languages through knowledge transfer mechanisms.
However, the success of cross-lingual methods hinges on
the availability of parallel data or similar languages [28],
[29], [30], [31].

o Bootstrapping Methods: These models incrementally
enhance NLP capabilities by gradually incorporating
additional resources, thereby mitigating the initial
scarcity of resources [32], [33], [34], [35]. However,
in multilingual models, due to the diversity of languages,
they necessitate fast algorithms like quantum algorithms
to continually update the model’s general knowledge.
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Across these NLP methods, certain stages such as preprocess-
ing and encoding/decoding are indispensable. Preprocessing
involves refining the data to yield high-quality results, while
encoding/decoding entails providing a digital representation
of natural language corpora, comprehensible to machines.
Techniques like tokenization; to segment the corpus into
manageable units, stemming; to reduce words to their
roots, lemmatization; to identify canonical forms of words,
and stopwords removal; to eliminate irrelevant words, are
commonly employed to enhance processing and model
performance.

B. QUANTUM COMPUTATION

In quantum computing, the computational universe, or space,
is the Hilbert space [36]. Within this space, fundamental
entities, such as qubits used for calculations, are represented
as vectors. Specifically, these vectors belong to the set of
complex numbers C", and quantum operations are functions
or operators capable of executing linear computations on
these entities. For clarity and simplicity, it is worth noting that
n is commonly equal to 2 in quantum computing. In contrast
to the conventional vector notation in linear algebra, quantum
mechanics employs a unique vector notation, denoted as |)
rather than 1;

Definition 1: The smallest unit of information in quantum
computation, like the bit in classical computation, is called
a qubit. A qubit is a vector |/) € C? of the form: |) =
«|0) + B|1), under the condition &> + 2 = 1, with |0) and
|1) the basis vectors of the vector space C2 [36].

In general, the orthonormal basis {|0), |1)} of the Hilbert
space can be expressed in the column vectors form, as

ool QL o

Quantum mechanics, distinct from classical mechanics,
introduces an intermediate state between the classical true
(1) or false (0) states. Consequently, a qubit is expressed as
a linear combination of vectors or ground states |0) and |1),
utilizing complex numbers « and B to represent amplitudes
or weights that convey the significance or degree of presence
of the corresponding state.

Upon measurement of a qubit, it collapses, yielding
either the state |0) or |1), with probabilities of «® and
B2, respectively. The problem of decoherence in quantum
systems is a notable challenge in quantum computing [37].

In classical computing, information, such as words or
sentences, is not represented solely by a single bit but by a bit
string—a sequence of 0’s and 1’s. The classical operation for
constructing a bit string involves the concatenation operator.
Similarly, in quantum computing, information is conveyed
not only by a qubit but by a sequence of qubits or qubit strings,
employing a formalism of fogetherness [38]. The operation
forming a qubit string is realized through the tensor product,
allowing multiple qubits to combine and form an extensive
quantum system.
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Definition 2: Let V and W be two Hilbert spaces of
dimension m and n respectively. The tensor product V Q) W,
read V tensor W, is a new vector space of dimension mn
where an element is a linear combination |[v) ® |w), of two
vectors |v) and |w), belonging to V and W respectively [36].

The tensor product ®J"=1 Vi=Vi®@V2®---®V,issaid to
be of order n and the rank r of a simple tensor v = ®7:1 Vi,
vj € Vjis the smallest number of simple tensors that sum up

tov.

1) SUPERPOSITION OF QUANTUM SATES

It follows from the previous definition that a quantum system
with two qubits contains 2 x 2 = 4 classical information,
and, in general, a quantum system with n qubits contains
2" classical information in the same quantum register. Thus,
a system of n qubits can represent up to 2" different contexts
of a word in QNLP, for example. A multi-qubit system with
n qubits is represented by Equation (2).

arl  a ... lam
[ﬂn Bl ... Iﬁm} @

According to Definition 1, for each qubit |o;|* + |8i|> = 1,
i=1,---,m

Thus, for example, if there are three qubits in the system
as given by:

L L L
i g
V2 V2| V2

the final system can be represented as:

1
) = ﬁ[mom +1001) + 010) + [011) + |100)

+|101)+|110)+|111>]. 4)

The probability of observing the final system, cf.
Equation 4 resp. Equation 3, in states |000), |001), |100),
[101), |010), |011), |110), and |111) is 1/8, indicative of
a uniform superposition. Consequently, a quantum state
composed of n qubits concurrently represents 2" values. Con-
versely, in traditional or classical data processing, a sequence
of n bits can only represent one of the 2" possibilities.
Thus quantum computation has great ability to perform
high parallelism and enables an exponential speed-up using
quantum operators.

2) QUANTUM OPERATORS
Quantum operators, typically represented as unitary matrices,
serve as the fundamental entities for expressing transforma-
tions on quantum states [36]. Among the most commonly
used are quantum logic gates:
« X gate: This quantum logic gate, called bit-flip gate,
is the equivalent of the classical logic gate NOT. Its
action allows to flip the qubit on which it is applied,
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X10) = |1) and X|1) = |0). It is defined by
X = [1){0] + 10)(1]

01
- (1 0) )

« H gate (Walsh-Hadamard gate): It is a very used
quantum gate which has no equivalent in classical
computing. It allows to exploit this famous property of
quantum physics, namely the superposition of states.
It allows to make a uniform superposition of the basic
states. H|0) = \%(IO) +|1)) and H|1) = %(IO) —|1)).
Thus, applying the H gate three times to the |0) qubit,
H®3|0), gives the quantum state of Equation (4). The
matrix representation of the H gate is

1 /1 1
n-(0 ) ©

o« CNOT gate: It’s the quantum operator that allows
operation executions with conditional tests, such as “‘if
condition then operation”. It is defined by the matrix

CNOT=0)(0| @1+ |1){1|®X

I O
(9

where [ is the identity matrix. Therefore CNOT |x)|y) =
|x)|x & y). This quantum gate takes as input the control
qubit(s) and the target qubit(s). If the control qubit(s)
is/are at 1, the operator executes the X gate on the
target qubit(s), otherwise nothing happens. For example,
CNOT|00) = |00), CNOT|01) = |01), CNOT|10) =
[HX|0) = |[11), CNOT|11) = |1)X|1) = |10).
Intuitively, it is worth to note that the action of X gate
of the CNOT operator can be replaced by any other
quantum operator U, in order to obtain a CU gate.
Leveraging these quantum logic gates and various other
quantum operators [36], models can be developed to tackle
specific linguistic tasks. The quantum computation model
has demonstrated universality [36], capable of performing all
possible operations using a combination of quantum logic
gates. The subsequent section provides an overview of the
potential applications of quantum computation in NLP.

VI. QUANTUM NATURAL LANGUAGE PROCESSING

In this section, we delve into the integration of quantum
properties into NLP and demonstrate how these properties
can serve as assets and offer solutions to enhance the
performance of NLP models.

The similarity between NLP and quantum logic was
observed some decades ago [2], [39]. The idea of using
quantum computation is linked to the fact that NLP is a
complex and computationally expensive problem that cannot
be efficiently solved on a classical computer unless P =
BQP [40]. NLP-related tasks require an enormous amount
of computation time. In general, they involve performing
calculations in large data sets. The ability of humans to
process natural language takes into account several factors
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that are difficult for systems to grasp. Among the factors
taken into account by humans to process natural language,
we can cite, e.g., the context in which we find ourselves, the
syntax and semantics of sentences, and the language used.
Each of these factors is subject to several other factors, such
as time and speaker. Making interactive systems to process
natural languages as humans is complex and challenging.
It includes a modeling problem and a vital computing
power requirement. Several approaches are possible. The
first approach is to give a system an enormous amount
of information to learn and understand the language and
perform linguistic tasks [9], [10], [11]. In such an approach,
the system would be like a child born without any prior
knowledge of the language he will use. But he ends up
learning and understanding over time. From the immense
data and information that existed before he is born, he learns
to take the patterns out of the language and interpret them
intelligently. However, we also quickly understand what this
means for the system, just as it did for the child regarding
the required learning time [11]. The child needs years to do
this. The child’s first years are spent learning the basics, and
then she/he has to go through an academic system to improve
her/his knowledge. The simulation of this process when
dealing with systems is known as system learning through
neural networks or deep learning. The second approach,
which aims to improve the first by combining the two,
involves giving the system statistical computing capacity
for specific tasks, such as syntax or grammar recognition,
considering the word’s frequencies, contexts, and positions.
As pointed out earlier, NLP seems to be a challenging task.
Practical NLP systems are still flawed and can only perform
certain specific tasks [5], [6], [12]. The future of NLP on
the scale of human capacity remains difficult unless new,
more efficient methods are developed to reduce learning time.
Applying the computational power of quantum mechanics
seems to be a good candidate for this task. Therefore,
quantum computing can be a game changer in how NLP has
been tackled.

A. SUPERPOSITION OF QUANTUM STATES IN NLP

The superposition principle of quantum states can signifi-
cantly benefit NLP. Once again, NLP involves simultaneous
consideration of multiple pieces of information when inter-
preting languages, such as word identifiers, contexts, syntax,
word frequency, distance between words, and dependencies.
A quantum state represents a simultaneous superposition of
multiple states or properties. Thus, encoding NLP model
training data into a quantum state offers greater advantages.
This quantum state has the potential to capture several
useful pieces of information for NLP that classical methods
cannot. For instance, the phrase Hello the quantum world can
be represented as a superposition of its constituent words,
as illustrated by Equation (8),

! |00) 4 2 |01) 4 )
/30

4
7% 7% [10) + —=I[11). (8)

V30
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In this quantum state |00), |01), |10) and |11) represent
the words, Hello the quantum and world, respectively. The
amplitudes f f f and = 5 can reprejs.ent the distance
between the different words and the probability of one word
appearing after another. The amplitudes -~ and —= can
mean how much far the word quantum is from the word Hello
than the word the, (J% m) It’s important to note that
this representation is both expressive and memory-efficient
compared to conventional vector representations, which often
require multiple large vectors for each word in a sentence.

B. QUANTUM OPERATORS IN NLP
Quantum operators serve as the fundamental building blocks
for manipulating quantum states that reflect both training
and inference data in NLP. Leveraging basic quantum
operators like quantum logic gates, we can enhance NLP
performance through parallelism, owing to the linearity
inherent in quantum operators. Furthermore, these same
quantum operators, such as the Hadamard gate (H), enable
the encoding of data into quantum states. Moreover, these
operators facilitate the transformation of quantum states into
classical values through quantum measurement operators.
For instance, constructing the quantum state described
in Equation (8) can be effectively achieved in practice by
applying a sequence of Hadamard gates using the Initialize()
module of the IBM Qiskit framework,! with parameters
specifying the amplitudes and the required number of qubits.
Numerous models that exploit these quantum principles and
operators are currently being investigated, with some demon-
strating greater efficiency compared to classical models.

VIl. QUANTUM NATURAL LANGUAGE PROCESSING
MODELS
Several quantum models have been proposed for NLP-related
tasks. Their main differences lie in how the NLP data is
embedded or encoded within the quantum formalism. These
varied encoding methods are suitable only for specific tasks.
Beyond task suitability, the efficiency of these models in
terms of memory resources and computation time varies.
While some are efficient, others are not. The commonality
among these models lies in their utilization of tensor products
to manifest the fogetherness notion in NLP, albeit in different
ways. Seven distinct models are identified after thoroughly
analyzing the papers considered in this literature review.
These emerging models are still in their nascent stages
and exhibit varying levels of development. Some are more
developed than others for several reasons. Practicality, appli-
cability to specific NLP tasks on Noisy Intermediate-Scale
Quantum (NISQ) devices, theoretical exploration, and time-
frames for implementation all contribute to the divergence in
development stages [18], [19], [20]. Particular models with
short-term applications are hybrids, combining classical and
quantum methods to exploit today’s computers. Conversely,
other models requiring more effort or intended for long-term

1 https://www.ibm.com/quantum/qiskit
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applications are still in their theoretical state. The availability
of experimental frameworks and libraries has also influenced
the development of some models. A visual representation of
the development levels of each model is provided in Figure 1,
organized into model families as presented in subsequent
sections.

These models employ different methods and techniques,
with some sharing common elements. Drawing upon ele-
ments such as tensor product usage, object representation
architecture, matrix utilization, and the order of release,
a chronological tree of the models is constructed in Figure 2.
Relationships between models are based on shared elements,
indicating commonalities rather than direct derivations.
Subsequent sections will delve into the description of
these various models, emphasizing their similarities and
differences.

A. QUANTUM BAG-OF-WORDS MODEL

The inspiration for this model originates from the most
straightforward attempt to address the challenges in NLP.
It involves a straightforward transposition of classical
mechanics into quantum mechanics, maintaining the same
principles but leveraging quantum probability theory.

In the classical bag-of-words model, a document con-
taining m words is represented by the unknown probability
distribution 6 across various elements, as described by
Equation (9).

D, ={w;j:i=1,---,m}. )

The quantum probability model represents a set of words
in a sentence or document using a quantum probability
distribution. The quantum bag-of-words model portrays a
document consisting of m words as a superposition of
quantum events with their dependencies as:

Dm(d) = Dm({dlv Tt dm})

=D Silew;) (10)
i=1

where d = {di, - - - , d;y} denotes the dependencies between
different words, |e,,,) defines the projector corresponding to
the word w;, and the normalization coefficients §; satisfy the
condition " 87 = 1.

To illustrate the modeling process, let us consider the
corpus W = {orange, fruit}. Utilizing one-hot encoding,
we associate the vectors |0) and |1) with the words orange
and fruit, respectively. The projectors for orange and fruit
are respectively represented by:

= [0)(0|

1
(o
S —
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and

e = [1)(1]

0
(o
S

A possible superposition of orange and fruit, materializing
the dependency between these two words, can be represented
by the state:

D,,(W) = \/§|0mng6) + \/g[fruit) (13)

The density matrix of this superposition is:

Skt

N Z} (14)
3 3

D,, is a superposition of words with amplitudes as the
dependencies between words, and D is the density matrix
containing all the correlations between the different words.

Similar to how a classical word or symbol is represented
by a bit string, in this model, each word corresponds
to a qubit or a qubit string, depending on the atomic
components of the text corpora. This model requires many
qubits to represent the words, excluding auxiliary qubits
for calculations. Although this model does not explicitly
consider natural language features like word position, order,
context, combination, syntax, and semantics during the
modeling process, it proves effective for various QLNP
tasks, such as calculating word occurrences in the corpus
or summing occurrences across different corpora. Quantum
operations, e.g., maintaining the score of each word, can
be implemented using a quantum rotation logic gate. For
example, Figure 3 demonstrates how the sum of occurrences
of a word in two different texts can be calculated through
their angles. Various scoring and estimation functions are
explored in [41]. This model is adaptable to system learning
algorithms, including supervised learning, as demonstrated
in its application to a classification problem [42], achieving
100% accuracy with a small dataset. While many NLP
tasks can be accomplished with this basic model, its true
advantage over classical computation remains to be fully
explored, given the significant resources it requires, including
the number of qubits and memory. In [42], efforts are made
to enhance this model, particularly in corpus classification,
addressing issues such as redundancy reduction and a more
compact distribution of the model’s encoding dimensions.
The proposed models, namely ‘One Qubit Per Embedding
Dimension’ and *N Qubits for 2¥ Embedding Dimensions’,
aim to address these improvements.

Il
1
§w|»—
A
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Quantum Machine Learning

41.2%
W2K & W2KXS

5.4%

QBW
20.3%

%
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25.6%

FIGURE 1. Percentage of adoption per QNLP models; based on the
analyzed papers.

QNLP
2003-2004
121, 139]

DisCoCat
2008
[49], [50]

FIGURE 2. Chronological tree of QNLP models. qML stands for quantum
machine learning.

B. TENSOR PRODUCT REPRESENTATION MODELS

This category of models, distinct from the previous ones,
endeavors to explicitly consider natural language features
such as word position and context during the word embedding
process. Tensor product representation (TPR) models aim
to portray a collection of intricate symbol structures as
space vectors, drawing inspiration from gradient symbolic
computation (GSC) principles [47], [48]. The objective is
to encapsulate diverse features within a complex set of
symbols and structure them within quantum systems. In the
realm of QNLP, these features, which can be captured and
encoded in quantum systems, include elements crucial for
interpreting natural language, such as words, phrases, verbs,
nouns, adverbs, and contexts. Within this category of QNLP
models, three main types handle various NLP features: the
positional tensor product representation (pTPR) model, the
contextual tensor product representation (cCTPR) model, and
the fock-space representation model [40].

1) POSITIONAL TENSOR PRODUCT REPRESENTATION
MODEL

The pTPR model organizes symbols based on their posi-
tions in a binary decision tree, with nodes being vectors
representing language elements for processing. In pTPR, the
left and right positional roles, materialized by the binary
tree, represent different sentence elements. Like a sentence,
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FIGURE 3. Quantum Adder Circuit that combines the angles ¢ and ¢. This
can be used to sum the scores of two quantum states.

the global vector representing a symbol structure is a
superposition of vectors for the structure’s basic constituents.
Each constituent, located at a node in the phrase’s binary
parse tree, is associated with a vector derived from the tensor
product of two basic vectors: one encoding the symbol s;, and
the other encoding its position ;. Consequently, a complete
sentence is represented by a high-dimensional vector §
resulting from the tensor product of its various small-
dimensional constituents, i.e., noun, verb, adverb, and others,
as expressed in Equation (15).

S = Zsi Q n;. (15)

The symbol positions, n;, can be encoded using qubits or
alternative labels, with the left-hand position encoded as |0)
and the right-hand position as |1). This allows the calculation
for various elements of the binary tree, as illustrated in
Figure 4, to be encoded (e.g., as |011)) and interpreted as the
left (10)) child of the right (|1)) child of the right child of the
tree root. A single child node can be randomly assigned a
name of |0) or |1), and the position of the root of the sentence
is considered as a standard symbol, such as |e). Therefore,
the pTPR model for the sentence Quantum Natural Language
Processing is represented by the Equation (16).

[¥s) = IS)l€) + |AP)|0) + |Quantum)|00) + |AP)[1)
+ |A)|01) + |Natural)|001) + |[NP)|11)
+ |N)|011) + |Language)|0011) 4+ |[N)|111)
+ |Processing)|0111) (16)

and this can easily be visualized, the different positions,
through its binary tree represented in Figure 4.

The vectors encoding symbols of basic constituents,
denoted as |N), |V), |A)|NP), |AP), belong to the dimension
of the vector space of language symbol vectors. This
dimension is relatively small compared to the dimension
of the entire sentence space. The vector representing the
whole sentence has a dimension corresponding to the tensor
product of all basic vectors. If V) is the vector space of basic
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Quantum
00)

Language
|0011)

Processing
|0111)

FIGURE 4. Parse tree for QNLP. S = sentence, N = noun, A = adjective,
P = phrase. This representation captures fillers or symbols with their
positions.

constituents, then the sentence space with n constituents is
defined by the vector space given in Equation (17).

o
V. =P v (17)
d=0

where d is the depth of a node in a tree. For example, |0111) €
Vo®Vo® Vo ® Vo = ng“ if Vj is the vector space spanned
by the basis of Equation (1).

The representation of a text corpus is a superposition of
different sentence representations that compose it. It involves
representing a text as a single tree comprising the superposi-
tion of various trees rather than considering them as distinct
entities. In similar sentences with minor differences, the
disparities are associated with weights only on the differing
nodes, while the rest occupy identical nodes. For instance,
if |yr1) = Classical Natural Language Processing and |yrp) =
Quantum Natural Language Processing are two sentences,
the corresponding pTPR model of the corpus formed by these
two phrases, would be the superposition of the two sentences,
expressed as:

1
V) = 5(1) + [¥2)). (18)

This representation is derived from the binary tree of the
symbolic structure, yielding |¢) = %( Classical + Quantum,)
Natural Language Processing.

2) CONTEXTUAL TENSOR PRODUCT REPRESENTATION
MODEL

In this model, unlike pTPR model, language components or
symbols are interpreted not by their positions in the corpus
but through their context or environment. Instead of stating,
‘the symbol s; of sentence S is at position i’, we express it
as ‘the symbol s; of sentence S is preceded by the symbol
s;—1 and followed by the symbol s;1’. This contextual tensor
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product representation (CTPR) model seems more effective in
reducing ambiguity or redundancy in corpus representation.
For example, in the cTPR model for the QNLP corpus,
the word natural is presented as preceded by quantum and
followed by language, represented by:

|Ys) = |Quantum Natural Language)
+ |Natural language Processing)
= |Quantum)|natural)|language)

+ |Natural)|Language)|Processing). (19)

In this example, spaces are not considered, and the context
window size y defining the word natural’s context is set to 2,
although this window size can be adjusted.

We can observe that in this model, the dimension
of the vector space encoding the sentence is very high
compared to that of the pTPR model. To represent the word
natural in the Quantum natural language processing corpus,
we need a vector space of dimension vf,, at least, if v, is
the base space that extends or encodes base words such
as |natural), |language), |processing). The cTPR, however,
is free of ambiguity since the superposition of corpora
preserves the unambiguous property or identity of the
corpora. For example, if we have two corpora |y) =
Classical Natural Language Processing, and |yn) =
Quantum Information Processing Example, the superposition
of the two corpora using pTPR models is given by
Equation (20).

In this model, the dimension of the vector space encoding
the sentence is significantly higher than that of the pTPR
model. To represent the word natural in the Quantum Natural
Language Processing corpus, a vector space of dimension
vé is required, at least, if vo represents the space encoding
base words such as |natural), |language), |processing). The
cTPR, however, remains free of ambiguity, as the superpo-
sition of corpora maintains their unambiguous properties or
identities. For instance, if we have two corpora |1) = Clas-
sical Natural Language Processing and |y») = Quantum
Information Processing Example, the superposition of these
corpora using pTPR models is given byEquation (20).

|vrs) = |Classical Natural Language Processing)
+ |Quantum Information Processing Example)
= |Classical)|Natural)|Language)|Processing)
+ |Quantum)|Information)|Processing)|Example)
= (|Classical) + |Quantum))|1) + (|Natural )+
+ |Information))|2+(|Language) + | Processing))|3)
+ (|Processing) + |Example))|4)
= |Classical Information Processing Example)
+ |Quantum Natural Language Processing)
= |Classical Information Language Processing)
+ |Quantum Natural Processing Example)
=... (20)
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This raises an ambiguity or does not preserve the identity
of the phrases, as shown in Equation (21)

|Classical Natural Language Processing)
= |Classical Information Processing Example)

= |Classical Information Language Processing)
2D

Conversely, in the cTPR model, we obtain Equation (22)

|¥s) = |Classical Natural Language Processing)
+ |Quantum Information Processing Example)
= |Classical)|Natural)|Language)|Processing)
+ |Quantum)|Information)|Processing)|Example)
(22)

This latter representation is unambiguous but belongs to
a higher-dimensional vector space, with the context size y
encompassing the entire structure.

3) FOCK SPACE REPRESENTATION MODEL

The Fock space representation model [40] draws inspiration
from both the pTPR and ¢TPR models, aiming to leverage
their advantages and address their shortcomings. The pTPR
model represents symbolic structures using quantum state
vectors, resulting in linear combinations that necessitate non-
linear operations. However, quantum computers struggle with
efficiently applying non-linear transformations to optimize
the model’s harmony. Harmony, in this context, is an
objective function that maximizes the number of well-formed
sentences [40]. Conventionally, a negative harmony value
indicates an ungrammatical sentence, while zero signifies
grammatical correctness. The goal is to modify the linear
combination principle of the pTPR model by incorporating
the contextual representation of the ¢cTPR model. This
adjustment avoids the non-deterministic linear combinations
of pTPR generated by positional roles of symbols. Positional
roles are transformed into factors of the tensor product of all
symbols using maximal contextual roles. For instance, if we
have N possible roles rq, r2, ..., r, and a set of symbols or
fillers f; to be encoded, instead of having a linear combination
like:

[Ws) = lf)lr) + f2) ) + ..., (23)

that is, a positional representation, we instead have a
representation from cTPR as follows

[Vs) = 1)) - - V) (24)

where each |f] ;) is the filler (symbol) bound to the positional
role r;, having a new basis different from that of |f;). For
instance, if |0) signifies the positional role with no symbol or
the empty character, and al +10) is the new vector containing
symbol f with positional role r, a basis for the vector space
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FIGURE 5. Ternary tree for transitive verbs. Example of loves in Bob loves
Alice. The transitive verb can be modeled by adding a start symbol and
defining the positions of subject and object in relation to the verb itself.

of symbols with their roles can be defined as:
v) =af 10)®--®al 10)

=al, --af 0), (25)

where ajir;_”__ and ar, , are the quantum binding and unbinding

operators, respectively, mapping the symbol and its positional
role into a new state. Further details on this operator and its
properties can be found in [40] and more investigations can
be found in [49].

For example, let us consider the modeling of transitive
verbs in the corpus Bob loves Alice. This corpus can
be represented in a Fock space representation model by
following these steps:

‘We begin by recognizing that a transitive verb in a sentence
is grammatically correct if it is preceded by a subject
and followed by an object. Thus, using a ternary tree and
assigning roles {¢, [, ¢, r} to fillers (with /, ¢, s denoting ‘left,
center, right’ daughter nodes), the corpus is depicted in the
following form, as derived from Figure 5.

[¢)=1S) ® |€)+|Bob) ® |I)+|loves) ® |c)+|Alice) ® |r),
(26)
where S is a start symbol.

A harmony operator H for recognizing a sentence contain-
ing a transitive verb is defined as follows:

o It assigns the value n, = —3 to the symbol S in the role
€0

o It assigns the value n|gop),; = —1 inrole /

o It assigns the value njjyye5),c = —1 inTole ¢

o It assigns the value nj4/ice),» = —1 inrole r

« Finally, it assigns a +2 reward to the model for all links
with |S).

Clearly, for our example, the harmony is H = (-3 — 1 —
1 —1)+ (+2 + 2 + 2) = 0. This means that the sentence is
grammatically correct.

In general, if we consider n;, ny, n,;, and n, as the harmony
of start symbols, subject, verb, and object, respectively, the
harmony operator for an entire text corpus with m transitive
verbs is:

m
H= Ney — Z Z (4ne,~ +nor + 0y, + ns,r)
i=0 refl;,ci,ri}

m
+2 z z Ne;_y (nei + ng,r + npr + no,r) 27)

i=0 ref{li,ci,ri}

by adding the following rule:
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o The harmony operator assigns harmony n.;, = —4 to the
symbol S in the role €;,7 > 1.

Note that the harmony operator in this case is a classical
function instead of a Hermitian operator, as it is a sum of
the harmony operators n,,, r/ € €;, (s, r), (tv, r), (o, r), and
ny’H = Hn;, [40]. For this operator to be non-classical, all
we need to do is define the local harmony operators 7,/ in
such a way that n,,H # Hn,,, i.e., the order in which we
consider and apply the local harmony operators 7,, counts.

In cases where the harmony operator H is non-classical,
the harmony of a sentence is evaluated by the formula:

H(1¢)) = (¢IHI¢), (28)

for any Fock space representation |¢) of the sentence [40].

C. WORD2KET AND word2ketXS MODELS
Using vectors for modeling NLP tasks in classical compu-
tation has proven effective. Examples such as the word2vec
model [50] or GloVe [51], representing words as vectors in
NLP, demonstrate this effectiveness. Mapping words from a
text corpus into vectors results in a more robust model that is
well-suited for system learning. Specifically, this modeling
transforms the discrete space of natural language into a
continuous space, better accommodating neural network
models. word2vec or GloVe can transform word corpora of
dimension d into vectors of dimension p < d.
Consequently, rather than employing d-layer neural net-
works, we use p layers. In practical implementation, this
requires a d x p matrix in CPU memory space, with d and
p reaching values of 10° and 1024, respectively, in practice.
Therefore, modeling and manipulating a large corpus, such
as the English dictionary, with these vector models is
cumbersome. To address this, word2ket and word2ketXS [46]
are proposed, aiming to enhance vector models. word2ket
and word2ketXS employ quantum entanglement of states to
reduce vector dimension and memory footprint and facilitate
manipulation through quantum operators.

1) WORD2KET MODEL

The word2vec function, denoted as f : [d] — RP, transforms
a d-token word vector into a p-dimensional vector. The
concept of word2ket is to further transform the reduced
vectors v € R? into very small g-dimensional basic elements
of the tensor product, of rank » and order n, with p = ¢".
Therefore, the representation of a d-token word vector |y)
will be the superposition and entanglement of the token
vectors v/ € RY as given by Equation (29).

) = [v)
=> Qv (29)
j=1 i

Embedding high d-dimensional vector words into basic
vectors through the tensor product is even more efficient
when visualized through the principle of parallel computing.
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Construction of the state representing the word can be carried
out in parallel, as shown by the cutout with parentheses in
Equation (30), instead of performing a more costly sequential
calculation as in Equation (31).

1Y) = Z(v/lj ® V/Zj) ® (v/3j ® vﬁ‘j). (30)
J
W) = Z((V’L/@v’z/)@vgj) ® V- (31)

J

Thus, instead of performing n multiplications sequentially,
we perform O(log(n)) multiplications. It also follows that the
space required for a d-token word is rng = O(rqlog(p/q)),
and for a corpus of m words, it requires a space of O(mp +
rqglog(p/q)) instead of O(dp) in classical computation [46].

2) word2ketXS MODEL

The word2ketXS model extends the word2ket model to word
sets. word2ket transforms a vector of d token words into a
tensor product of basic elements, each of size g. On the other
hand, the word2ketXS model transforms a matrix M of size
d x p from a d-word set vocabulary vector into a tensor
product of a series of n linear operators or matrices M’ of size
g x t. This transformation abides by the conditions ¢" = p
and t" = d, expressed as:

M=> QM. (32)
j=1 i

The word2ketXS model treats the d-token of word2ket,
resulting in a simple vector, as a d-word vocabulary
through linear operators. This, in turn, produces a d X
p matrix. This approach is more memory-efficient, rep-
resenting a d-word vocabulary in a single d * p matrix
instead of d individual vectors. The space required is
rngt = O(rqt max(log(p/q), log(d /t))). The parallel calcu-
lation used by the word2ket model can also be exploited
in the word2ketXS model to avoid building an embedding
matrix.

The primary distinction between word2Ket and
word2ketXS lies in the algorithm’s input. While the
word2Ket model takes a vector of dimension d as input,
the word2ketXS model takes a matrix of dimension d * p.
The objective of QNLP models is to reduce computation time
and memory space, and this is where the two models differ.
word2ketXS extends word2ket by grouping the independent
word vectors of word2ket into a matrix. The advantage
of word2ketXS over word2ket is that it performs a single
operation on a large matrix containing several word vectors,
saving computation time. Additionally, word2ketXS enables
the storage of multiple words in a reduced-dimension matrix,
saving memory space.

Figure 6 illustrates an example of word modeling and how
these optimization objectives are achieved using the word2ket
and word2ketXS models.
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D. DISTRIBUTIONAL COMPOSITIONAL CATEGORICAL
MODEL
DisCoCat, introduced by [44] and [45], stands out as the
QNLP model warmly embraced by the QNLP community.
In contrast to distributional models like the quantum bag-
of-word model and other vector space models, DisCoCat
goes beyond surface-level semantics. It incorporates both the
syntactic and semantic structures of sentences by relying
on the distributional nature of natural language and its
compositional principles. This model harnesses quantum
phenomena such as superposition and entanglement of states,
grounded in two pivotal theories: compositionality theory of
natural language and pregrouped grammar theory.
Compositionality theory posits that the meaning of a
sentence or text is derived from the meanings of its con-
stituent words. Natural language exhibits compositionality,
allowing one to deduce the meaning of a sentence even when
encountered for the first time. For instance, the phrase orange
Jjuice can be easily understood by grasping the meanings of
orange and juice. It is easy to understand that it is probably a
juice extracted from an orange. Thus, sentence meaning is a
composition of the meanings of its individual words.
Pregroup grammar theory asserts that the grammatical cor-
rectness of a sentence can be assessed through calculations.
The theory, developed by [52] and [53], associates a type p
with each word, where each type p has left and right adjoints,
denoted as p' and p” respectively. Grammatical reduction
is computed based on these word types, following the rules
outlined in Equation (33).

p-p—1;p - p—>1 (33)

Considering the typology principle, let n represent the noun
type, s the sentence type, and n”sn! the transitive verb type.
The transitive verb type is deduced from the other typology,
given that a transitive verb like “loves” in “Bob loves
Alice” is surrounded by nouns of type n. Using these atomic
types, the grammatical structure of a sentence, such as “Bob
loves Alice,” can be validated, as shown by the reduction
inEquation (34), indicating grammatical correctness.

n n"snl on
————
Bob loves Alice
n-n sy n>m-n)s-n-n—>1-5-1>s

(34)

This means that it is effectively a grammatically correct
sentence. This observation naturally leads to the existence of
a diagrammatic relationship between the different types, as in
Figure 7.

Therefore, by employing a function that maps atomic types
into vector spaces, such as n to N and s to S, and naturally
n"sn' to N ® S ® N, we can convert the NLP problem into a
quantum model. This model harnesses the compositional and
distributive structure of language using quantum operators.

Here, we elucidate how the model transforms sentences
into a quantum system and how the model calculates
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FIGURE 6. Word embedding with word2ket and word2ketXS models [46].
The representation of the word2ket (Left) model is as follows: The initial
vector is of size 256. The second decomposition phase breaks down the
initial vector of size 256 into 5 vectors, each with a size of 16. Each vector
of size 16 is then decomposed into vectors of size 4, resulting in four
blocks, each containing five vectors of size four. Regarding the
representation of the word2ketXS (Right) model, instead of a vector as in
word2ket, the initial input is a matrix of size 81 x 16. This initial matrix is
then broken down into five smaller matrices of size 9 x 4. Finally, the
matrices of size 9 x 4 are broken down into sub-matrices of size 3 x 2.

Bob loves Alice
N~~~ S~~~ S~~~
n n’-snl n

—

FIGURE 7. Diagrammatic relationship between the different constituents.
This configuration computes the grammatical syntax of the sentence.

[Alice loves Bob | = [ Alice | [ loves | [ Bob |

FIGURE 8. Diagrammatical representation to compute the meaning of the
sentence.

meaning. To comprehend the workings of the model, let
us consider a simple example: |¢) = ‘Alice loves Bob’.
Before proceeding, it is essential to note a few aspects of
this example. The sentence comprises three atoms or basic
elements: two nouns, ‘Alice’ (the subject) and ‘Bob’ (the
object), and another type, the transitive verb ‘loves’. In the
following, we designate the label n; as the subject type
(‘Alice’), n, as the object type (‘Bob’), and #v as the type of
the transitive verb. Additionally, we assume that |/, ) and
(V) € C2. Since transitive verbs necessitate two types (a
subject and an object), they can be regarded as a two-variable
function f;,, taking two nouns, |¥p,), |¥n,) € C2, to produce
the state |V, tv.n,) € C2%*, where k is the size of the space of
[). Thus, f;, applied to |i) gives:

[Wng.v.n,) = foo(1¥n,) © |9n,)) 35)

We also note that the transitive verb |,) € C2® C* @ C2
because of the interactions with the subject and the object.

Using the diagrammatic structure of natural language
among the different atoms, the sentence’s meaning can be
calculated, as depicted in Figure 8.
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The thick wire represents C% . je., the spatial vector
of the entire sentence, and the links between the atoms
manifest the entanglement between their different meanings,
forming the sentence’s overall meaning. Employing quantum
operators to transfer different meanings between atoms,
the meaning of this sentence can be calculated using
Equation (36).

[Yns.vny) = ((Bell| ® I ® (Bell])
x o(Yn,) ® [¥n) ® [¥,))  (36)

where the Bell states stand for the cups and caps of the
diagrammatic structure, respectively, | ] = [00) + |11) and
() = (00| + (11|. The operator (Bell| ® I ® {(Bell| represents
the grammar applied to the equivalent quantum sentence
[Vaiice) ® [Wioves) ® |¥Bop) and I is the identity matrix.

For an in-depth understanding of the model and how
language types, adjectives applied to nouns, subjects and
objects applied to a verb, and words such as relative pronouns
and other cases are modeled, we direct the reader to the
foundational document of the DisCoCat model [54].

E. HYBRID AND QUANTUM MACHINE LEARNING
MODELS

A burgeoning trend in NLP models optimization involves
combining classical machine learning techniques with quan-
tum machine learning methods. Classical machine learning
techniques [55], [56], [57] empower machines to learn
unknown functions from known inputs or data to predict the
outputs of unknown inputs. Let {x1, x3, - - - , X;,,} represent the
known inputs and {y{, y2, - - - , y;u} denote the corresponding
outputs, arranged in index order. Classical machine learning
entails determining the weights w = {wi, wa, -+, wy}
such that y; = x;w, where each x; is a vector of size
n, x; = {xj1,xn, - ,Xin}. Generally, classical methods
consist of a succession of layers of artificial neurons,
known as neural networks (NN), which have evolved over
the years, leading to innovations like convolutional neural
networks [58], [59], [60] (used in computer vision), recurrent
neural networks [61], [62], [63], [64] (applied in time
series and NLP), ResNets [65], and Transformers [66], [67],
[68], [69].

In recent years, numerous research projects have pro-
posed hybrid or quantum versions of machine learning,
continuously enhancing them. Due to their applicability in
NLP and various other domains, quantum neural networks
(QNN) have garnered particular attention [43], [70], [71],
[72], [73]. The QNN can be viewed as the transformation
[Y)1,...010)  —  |¥y)1,... uly), where the auxiliary qubit
|0) records the response |y) at the process end, and
[¥ry)1,....n Tepresents the transformed input quantum state,
which also, in some sense, represents the weights to be
learned. This transformation highlights the reversibility
of quantum computation. Unlike classical computation,
implying the inverse transformation can recover the input
state [)1,... .»|0) from the output quantum state [y)1,... »ly).
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The input state |{)1,... , represents purely quantum data or
classical data transformed into quantum data. Classical data
from natural 1an}guage is transformed into quantum states
W), = ziz:l a;|x;), where a;, i € {l,---,2"} repre-
sent the amplitudes (the dependencies between words, for
example).

Various methods have been developed for transforming
classical natural language data into quantum data. One
popular method used in QNN is the binarization [74] of
classical data. The main idea is to binarize each component
of the corpus, with each binary value corresponding to
an eigenstate in the calculation basis of the quantum
compute.

As an example, let’s consider modeling NLP using a
quantum self-attention QNN [73], [75] to represent the corpus
Hello the quantum world. Among several other quantum
machine learning models, this deliberate choice aims to
demonstrate the advantages that quantum methods can offer
in NLP modeling through this example. This choice is
due to the simple mathematical formulation of quantum
self-attention.

Firstly, classical data is converted into quantum states using
the binarization method. The binarization would correspond
Hello to 00, the to 01, quantum to 10, and world to 11.
Each binary value is then associated with a eigenstate in the
computation basis. In this example, two qubits may suffice
to represent the corpus, as in Equation (37). Remember,
a quantum system of n qubits can represent 2" classical values
in superposition (see section V-B1).

|0;) = \/_IOO \/_IOI \/_|10 f'll

37)

Once the data has been encoded, the resulting quantum
states are fit to the model for training and inference
purposes. The training of an NLP model using the quan-
tum self-attention mechanism, in steps, would proceed as
follows.

An encoder/decoder architecture model using quantum
Self Attention takes a set of keys and values as inputs and
generates attention scores attention to predict the correct
response. The keys and their values are learned during
the model training. During the model inference, the query
represents, for example, a text to be translated, prompts for
text generation, or any other NLP task [75].

For simplicity, let’s consider the quantum state |Q,) as a
query passed to the model for machine translation purpose.
Additionally, let’s assume that this same state is also used as
the key of the correct value or translation, denoted as V., in the
attention mechanism of the model,

1

K,
K =75

00) + —=[01) +

11),
730
(38)

3
——10) +
«/30 V30
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The quantum self-attention mechanism will be calculated
by the model as follows:

Attention(Q, K, V)
=O(QIK)®|V)

(QolKo) ® Vo) ©--- O
(Q11Ko) ® Vo) ©--- O

(QolKn—1) ®
(Q11Kn—1) ®

|Vn—l>
|Vn—1>

(On_11Ko) ® Vo) ® -+ © (Qu_t[Knot) ® [Vi1)

(39)

where (Q|K) represents the operation that computes the
similarity between the queries Q and the keys K, while the
operator © is utilized to select the correct answer V., which
corresponds to the query Q, and the key K, from the set
of values, V. This selection process using the © operator
can be executed through a sequence of quantum gates,
such as CNOT gates. The accurate value or translation, V.,
is determined based on the highest similarity value (Q,|K,),
here equal to 1, because |Q,) and |K;) represent the same
quantum state.

The keys K are acquired and stored by the model during
the training phase. For instance, the key |K,) = f|00)

¢_33 |01) + JTT' 10) 4+ E [11)1 1§ associated w1t.h the response
V.= Bonjour le monde quantique, such as in the case of
French translation.

In this example, from Equation (39), the learnable matrix

(QolKo) - - {QolKn_1)
(011Ko) - {1 |Kn—1)
| , (40)
(On11Ko0) - (Ouet [Knr)

reflects the distribution of attention scores to be learned
during the model training.

One notable advantage of quantum NLP models is
illustrated in this example. It’s worth noting that each
element of (Q|K) is a superposition of states, thus offering
greater expressiveness in terms of information and features.
Consequently, the quantum self-attention mechanism holds
an advantage in terms of storage space and computation time
efficiency [75].

Binarization mapping may suffer from the drawback,
especially with continuous variables, of potential data loss.
However, a solution to this issue is fine-grained representa-
tion [76], which involves increasing the degree of binarization
to capture more continuous values. Another effective method
for representing continuous variables without compromising
data integrity is what can be termed electromagnetic rep-
resentation [77], which entails encoding classical data into
quantum states, such as the amplitudes of electromagnetic
fields.

Various hybrid models of quantum machine learning
have been proposed for immediate practical application in
industry. These models typically involve an architecture
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that divides computation into an easy part, running on
a classical processor, and a challenging part, running on
a quantum processor [78], [79], [80]. Approaches like
gradient-based optimization are used to learn parameters
during training, as seen in [81], [82], and [83]. Hybrid models
like [79] incorporate classical non-linear activation functions.
Additionally, [84], [85] proposed a quantum auto-encoder
for encoding data in compressed quantum states. Several
practical applications of hybrid quantum machine models
have been successfully explored in the realm of NLP [86],
[87], [88], [89], [90], [91].

VIIl. SUMMARY OF RELATED WORK ON QUANTUM
NATURAL LANGUAGE PROCESSING

This section provides an overview of the work in the field of
QNLP. Despite being in its infancy, numerous enhancements
and applications have been proposed for QNLP models.
For each model, we present an overview of the developed
algorithms, distinguishing between improvements on the
model itself and applications to NLP-related tasks. Table 1
summarizes the work conducted in the QNLP domain.

The interest in DisCoCat primarily stems from the
model’s capability to compute corpus meanings and validate
grammatical syntax. Upon its proposal, efforts were initiated
to optimize it for practical implementation on NISQs. The
work introduced by [54] generalizes the modeling of various
sentence types in text corpora. One of the principal challenges
with this model is associated with the resources required for
its implementation. The interaction among different sentence
components is highly resource-intensive. The representation
of entire sentences leads to states or vectors with very high
dimensions, making constructing and handling such vectors
challenging.

Consequently, using an easily accessible QRAM [92] for
the practical implementation of DisCoCat holds significant
promise. However, the practical realization of such QRAMs
remains unattainable in the current quantum technology
industry. Therefore, there is an ongoing need to develop
alternatives to QRAMs.

In the work presented by [93], the authors proposed
a full-stack pipeline to create the DisCoPy library for
implementation on near-term quantum computers. This
library is employed in numerous experiments testing the
DisCoCat model. Using DisCoPy, [94] conducted sentence
classification tasks on quantum hardware for datasets com-
prising 100 or more sentences. In a similar vein, [95]
and [96] provided alternative implementations for sentence
classification, while [54] tackled the question-answering
task. The results obtained in these models demonstrate the
superiority of quantum models for NLP, even though the size
of the datasets remains insufficient to support such a claim
definitively. Additionally, implementing the model on other
tasks, such as translation, has proven effective. For example,
[97] and [98] proposed a modeling of language translation
from English to Persian.
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TABLE 1. Summary of related work on QNLP.

Ref. Model Description/Application Year
[95] DisCoCat Sentence classification 2023
[96] DisCoCat Sentence classification 2023
[94] DisCoCat Implementation on quantum 2023

hardware and results for datasets
of size > 100 sentences

[105] DisCoCat A model for musical grammars 2022

[106] DisCoCat An approach to Pronoun esolution 2022

[107] DisCoCat Quantum sentence generation 2022

[108] DisCoCat Sentiment classification 2022

[97] DisCoCat Language Translation 2021
from English to Persian

[98] DisCoCat Language Translation 2021
from English to Persian

[109] DisCoCat The generic architecture 2021

and description of the most
important modules of lambeq library
implementation of the model and
extend the algorithm into a quantum
algorithm to categorize sentences
A full-stack pipeline 2020
for natural language processing on
near-term quantum computers

[93] DisCoCat

[54] DisCoCat DisCoCat model generalization 2020
for sentences
[54] DisCoCat Question answering 2020
[95] DisCoCat Question answering 2020
[92] DisCoCat Uses a quantum RAM for 2016
[110] DisCoCat Quantum teleportation in NLP 2013
[42] QBW Text classification on NISQ 2022
[104] QBW Sentiment analysis 2021
[89] QBW Question answering 2020
[101] QBW Information retrieval 2020
[103] QBW Question answering 2018
[99] QBW Information retrieval 2018
[102] QBW Speech recognition 2017
[100] QBW Information retrieval 2015
[41] QBW Information retrieval 2013
[46] word2ket text summarization, language 2019
+word2ketXS translation, and question answering

In comparison to DisCoCat, quantum bag-of-words mod-
els are tailored to specific tasks, such as information
retrieval [41], [99], [100], [101], speech recognition [102],
question answering [89], [103], and sentiment analysis [104].
These models leverage statistical calculations and depen-
dencies between different corpus terms, utilizing elements
like word and n-gram scores, density matrices of corpora
to model the probability distribution over the corpus, and
dependencies.

IX. QUANTUM NATURAL LANGUAGE PROCESSING
FRAMEWORKS OR TOOLKITS

In Table 3, a selection of tools, references, and brief
descriptions for QNLP are provided. Among these tools are
compilation platforms, QNLP libraries, and parsers. The ones
mentioned here are those most frequently encountered in
various works or reports during this review.

X. PRACTICAL IMPLEMENTATION

A. GENERAL IMPLEMENTATION PIPELINE

This section outlines the general and common procedure for
implementing these different models. The implementation
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Natural language Classical or

text corpus quantum parser
Quantum Quantum states
algorithm or circuit <—— encoding or
for NLP task representation
Quantum computer —» Measurement
Result

FIGURE 9. General pipeline for QNLP implementation. The process begins
with the mapping of classical data into quantum states, through to
measurements of the quantum values calculated after passing through
the quantum algorithms. The measured values will be classical values
from the quantum states and will be used to optimize NLP tasks or
functions.

of quantum models for NLP follows a global and adaptable
architecture, as outlined below:

o Data Collection: The first step involves collecting data
to construct a natural language corpus.

o Preprocessing: This step includes cleaning classical
data and performing preprocessing operations such as
tokenization. The goal is to transform classical data into
a representation of quantum states. The choice of the
quantum state format depends on the selected model for
implementation and the task at hand, as described in the
first step. Tools used for this step may include classical
parsers, such as the CCG parser, and an encoder like
DisCoPy to transform symbols or words into quantum
states.

o Problem formulation: This step clearly defines the NLP
problem or task to be accomplished or performed, such
as sentiment analysis, translation, question answering,
etc.

o Quantum Algorithm or Quantum Circuit Design: This
stage involves defining the quantum procedure that
performs the required NLP task. This procedure is
then translated into a quantum circuit using quantum
operators, such as quantum gates, for execution on the
quantum processor.

o Execution on Quantum Computer: The algorithm is
executed on the quantum computer with the encoded
quantum states as inputs.

« Measurement of the quantum states produced by running
the algorithm to generate classical results is done.

A general QNLP implementation pipeline is presented in

Figure 9.

B. DATASETS, METRICS AND EVALUATION

This section presents the details of the data employed to
test various models and their corresponding results. Each
experiment outlines the evaluation metrics used alongside
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TABLE 2. Advantages and disadvantages of different models.

[ Models | Advantages | Disadvantages
QBW - Quantum-inspired - Struggle with handling
computation large corpus
- It provides a simple - A lot of computing time
representation and memory space
- Parallel processing - Lacks the ability to
capture the semantic
relationships
pTPR - Dependencies parse - The vectors used are of
trees encoded in a high dimension
quantum computer - Can become ambiguous
- Incorporates word in the representation
position
- NLP tasks and
applications based on the
position of symbols are
easy to perform
cTPR - Unambiguous, - High vector dimension
superposition can space
preserve identity - Challenging to scale up
- Incorporates word to larger texts
context
FSR - NLP transformed into - Limited to NLP tasks
optimization problem that can be transformed
into optimization
problems
word2ket - Reduction of memory - Requires a quantum
space hardware
- Captures semantic
nuances and context
dependencies in language
word2ketXS| - Reduction of memory - Requires a quantum
space hardware
- Handles larger
vocabularies
DisCoCat - Supports - Contextual nature of
compositionality and meaning is unhandled
distributionality - Requires a quantum
- Rich and expressive hardware
representation of language

tests. Even though, due to the constraints of current quantum
infrastructures, the results of quantum models reported in
these experiments are conducted on very limited datasets
to assess superiority over classical models, these results are
promising. Table 4 provides insights into the data, metrics,
and model evaluations for specific NLP tasks.

XI. QUANTUM NATURAL LANGUAGE PROCESSING
CHALLENGES

One of the primary challenges in QNLP models revolves
around the issue of reducing the dimension of the compu-
tational space, a problem shared by nearly all models. For
QNLP to be effective, the model must facilitate statistical
computations on lengthy texts and enable interactions among
various components, including words and sentences. Specifi-
cally, to ascertain the meaning of a sentence, the model must
accommodate interactions among its different components.
Tasks like text extraction and question-answering necessitate
the model’s capability to establish similarity and dependency
scores and indexes for efficiency and reliability. However,
as the constituents of a sentence interact to convey their
dependencies, the computational space expands significantly.
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TABLE 3. Some QNLP frameworks and toolkits.

[ References | Description |
DisCopy Z [94] Python Library for DisCoCat
model

t|ket) (pytket)® Quantum Compiler

CCG parser Used for the pregroup parsing for
providing the syntax trees for
DisCoCat

Qtransformer * To promote the Transformer from

the classical to quantum real
Performs simulations of quantum
processes

DisCoCat music model

An efficient high-level python
library for quantum NLP.
word2ket implementation

for encoding of sentences as
tensor network for training
JAX 3 For encoding of sentences as
quantum circuit

Quantum sentence generation

Qulacs library [111]

Quanthoven >

Lambeq [109]

Word2ket ©
PyTorch 7

QuantumNLP?

Particularly, when considering tasks performed on entire
books, the undertaking becomes unfeasible for NISQ. This
issue is particularly relevant to models such as DisCoCat and
TPR, which involve the use of tensor products of order n, with
dimensions reaching up to a thousand or even a million [54],
making them impractical for large texts.

Another challenge is the models’ reliability, with none
proving reliable for all NLP-related tasks. In this context,
model reliability refers to the ability to perform various NLP
tasks concurrently. Some models are well-suited for specific
categories of NLP tasks, while others are not. Quantum
bag-of-words models, for instance, are tailored to specific
tasks like information retrieval, speech recognition, question-
answering, and sentiment analysis. However, this model
appears intricate for tasks such as sentence meaning compu-
tation, where the DisCoCat model excels by being suitable for
both sentence meaning computation and grammatical syntax
checking.

An ideal QNLP model should effectively combine natural
languages’ distributional and compositional features. DisCo-
Cat addresses this challenge to some extent, but further work
is required. For instance, integrating reliable mechanisms
to enhance statistical calculations, such as word scores
and pregroup grammar calculations, would contribute to its
robustness.

XIl. FUTURE DIRECTION

Developing more inclusive and efficient models for QNLP is
still a pressing need. Models capable of considering natural
languages’ compositional and distributive nature are essential
for efficient processing. A promising research direction
involves the development of models with a multi-layer
or modular architecture that integrates the compositional
and distributional structure of natural languages, making
them more inclusive and effective for QNLP. Combining
architectures from different models could result in a more
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optimized solution. Reducing vector dimension resulting
from the interaction of corpus elements will be beneficial
for processing large texts effectively. Unfortunately, the
interaction between language elements represented in vectors
poses a challenge to the efficient implementation of QNLP,
involving a high number of vectors, up to the number of
words in a book, resulting in very high-dimensional vector
spaces. Parallelism, as seen in the word2ket model, could
serve as a potential solution in the calculation process.
The extensive integration of parallel vector computation
into model architectures will help reduce high-dimensional
vectors’ construction and manipulation costs. This way, the
compositional nature of natural languages could be reduced
to sub-compositions, avoiding full composition leading to
high-dimensional spaces. Additionally, the reduction of
statistical computation time on the distributional layer in
a compositional-distributional model is of great importance
and can be explored through quantum operators capable of
performing simultaneous computations on sentence matrices
or whole corpus matrices. Purely compositional and purely
distributive models have limitations, and as we understand
today, NLP exhibits both distributional and compositional
properties, considering elements such as context, semantics,
and syntactic structure when analyzing and understanding
languages.

The quantum large language model (QLLM) has not
received sufficient attention in the literature, yet it holds
promise as a solution for the challenges posed by the
LLM. Classical LLM presents challenges such as the
extensive computational resources required for training and
deployment, biases and fairness issues, and uncontextual
and incoherent responses. LLM training and deployment
demand substantial computational resources, with training
times estimated in years and necessitating supercomputers.
QNLP appears to offer a solution for exponentially reducing
computing time. LLM-generated responses often exhibit bias
or discrimination, and QNLP can enhance rapid response
selection through its ability to superimpose and analyze all
possible response contexts.

The multilanguage model (MLM), focusing on under-
standing and generating text in multiple languages, presents
challenges related to computation time and language com-
plexity due to variations in vocabulary, grammatical syntax,
and context nuances. Constructing MLMs with these charac-
teristics is highly complex, and integrating quantum methods
for parsing, code-switching, response generation, and model
training promises higher-performance models.

Purely compositional and purely distributive models have
limitations, and as we understand today, NLP exhibits
both distributional and compositional properties, considering
elements such as context, semantics, and syntactic structure
when analyzing and understanding languages.

The quantum large language model (QLLM) has not
received sufficient attention in the literature, yet it holds
promise as a solution for the challenges posed by the
LLM. Classical LLM presents challenges such as the
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TABLE 4. Datasets, metrics and evaluation of experiments per model.

QUANTUM BAG-OF-WORDS MODELS

Models/Tasks Datasets Metrics Evaluation

Classification task [42] Lambeq datasets [105] accuracy 62%

Information Retrieval [41] TREC collections [41] Mean Average relative improvements in MAP going up to 12.1% in the case

Precision (MAP) of WT10g collection and 19.2% for the ClueWeb-B collection

Information Retrieval [100] | five collections in the MAP achieves better performances than QLM (a quantum IR model)

with a Quantum documents re-ranking task and MRF T UPD model (a traditional IR model with UPD

Entanglement based Model [100] patterns)

Information Retrieval [99] TREC 2013 and 2014 MAP@10 and TREC 2013 : 10.37(71.40) vs 8.94(89.81) for nDCG@ 10,
session track datasets % 11 | nDCG@10 metrics MAP@ 10 respectively. REC 2014: 15.19(6.82) vs 14.79(1.86)

for Improvements in parentheses.

Automatic speech
recognition [102]

TIMIT corpus [106]

Perplexity (PPL),
number of parameters

Results are better than the other systems tested.

(number of well formed
sentences) [40]

A .B"

TPR MODEL
Models/Tasks Datasets Metrics Evaluation
HARMONY Tree rules for grammatical Average complexity Empirical average complexity of harmonizing to the A”.B"
MAXIMIZATION expressions of the form expression is logarithmic (log(n)) on classical computer and

the total number of iterations needed is O(D? /§2) on quantum
computer, D is the operator dimension and J the markov chain

gap

Models/Tasks

Datasets

word2wet AND word2ketXS

Metrics

Evaluation

Summarization language
translation and question

Stanford Question
Answering Dataset

F1 score, Accuracy,

The experiments show substantial decreases in the memory
footprint. In text summarization, word2ket achieve 16-fold

answering [48], (SQuAD) datase reduction in trainable parameters and 34,000 fold reduction in
trainable parameters for word2ketXS
DisCoCat MODELS
Models/Tasks Datasets Metrics Evaluation

Classification tasks for
sentences [94]

MC (‘meaning
classification’) [94],
RELPRON [107]

train and test errors

Train and test errors read 16.9% and 20.2%, respectively(MC);
9.4% and 27.7%, respectively(RP)

Machine Translation [97]

English-Persian [97]

Complexity, accuracy

Quadratic speedup, better accuracy over classical methods

Audio processing (music
classification) [108]

musical snippets [108]

Accuracy

76%

Classification of sentences
[95]

Corpora [95]

proof-of-concept work, QNLP is possible on available
quantum devices

Natural Language
Generation [109]

Generation of 30 sentences
about food

Avg No. of guesses

8.5 (hybrid quantum) vs 8.4(Random Generation and Testing)

Models/Tasks

HYBRID AND QUANTUM MACHINE LEARNING MODELS

Datasets

Metrics

Evaluation

Question Answering [89]

TREC-QA [110] and
WikiQA datasets [111]

Mean Average
Precision (MAP) and
Mean Reciprocal Rank
(MRR)

11.87% MAP and 13.61% MRR on TREC-QA, and by 27.15%
MAP and 28.09% on WIKIQA

Text Classification [90]

Snips [112] and ATIS
[113] Dataset

Average Prediction
Accuracy

Boosts the performance in two text classification datasets by
1.57% and 1.52% relative improvements.

Transfer learning for
spoken command
recognition [91]

Google speech command
dataset [114]

Accuracy,
cross-entropy (CE),
parameters

Better accuracy (94.58% vs. 94.42%), lowest CE value (0.248
vs. 0.251) and fewer parameters (0.00096 vs. 0.216)

Quantum Self Attention
Neural Network for Text
Classification [73]

MC and RP [94] Yelp,
IMDb and Amazon [115],

Accuracy, parameters

100% test accuracy, only 25 parameters vs 80%, 40 parameters
(DisCoCat). QSANN has potential advantage for text
classification

Sentiment Analysis

MELD'? [116] and
IEMOCAP! [117]

F1, Accuracy

Achieves the best classification results on all metrics, increased
by 9.1% and 6.7%(MELD), 7.4% and 4.2% (IEMOCAP)

2 https://github.com/oxford-quantum-group/discopy
3 https://github.com/CQCL/pytket

4 https://github.com/rdisipio/qtransformer

3 https://github.com/CQCL/Quanthoven

6 https://github.com/panaali/word2ket

7 https://pytorch.org

extensive computational resources required for training and
deployment, biases and fairness issues, and uncontextual
and incoherent responses. LLM training and deployment
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8 https://github.com/google/jax

9 https://bit.ly/QuantumNLG

10 hitps://trec.nist.gov/data/session2013.html
11 https://trec.nist.gov/data/session2014.html
12 https://affective-meld.github.io/

13 http://sail.usc.edu/iemocap/

demand substantial computational resources, with training
times estimated in years and necessitating supercomputers.
QNLP appears to offer a solution for exponentially reducing
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computing time. LLM-generated responses often exhibit bias
or discrimination, and QNLP can enhance rapid response
selection through its ability to superimpose and analyze all
possible response contexts.

The multilanguage model (MLM), focusing on under-
standing and generating text in multiple languages, presents
challenges related to computation time and language com-
plexity due to variations in vocabulary, grammatical syntax,
and context nuances. Constructing MLMs with these charac-
teristics is highly complex, and integrating quantum methods
for parsing, code-switching, response generation, and model
training promises higher-performance models.

Integrating quantum system learning into QNLP models
is also a highly advantageous research direction. The
well-established importance and advantages of quantum
system learning over conventional system learning highlight
its vital role in QNLP. While compositional and distributional
methods mentioned earlier can be effective, the added benefit
of system learning lies in its ability to detect patterns in data
that may elude human perception. With the ever-growing
size of data, simple statistical methods become insufficient
for NLP tasks. Quantum machine learning, mainly through
quantum neural networks, detects learning patterns in QNLP
more effectively. The efficient implementation of compo-
sitional and distributional models with quantum system
learning will be pivotal for the future of QNLP. Integrating
quantum system learning into QNLP models is also a
highly advantageous research direction. The well-established
importance and advantages of quantum system learning
over conventional system learning highlight its vital role
in QNLP. While compositional and distributional methods
mentioned earlier can be effective, the added benefit of
system learning lies in its ability to detect patterns in data that
may elude human perception. With the ever-growing size of
data, simple statistical methods become insufficient for NLP
tasks. Quantum machine learning, mainly through quantum
neural networks, detects learning patterns in QNLP more
effectively. The efficient implementation of compositional
and distributional models with quantum system learning will
be pivotal for the future of QNLP.

XIIl. CONCLUSION

Despite being in its infancy, QNLP deserves investigation.
This paper reviews various NLP embedding models to
explore opportunities and challenges. The results presented
in this work show that current models exhibit promise
for specific NLP tasks. Different models are identified,
including the quantum bag-of-word model, the TPR model,
the DisCOCat model, and the word2ket and word2ketXS
models. Some models consider the distributional character,
others focus on the compositional character, and some
attempt to incorporate both. However, the most efficient
model would account for both aspects of natural language
properties. Developing more efficient and reliable models for
various NLP tasks is imperative. The application of quantum
models to specific NLP-related tasks, such as text-to-image
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generation, text-to-scene generation, and text-to-video, has
not been fully realized, but quantum computing holds
great potential for these applications. Current experimental
work on quantum hardware underscores the applicability of
quantum methods to NLP, warranting further investigation
for more efficient models. While the proposed models show
efficiency, implementing them on a large scale, such as the
English language dictionary, remains challenging due to the
necessary resources. Further enhancements are crucial for
the future of QNLP.
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