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ABSTRACT The usage of cloud computing service platforms are exponentially growing to provide
on-demand services for end-users for using advanced technologies. These platform services are achieved
through resource virtualization to maximize the resource usage and minimize energy requirements. Energy
consumption is a key factor for designing efficient and manageable cloud data centers. Optimal techniques
are used for placing virtual machines in physical machines to reduce the energy consumption ratio of physical
hosts. This paper proposes a novel efficient virtual machines placement algorithm for a cloud computing
environment. This method exploits a modified artificial bee colony optimization algorithm for identifying
under-utilized physical machines based on energy consumption and resource allocation charts. An adaptive
threshold method is then proposed to select suitable threshold levels for energy consumption to identify
under-utilized physical host machines. A comparative analysis with state of art methods is carried out by
using the CloudSim 3.0 simulator. Simulation results show the superiority of our method, able to achieve the
highest accuracy values of 97.2% for accuracy and of 97.9% for precision rate, thus confirming the efficacy
of our approach for virtual machine placement in cloud environments.

INDEX TERMS Adaptive threshold, modified artificial bee colony optimization, VM placement, resource
management, virtual service handling, optimization.

I. INTRODUCTION
Cloud computing environment provides many benefits, such
as minimizing computation cost involvement, maximizing
the resource utilization, on hand service, and high scala-
bility. This computing environment has evolved from the
combination of virtualization, distributed, utility-based com-
puting technology to facilitate scalability and availability
features. Virtualization is a process of creating a virtual
service machine to assign physical resources in an opti-
mized way. Virtualization can be attained by using software
known as virtual machine monitor (VMM) or hypervisor,
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and this VMM is responsible for creating and managing
virtual environments. The primary goal of virtual machine
(VM) environment is to improve the efficiency in resource
utilization, in flexibility cloud environments and to provide
an easy way to manage computing resources. The resource
virtualization in cloud environment provides the following
benefits:
a. Efficient resource utilization. Virtualization achieves bet-

ter utilization of physical resources and reduces the ideal
time to wait for getting the required resource.

b. Scalability and flexibility. Virtual environment is more
flexible for scaling the resource requirements depend-
ing on demand, and VM can be added or removed
virtually.
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c. Isolation. VM is operated independently and it provides a
strong isolation environment.

Cloud environments are designed with basic assumptions
about quality of service (QoS), user resource needs, availabil-
ity of resources, utilization time, energy consumption for each
resource, and other computing related factors [1], [2]. The
general cloud data center process management and service
provisions are discussed in the figure 1.

FIGURE 1. Cloud datacenter general working model.

Effective utilization of resources in cloud environment
is achieved through an efficient virtual machine placement
technique. The VM placement is an important process of
identifying suitable physical machines for accommodating
different kinds of applications. Each physical machine will
maintain a record of resource allocation and energy con-
sumptions chart for selecting a suitable VM for the next
placement [3]. Each VM request is processed individually
based on the resource (CPU, memory, disk, and bandwidth)
request and many VM placement techniques are designed
based on the resource availability and requirements. The
resource sharing techniques are accepting asmany as possible
requests from VM, and allocation policies are maintained
based on the available VMs. Here, the resources are virtu-
alized to minimize the energy usage ratio and cost.

Energy consumption ratio of a cloud datacenter is a direct
factor measured from the number of users’ requests and
resource needs. Many research articles are published to
improve the energy usage ratio based on both the overload
and underload of physical machines in cloud datacenters [4].
The main target of a VM placement technique is to achieve
QoS and minimize the energy consumption rate through
the minimization of the resource utilization [5]. The energy
consumption may be achieved by reducing the total power
consumed by the computation, information processing, trans-
ferring, and storage. In general, VM placement is done based
on the holding possibility of VM over physical machine.
If the physical machine is ready to accommodate the VM then

place it, otherwise find the next optimal physical host. Power
consumption can be minimized by decreasing the number
of physical machines (PMs) and increasing the number of
VMs [6] and activating idle VM for enhancing resource
utilization [7]. The tasks can be arranged in a sorted order to
be assigned to physical machines to avoid overload or under-
load in cloud datacenters and this process can reduce energy
consumption. The migration process from a virtual machine
to another VM and consignment of physical machines to
VMs requires additional power and this needs to be take into
account [8], [9].
Addressing some of these issues, this paper proposes

a novel efficient placement technique for virtualization in
cloud service environments. This technique is designed based
on adaptive threshold based modified artificial bee colony
optimization mechanism. In this method, adaptive threshold
measurement is used for detecting the over or under-utilized
physical resources in cloud datacenters. Static threshold
methods may lead to low efficiency in load balancing and
to high energy consumption for resource allocation in phys-
ical machines. The proposed method exploits the resource
utilization factor with maximum and minimum utilization.
The threshold value is measured from the marginal mid-point
from maximum and minimum utilization of resources and
energy consumption values.

A. RESEARCH GAP
Recently many research articles have been published for VM
placement strategy based on energy efficiency using nature
inspired optimization techniques. These schemes are still
suffers with following limitations,

1. Most of the optimizationmethods consider throughput and
resource usage as the metrics for measuring the energy
consumption. These methods are not taking resource ideal
time into account for selecting under-utilized physical
machine.

2. Nature inspirited optimization techniques are suffers with
local optima problems for obtaining optimal result in VM
placement

3. Generally, nature inspired optimization techniques require
an adaptive global optimization factor to achieve efficient
results. Still, some VM placement methods are not work-
ing properly for selecting an efficient physical machine
due to global and local optimum point selection.

1) RESEARCH CONTRIBUTION
We have made the following contributions in the proposed
virtual machine placement technique:

1. The proposed method uses a modified and improved arti-
ficial bee colony optimization (IABCO) technique for
selecting an optimal physical machine for placing a virtual
machine. This method is exclusively designed for sus-
tainable energy usage for physical machine selection and
virtual service usage.
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2. The proposed method uses an adaptive threshold approach
for selecting an optimal threshold level for determining
suitable energy values. An efficient selection of threshold
value is used to prepare a list of under-utilized physical
machines and this will be used as next stage population
for VM placement.

3. We use CloudSim 3.0 for implementing the proposed
method and the performance evaluation is carried out with
different set of VMs and PMs.

4. The VM placement accuracy for the proposed method
is measured base on average throughput and average
resource ideal time.

The main contribution of the proposed virtual machine place-
ment technique is to address the resource allocation issues
in the existing VM placement algorithms. This paper shows
a main contribution towards to achieve an efficient VM
placement for versatile environment by using nature inspired
optimization technique.

The rest of this paper is organized as follows. Section II
presents a detailed review on placement of virtual machines
over physical machine. A detailed discussion about the
methodology and dataset used for conducting experi-
ments about the proposed placement technique is given in
Section III. The adaptive threshold-based modified artificial
bee colony optimization technique is detailed in Section IV.
Section V discusses about the performance evaluation for
the proposed VM placement technique, carrying out a
comparative analysis with state-of-the-art methods. Finally,
Section VI presents the conclusion of our paper.

II. RELATED WORKS
Many applications are designed for massive amounts of infor-
mation and process handling, such as health, ecommerce,
education, and record maintenance. These applications are
designed based on the concept of virtualization. This is a
crucial section in resource usage and power consumption in
cloud service environment. The service request handling in
virtualization is considered as a dynamic load balancing and
VMmigration. Recently, many research articles are published
by the researchers in VM placement by using evolutionary
and population-based algorithms. The VM placement algo-
rithms are designed in two different scenarios, like static and
dynamic [10]. The role of VM placement is to achieve the
desired objective from the available physical machines [11].
Cloud environment suffers with security related issues for
maintaining confidentiality in customer related information
sharing [12]. The dynamic virtualizationmethods are improv-
ing the efficiency of resource utilization, and attackers could
not target a single machine [13]. A technique for placing a
VM and load assignment is presented in [14]. This method
reduces hardware or resource requirements for VMs through
a mathematical model. A hybrid optimization algorithm is
presented in [15] for resolving issues related to energy con-
sumption in cloud datacenters. This method is designed
exploiting random forest and genetic algorithm (GA). The

authors have developed an algorithm with the objective of
reducing the energy consumption by applying excellent load
balancing method.

A technique for placing VM is developed based on utility
function for handling placement related issues [10]. This
method aims at improving energy utilization and violation of
service level agreement (SLA). Dong et al. [16] presented a
parallel distributed GA for VM assignment in cloud based
service environment. This algorithm is executed on different
physical hosts in a distributed and parallel fashion. Liu et al.
[17] presented a comprehensive model and articulate the
placement problem as a multi-objective-based optimization
with constrained function. They designed a strategy by com-
bining VM migration cost, heat recirculation in server side,
and energy consumption. Li et al. [18] presented an approach
for VM migration by using multi-resource collaboration
optimization control. This method uses Gaussian model for
estimation of probability in multi-resource utilization.

Yang et al. [19] presented a method for reliable VM place-
ment based on particular integer-based non-linear program
and a heuristic technique for solving the issues. An archi-
tectural framework as well as the working principles for
establishing an efficient energy aware cloud environment is
defined in [20]. Zhou et al. [21] proposed redundant place-
ment of VM for improving the dependability of cloud server
using optimization approach. They have proposed three dif-
ferent algorithms. The first one is designed to choose a
suitable set of VM hosts from the larger set of candidate
physical host servers. The next algorithm measures an effi-
cient strategy for selecting main and holdup VMs from the
selected hosts. The third algorithmworks to solve task-to-VM
reallocation problem, which is articulated from the findings
from maximum weight matching method.

Hormozi et al. [22] designed a data structure to decrease the
difficulty of the fitness computation by using quadratic linear
formulation. Peake et al. [23] presented a parallel ant colony
optimization technique for VM placement. This method is
designed to effectively exploit parallelization technique. Liu
et al. [24] presented a VM placement technique based on
evolutionary computing method for minimizing the possi-
ble numbers of active physical host machines. They have
developed an approach by combining ant colony optimiza-
tion technique with migration local search techniques and
exchange order. Marahatta et al. [25] presented an efficient
algorithm for VM placement using adaptive thresholding to
identify over- and under-utilized host machines for reducing
the energy usage rate and service level agreement damages.

Jiang et al. [26] presented a technique for task schedul-
ing based on thresholds for efficient scheduling mechanism
for effective utilization of resources. They have proposed a
particle swarm based optimization algorithm to select the
best set of resource utilization in VM placement. Malik
et al. [27] presented a dynamic VM alliance method based
on energy consumption. This method migrates VM based
on the satisfying constraints for multiple types of resources
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being overloaded. This method has been designed based
on the foraging behavior of artificial bee colony optimiza-
tion algorithm. Upadhyay et al. [28] presented a framework
by using multi-objective GA and Bernoulli simulation.
Sudhakar et al. [29] presented an approach for optimal VM
placement by combining the Sine-Cosine algorithm and Salp
Swarm optimization technique for discrete multi-objective
and chaotic functions.

Verma and Bhatt [30] presented an approach for VM
alliance method based on energy and temperature. This
approach uses two heuristic based energy and temperature
aware (HET) and meta-heuristic based FireFly energy and
temperature aware (FET) consolidation algorithms. Verma
et al. [31] developed a model for placing VM by using
decision making process and this decision is taken based on
three criteria of placement time, power usage and resource
ideal times. Thismethod has been designed to select a suitable
PM by satisfying minimum values of these three parameters.
The fitness function for this method is developed by using
the following three optimization algorithms, particle swarm
optimizationwith levy flight, flower pollination optimization,
and a hybrid algorithm that combines these two algorithms.

III. METHODOLOGY
This section discussed about the artificial bee colony opti-
mization algorithm with basic working principles and cloud
datacenter resource management methods in detailed way.

A. ARTIFICIAL BEE COLONY ALGORITHM
Artificial Bee Colony (ABC) Algorithm is a nature inspired
swam-based meta-heuristic algorithm. This algorithm has
been designed based on the inspired behavior of honey
bees [1], and has been proposed by Tereshko and Loen-
garov [2] from the foraging behavior of honey bee colonies.
The ABC algorithm contains three important components.
The first two components are working as the role of employee
and onlooker in the process of foraging bees. These foraging
bees are taking the role of searching for rich food sources to
collect honey. The third component maintains a set of bees
as scouts, carrying a random process for finding the food
positions. The solutions from the searching space consist of
a set of optimization factors, representing the source posi-
tion. The participated employed bees are equivalent to the
number of food source. The rich food source is known by
its fitness value and this value will be associated with its
position. The employed bees are taking the accountability for
examining the sources of food based on the fitness values
and sharing the collected information with onlooker bees for
identifying the best solution. The participated employed bees,
onlooker bees, and number of solutions in the populations
are the same. The following sections discuss about the phases
involved in the ABC Algorithm.
Initial Phase: Let X = {xi} , 1 ≤ i ≤ SN be the

initialized population, created randomly in the entire field.
The source of food represented as xij in the initial phase is

calculated as follows:

xij = xMINj + α ×

(
xMAXj − xMINj

)
(1)

Here 1 ≤ i ≤ SN and 1 ≤ j ≤ D
Employed Bees Phase: This phase is used to generate new

solutions Vi by using a random neighborhood searching pro-
cess over the available population xi by using the folllwing:

Vij = xij + α ×
(
xij − xkj

)
(2)

Here, k and j are selected randomly from SN (i.e., the number
of solution population) and D (i.e, the dimensional vector)
and the condition (k ̸= i). If the Vi produces excellent results
than xi, xi is replaced with Vi. The counter value will be reset
or increased by 1 based on the result acceptance.
Onlooker Phase: This phase applies a probability of selec-

tion to find sources for food base fitness ratio. The probability
values can be measured as follows:

Probabilityi =
Fitnessi∑SN
i=1 Fitnessi

(3)

Then, the fitness value for the sources of food source xi is
calculated as follows:

Fitnessi =


1

1 + f (xi)
, if f (xi) ≥ 0

1 + |f (xi)| , Otherview
(4)

From (3) and (4), it is easy to infer that the source of food
with the maximum fitness value has the highest probability
to be selected by the bees participating in onlooker lists.
Scout Bee Phase: The onlooker bees that select their food

sources randomly are known as scouts. The employed bee’s
solutions could not be enhanced through maximum attempts
of trails (Maximum Limit or Abandonment Criteria) by the
ABC algorithm.

B. ENVIRONMENTAL DESIGN FOR CLOUD DATACENTER
The cloud datacenters are logically represented as a physical
infrastructure made up of physical machines or hosts. The
datacenters consist of as set of physical host machines identi-
fied as (Hi, 1 ≤ i ≤ N ). The host machines are virtualized to
generate VMs to accommodate users’ defined tasks. The host
machines are identified in two modes: if the machine is in a
running condition at datacenter, then it is defined as active
host; otherwise as inactive host. The active host machine is
represented as:

Hi =
(
AvlPi ,AvlMemi ,AvlStor i ,AvlBW i

)
.

Here, the processing computation cost is defined as
Pi, memory and disk access are defined as Memi and
Stor i, respectively, and the bandwidth requirement is
defined as BW i [36]. The virtual machines are defined as(
VM j, 1 ≤ i ≤ N

)
and each VM requires a certain number

of resources from the datacenter and defined as follows:

VM j =
(
ReqPi ,ReqMemi ,ReqStor i ,ReqBW i

)
.
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Algorithm 1 Artificial Bee Colony Algorithm
1. Generate Random Initial Populations by using the

equation (1)
2. Compute Fitness value for each population Fitnessxi , 1 ≤

i ≤ SN
3. Initialize the counter Counter = 1
4. Do

a. For each employee bee from Ebeei , 1 ≤ i ≤ SN
i. Compute Vij using equation (2)
ii. Compute Fitness value FitnessVi
iii. Apply Greedy Selection Process over xi,Vi

b. End For
5. Calculate the probability values Probabilityi for the solu-

tion xi using equation (3)
a. For each onlooker bee from OLbeei , 1 ≤ i ≤ SN

i. Choose a solution xi with support of probability
value of Probabilityi

ii. Create new solution Vj
iii. Computes its fitness value FitnessVj
iv. Apply Greedy Selection Process over xi,Vj

b. End For
6. If an abandoned solution attained then Substitute it with

new set of solution (produced randomly by equation (4))
7. Else No replace
8. Available list of best solutions keep the track and incre-

ment the counter
9. While (Counter ≤ Max iterations)

Each virtual machine has to be allocated to the suitable
host based on the adaptive threshold value. The total number
of operating statements involved in each physical machine is
calculated as follows:

ProcessHi =

∑n

j=1
MIPSVM j (5)

MemoryHi
=

∑n

j=1
MAccessVM j (6)

DiskHi =

∑n

j=1
DAccessVM j (7)

BWHi =

∑n

j=1
TCommVM j (8)

Here n is the total number of VMs accommodated by the
particular physical machine, MIPSVM j is the total number
of instructions involved in VM j. MAccessVM jmeans the total
number of memory accesses in VM j, DAccessVM j represents
the total number of disk accesses in VM j, and TCommVM j is
the total number of communications in VM j.
The energy consumption for individual operation is

defined as αP, αM , αD, andαBW . These values are used to
measure the total energy requirement for completing one
particular virtual machine. The energy consumption for each
VM is calculated as follows:

TEngVM j
=

(
αP.MIPSVM j + αM .MAccessVM j

+αD.DAccessVM j + αBW .TCommVM j

)
(9)

The total energy consumption for each physical machine
Hi is calculated as:

THi
Eng =

∑m

j=1
TEngVM j

(10)

AvgH
Eng =

∑N
i=1 T

Hi
Eng

N
(11)

If the total energy consumption is less than the thresh-
old value Uload , then the particular physical machine is an
under-utilized physical machine. If the value of THi

Eng is higher
than the threshold Oload , then the physical machine Hi is a
PM overload with virtual machines. The Uload and Oload are
calculated as follows:

ThresUload =

[
AvgH

Eng − σ
]

(12)

ThresOload =

[
AvgH

Eng + σ
]

(13)

Here, σ is calculated by:

σ =

√√√√∑N
i=1

(
THi
Eng − AvgH

Eng

)2
N

(14)

IV. PROPOSED VM PLACEMENT METHOD
The working principle for the proposed VM placement
method is shown in the figure 2. The proposed VM placement
method is developed by using the modified artificial bee
colony optimization algorithm. Figure 3 explains the steps
involved in the proposed virtual machine placement method
by using modified artificial bee optimization algorithm. The
existing ABC optimization algorithm is modified for prepar-
ing the enriched food source as the suitable physical machine.
In the initial setup phase of the modified ABC optimization
technique, the algorithm prepares the initial set of population
as the available list of physical machines based on the avail-
able set of resources. This list will be known as the available
food sources for honey bees to collect food from the nearest
food source. The fitness function calculates the fitness value
for each physical host and selects suitable PM based on
fitness value. The physical machines are selected based on
the selection criteria. If the selection criteria is not satis-
fied, then the nearest possible PM will be investigated until
all the possible nearest PM are investigated. This modified
ABC optimization algorithm returns the final list of suit-
able list of physical machines. The following algorithm 2 is
used to identify the under or over utilization of the physical
machines.

The following algorithm 3 explains the working principle
of the proposed virtual machine placement algorithm using
adaptive threshold based artificial bee colony optimization
algorithm.

V. PERFORMANCE AND RESULT ANALYSIS
This section presents a detailed analysis of the performance
and results obtained from the experimental setup. The pro-
posed VM placement technique is simulated by using the
CloudSim tool [21]. CloudSim is an extensively accepted
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Algorithm 2 Initial Stage Population Generation
Input: Set of Physical Machines Hi, 1 ≤ i ≤ N
Output: List of Under-utilized Physical machines

1. For each physical machine Hi
2. For each virtual machine VM j in Hi

a. Compute total energy consumption for VM j
(equation 9)

3. End For
4. Compute total energy consumption of each Hi

(equation 10)
5. If

(
THi
Eng ≥ ThresOload

)
then Hi is overload

6. If
(
THi
Eng ≥ ThresUload

)
then Hi is under-utilized and pre-

pare under-utilized physical machine list as UPM
Utiliz

7. End For
8. Prepare a list of under-utilized physical machines as pop-

ulation list

FIGURE 2. Proposed VM placement method working flow diagram.

simulation tool for designing a cloud service computing
environment. CloudSim provides an environment to support
for handling on-demand resources allocation. It provides a
facility for simulating various service loads or workloads
on various time slots. CloudSim [22] is a Java 8 platform
dependent simulation tool and this tool allows various Cloud
Centre services to be modelled and simulated. This simulator
helps in supporting various problems related to research,
evaluation, and validation of algorithms for different sets of
purposes.

The energy consumption rate for each resource is assigned
with a cost factor of 0.15, 0.07, 0.05, and 0.05 for pro-
cessing element, memory access, disk storage, and transfer
task, respectively. The proposed VM placement method is
evaluated based on the following process: initial set of

FIGURE 3. Proposed modified ABC method for virtual machine placement
technique.

physical machines with standard set of physical resources
with four types. The proposed method is implemented by
using CloudSim 3.0 and the performance evaluation for
the proposed approach is measured based on four standard
parameters: precision, recall, F1 score, and accuracy. This
performance evaluation is evaluated according to the num-
ber of physical machines participating and dynamic request
generated as virtual machines. The initial set of VMs is
assigned to physical machines based on the procedure dis-
cussed in Section III. The success and accuracy of the method
is measured based on the virtual machine throughput, energy
consumption, and ideal time of resource wastage of a physical
machine.

The throughput for each VM is measured as follows:

TroughputVM j
= IWTVM j +

(
Time

VM j
F − Time

VM j
S

)
(15)

IWTVM j =

(
Time

VM j
S − Time

VM j
Entry

)
(16)

AvgTputHi
=

∑m
j=1 TroughputVM j

m
(17)

AvgIWTHi
=

∑m
j=1 IWT VM j

m
(18)

AccuracyHi
=

∑m
j

(
AvgTputHi

− TroughputVM j

)
m


(19)

Accuracy =

[∑N
i=1 AccuracyHi

N

]
(20)
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Algorithm 3 Proposed AT Based Modified ABC Optimiza-
tion Algorithm for VM Placement
Input: New VM request
VMnew

j =
(
ReqPi ,ReqMemi ,ReqStor i ,ReqBW i

)
Output: Identify suitable physical machine Hi, 1 ≤ i ≤ N

1. Identify the required list of resources for virtual machine
VMnew

j
2. Compute minimum energy requirement for completing

virtual machine VMnew
j (equation 9)

3. Apply algorithm 1 and identify the suitable list of physical
machines

4. The suitable set of physical machines is identified by using
algorithm 2 and this will be given as an initial set of
populations.

5. The suitable list of physical machines are selected based
on the availability status of resources in physical machines

6. For each physical machine fitness value is calculated by
using equation (10) and (11)

7. Apply modified ABC optimization algorithm
(Algorithm 3) for the initial stage of segmentation
according to the fitness values.

8. Identify the suitable physical machine as follows,
a. Do
b. For each physical machine from Hi, 1 ≤ i ≤ N

i. Compute THi
Eng using equation (10)

ii. Compute new threshold value ThresUload for under-
utilized physical machine using equation (12)

iii. Apply Greedy Selection Process over
ThresUload ,T

Hi
Eng

c. Compute energy required rate for virtual machine VM j
by using equation (9)

d. If
(
ThresUload ≥

(
THi
Eng + TEngVM j

))
then

i) Virtual machine VM j will be assigned to physical
machineHi.

ii) Return physical machineHi
e. End if
f. While (Max iterations)

9. Wait for suitable physical machine

PrecisionHi =

√√√√∑m
j=1

(
TroughputVM j

− AvgTputHi

)2
m

(21)

Precision =

∑N
i=1 PrecisionHi

N
(22)

The experimental environment is created by using
CloudSim 3.0 cloud simulator. We have created three differ-
ent scenarios: in the first scenario, we have used 30 Physical
Machines, in the second scenario 40 Physical Machines, and
in the third scenario 60 Physical Machines. Each Physical
Machine is designedwith the following specifications of 1 TB
of storage, 8 GB of RAM and 1 CPU core of 2000 or

3000 MIPS or 16 GB of RAM and 1 CPU core of 2000 or
3000 MIPS. We have used a single variety of Memory and
2 varieties of CPU. The testing environment is designed with
256 user requests with different set of resource requests for
each virtual machine. The following methods based on opti-
mization techniques are used for carrying out the comparative
analysis: Marahatta et al. [25] (P1), Soltanshahi et al. [37]
(P2), Devaraj et al. [38] (P3), Chandran et al. [39] (P4), Rahim
et al. [40] (P5), and Vasudevan et al. [41] (P6).
Marahatta et al. [25] proposed a classification-based

resource allocation for VM, Soltanshahi et al. [37] presented
energy aware resource allocation using krill herd algorithm.
Devaraj et al. [38], proposed a hybrid firefly method and
enhancedmulti-objective partied swarm optimizationmethod
for energy efficient load balancing in cloud service comput-
ing environment. Chandran et al. [39] proposed GA-based
tabu search technique for optimum energy aware alloca-
tion for cloud datacenters. Rahim et al. [40] presented an
exploiting heuristic algorithm for utilizing power manage-
ment controllers with renewable energy sources. Vasudevan
et al. [41] presented a profile-based resource management
using a repairing GA.

We have used the aforementioned optimization algorithms
for evaluating the proposed VM Placement technique. The
performance evaluation for the proposed algorithm and other
three selection algorithms are measured based on the above
mentioned three factors, AWT, TT, and ARIT. Table 5,
Table 6, and Table 7 provide details about the performance
evaluation metrics for 10, 20, and 30 Physical Machines
respectively. We have considered 100, 150, and 200 Virtual
Machine requests for each testing scenario. The measure-
ments are provided in Mill Seconds.

The following figures clearly explain about the per-
formance evaluation for the proposed selection algorithm
compared to Marahatta et al. [25], Soltanshahi et al. [37],
Devaraj et al. [38], Chandran et al. [39], Rahim et al. [40], and
Vasudevan et al. [41] methods. According to the results, the
proposed VM Placement algorithm works well by achieving
the highest accuracy and precision. The accuracy is calcu-
lated based on the throughput and ideal-waiting-time for
each virtual machine. The physical host machine is selected
according to the energy consumption rate. Initial stages of
physical machines are selected based on under-usage. Then,
improved ABC optimization algorithm is used to select a suit-
able physical host machine. The proposed method considers
ideal-waiting-time for measuring the accuracy and precision
by using (20) and (22).

The evaluation is conducted for 200, 300, and 400 virtual
machines with 20, 40, and 60 physical host machines. Table 2
and figure 5 show that the proposed method achieves 96.2%
of accuracy and 96% of precision rate with 20 physical
machines. This method shows 98% of accuracy and precision
rate for 30 physical machines compared to the existing meth-
ods (table 3 and figure 6). Table 4 and figure 7 present that
the proposed method achieves 97.7% of accuracy and 97.2%
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TABLE 1. Performance evaluation metrics for 20 physical machines.

TABLE 2. Performance evaluation metrics for 40 physical machines.

of precision for 40 physical machines. The overall accuracy
and precision for the proposed method is 97.2% and 97.9%
respectively.

A. PERFORMANCE EVALUATION USING MACHINE
LEARNING TECHNIQUE
This section discussed about the performance evaluation for
the proposed method with machine learning optimization
technique for VM placement in cloud datacenters. Same
dataset and experimental setup is used for conducting the sim-
ulation environment for estimating the accuracy and precision
with different set of virtual machine and physical resources.
The MJPM [43] uses multi-job assignment technique for
physical machine selection based on the available list of

resources and this technique achieves notable accuracy for
increasing PM resources.

Weighted page ranking method [44] uses common weight
based PM selection and this weight calculation will not be
same for all the times. The accuracy for VM placement is
totally depends on weight factor and this will directly affects
the resource allocation due to the dynamic assignment.

Butterfly optimization technique and ant colony optimiza-
tion techniques are nearly producing the excellent result for
accuracy of VM placement. Genetic algorithm based VM
placement technique [46] achieves only less than 80% of
accuracy and this technique is suffers with local optima
problem. These local optima problems are addressed by the
researchers in many research papers.
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TABLE 3. Performance evaluation metrics for 60 physical machines.

TABLE 4. Performance evaluation with accuracy of energy based VM placement techniques.

TABLE 5. Performance evaluation metrics for 20 physical machines.
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TABLE 6. Performance evaluation metrics for 40 physical machines.

TABLE 7. Performance evaluation metrics for 60 physical machines.

TABLE 8. Performance evaluation with accuracy of ML based VM placement techniques.

Fuzzy Q learning [45] technique produces nearly close to
83% for accuracy for VM placement.

The evaluation is conducted for 100, 200, and 300 virtual
machines with 20, 40, and 60 physical host machines. Table 4
and figure 5 show that the proposed method achieves 95.3%

of accuracy and 95% of precision rate with 20 physical
machines. This method shows 97% of accuracy and precision
rate for 30 physical machines compared to the existing meth-
ods (table 5 and figure 5). Table 6 and figure 6 present that
the proposed method achieves 96.5% of accuracy and 96.3%
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FIGURE 4. Performance evaluation for 20 physical machines.

FIGURE 5. Performance evaluation for 40 physical machines.

FIGURE 6. Performance evaluation for 60 physical machines.

of precision for 40 physical machines. The overall accuracy
and precision for the proposed method is 96.7% and 96.1%
respectively.

According to the overall performance evaluation, accuracy
for the proposed VM placement technique produces 96.7%
accuracy and this accuracy is notably high compare to the
other machine learning algorithms. This technique produces
95.8% of precision, 93.6% of recall, and 92.7% of F1 score.

FIGURE 7. Performance evaluation for energy based VM placement
techniques.

FIGURE 8. Performance evaluation for 20 physical machines for ML
techniques.

FIGURE 9. Performance evaluation for 40 physical machines for ML
techniques.

This result shows that the proposedmethod achieves excellent
results compare to the other machine learning techniques and
table 8 and figure 11 shows the performance evaluation for
the proposed technique.
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FIGURE 10. Performance evaluation for 60 physical machines for Ml
techniques.

FIGURE 11. Performance evaluation for ML based VM placement
techniques.

VI. CONCLUSION
This paper has presented a novel energy efficient VM place-
ment technique for selecting suitable physical machine in
cloud computing environment. This method uses modified
artificial bee colony optimization algorithm for identifying
under-utilized physical machines based on energy consump-
tion and resources allocation chart for the existing virtual
machines. An adaptive threshold method is used to select
suitable threshold levels for energy consumption to iden-
tify under-utilized physical host machines. The proposed
placement technique is implemented by using CloudSim
3.0 simulator. Compared to existing methods, our approach is
able to achieve the highest values of 97.2% for accuracy and
97.9% for precision rate. Still the proposed technique could
not measure the exact energy consumption for VMmigration
process. This limitation is a small barrier for measuring the
energy consumption accurately.

Future research will be focused on investigating other
nature-inspired optimization method to minimize the energy

consumption, that is a key factor for assigning virtual
machine in a suitable physical host machine.
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