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ABSTRACT TheWake-up Receiver (WuRx) presents a promising solution for energy-efficient, low-latency,
and reliable wireless sensor networks (WSN) for numerous applications. With the use of an always-on
energy-efficient WuRx in addition to the main radio that is initially kept in sleeping mode, the energy
of the sensor is preserved and the main radio is only woken up by the WuRx when it is required. While
WuRx-based sensor networks offer numerous advantages, they encounter significant challenges during the
bootstrapping and failure repair phases due to the sleeping state of the sensor’s main radio. This limits its
responsiveness and ability to effectively initiate or restore network functionalities. Also, the constrained
range of WuRx exacerbates communication issues within the network, impeding seamless coordination
and data transmission during critical phases. This paper aims to overcome these challenges by taking
profit from the fog computing. We propose a novel fog-based bootstrapping protocol for indoor WuRx-
based WSN. In our protocol, the network is divided into clusters each of which is managed by a fog node
that orchestrates the bootstrapping process according to the nodes’ rank. Furthermore, we present a novel
fog-based failure repair protocol in which the fog node detects nodes and links failures and replaces in a
time and energy-efficient manner the failed nodes and/or links with other alternatives to ensure continuity
and reliability of communication within the network.We propose as well another failure repair strategy based
on acknowledgment and specify what are the pros and cons of each approach. The performance evaluation of
our bootstrapping and failure repair protocols has shown their time and energy efficiency and their adequacy
in time-critical applications.

INDEX TERMS Wireless sensor network, wake-up based sensors, clusters, setup phase, failure repair,
latency.

I. INTRODUCTION
In recent years, there has been a notable increase in research
studies on WSNs, driven by their diverse applications across
various sectors [1], [2] [3], [4] [5], [6] [7], [8], [9]. Each
sensor in a WSN is equipped with a radio transceiver,
a microprocessor, an electronic circuit for communication,
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and a typically battery-powered energy supply. These sen-
sor nodes find widespread use in areas such as health
monitoring, localization [10] environmental surveillance,
military tracking, and animal detection and monitoring [11].
As the production of new and increasingly miniaturized
devices, with more components are integrated within con-
fined spaces for improved efficiency, it is necessary to
involve a variety of different technical developments, to meet
performance or reliability specifications. The development
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of semiconductors, which are essential for the evolution of
wireless sensor networks, is also worthy of particular atten-
tion as shown in [12] and [13]. Enhancing the capabilities
of sensor nodes is a fundamental requirement for advancing
applications in WSNs. A balance between ultra-low power
consumption to extend the lifespan of the network and
latency-minimizing communication is crucial.

A promising solution to address these challenges involves
the utilization of energy-autonomous, on-demand commu-
nication hardware known as wake-up receiver (WuRx)
[14], [15]. These devices consume power in the order of
microwatts, while conventional main radios consume power
in the milliwatt range. To conserve energy, the main radio
of sensor nodes can remain in sleep mode until the WuRx
receives a signal to awaken the node [16].

WuRx-based sensors often have limited resources, making
the initialization process challenging. Efficiently manag-
ing tasks like configuring communication parameters, and
building routing tables while minimizing resource usage
is a critical challenge. Furthermore, WuRx-based sensor
networks often operate in dynamic environments, leading to
changes in network topology. Adapting energy-efficient and
rapid failure repair mechanisms to the dynamic nature of the
network is a challenging issue.

There are a lot of papers in literature that have addressed
energy efficiency by using WuRx based sensors. Even if
the routing strategies are well described and the advantages
of the individual strategies are shown, the occurrence of
broken routes andmalfunctioning sensor nodes is only poorly
considered. Despite the use of the energy efficient WuRx
and routing approaches, the published network setup and
failure repair strategies are consuming a lot of energy and
time because of the protocol behaviours.

We are addressing in this paper the aforementioned limits,
and we propose time and energy-efficient bootstrapping and
failure repair protocols. Our proposed protocols are made
up of two layers: the sensor layer and the fog computing
layer. The sensor layer consists of battery-powered sensors
equipped with WuRx devices, while the fog computing
layer comprises mains-powered fog nodes. These fog nodes
are strategically positioned near the sensor nodes and are
significantly more powerful than sensor nodes. Each fog node
is responsible for managing a sensor cluster, building the
routes in the bootstrapping phase, controlling the routing
of data packets within the network, and repairing failures.
Fog nodes maintain in their routing table, the source routes
consisting of the intermediate nodes required to route a data
packet from a specific node to its corresponding fog node.
It is worth noting, that due to the important energy of the
fog node, it is able to send packets to any node in its cluster
without any intermediary. Whereas, a distant node in a given
cluster is compelled to use intermediate nodes to reach its
corresponding fog node.

In the bootstrapping phase, each fog node constructs the
source routes that will be used by each sensor node in its
cluster to reach their corresponding fog node. To this end,

the fog node strategically wakes up the nodes recursively
according to their distance from it. Then, the fog node
employs as a first step a low Wake-up packet (WuPt)
transmitting power, to wake up only the nodes that can
communicate with it directly, add them to its routing table
with the rank 1. After that, the fog node increases its
transmitting power to wake up the second rank nodes that will
construct their routes using rank 1 nodes as relays, and so on
until all the nodes have joined the cluster and all source routes
are constructed.

In the case of node failure, we propose a fog-based
failure repair strategy, in which the entire error detection
and correction is operated by the fog node as a central
anchor point. This entails the utilization of a timer armed
by the fog node after each data request, and additional
Hello-messages to detect the failure. This allows the fog
node to subsequently update its routes and guarantee proper
communication functionality. We have as well proposed the
acknowledgment (ACK)-failure repair, in which the nodes
send an ACK of receipt after receiving a data packet. If the
so-called ACK is not received by the sender, it will avoid
the faulty node, and wakes up alternative nodes and use
them as an alternative route to inform the fog node about the
inoperative node.

We implemented our proposed protocols in a real-world
scenario, utilizing the WuRx developed at Leipzig University
of Applied Sciences. The experimental results have shown
that our fog-based bootstrapping and failure repair protocols
offer the best trade-off between time and energy efficiency.
The results have proven also that the fog-based failure repair
is better than the ACK-based failure repair in the case of
a steady network witnessing a reasonable number of failed
nodes. However, in the case of an extremely faulty network,
the ACK-based approach presents better results.

The remaining part of the paper is organized as follows:
Section II presents a summary of previously published work
related to Wake-up radio assisted protocols, describing the
setup phase and failure repair. In Section III, we elaborate
on our proposed approaches. Section IV presents the
performance evaluation of our proposed protocols, thereby
concluding the paper in section V.

II. RELATED WORK
In the existing body of literature, various scientific studies
have delved into addressing the bootstrapping and failure
repair. As an illustration, researchers describe the initializa-
tion phase in [17], employing flooding to ascertain routes
from the source to the destination while considering energy
costs. It constructs routing tables, assigning probabilities to
sub optimal paths based on energy metrics. The destination
node initiates the connection by flooding towards the source,
setting the ‘‘Cost’’ to zero. Intermediate nodes forward
requests to neighbours closer to the source. Upon reception,
the energy metric is calculated and added to the total path
cost. Paths with high costs are excluded, and low-cost paths
are added to the forwarding table. Nodes have multiple
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low-cost neighbours for packet routing. A benefit worth
noting in this work is its ability to facilitate swift responses
to both incoming and outgoing nodes within the network.
Minimal route maintenance occurs, with infrequent localized
flooding for path preservation. Although using non-optimal
paths has the advantage of avoiding node failures due to
exhaustion, transmission delays can occur. Even if localized
flooding is performed at short distances from the destination
to the source to keep all paths alive in the maintenance
process, this leads to increased energy consumption of the
battery-powered sensor nodes, even if there is no limitation
on the network’s functionality.

The network exploration outlined in [18], based on
the wake-up signal, involves transmitting node IDs and
neighborhood relations to the sink. Each node generates
a broadcast packet with this information and additional
metadata about locally buffered measurements. The data
sink collects status information from all nodes. WRTA
then optimizes topology and computes route paths. After a
predefined timeout, it analyzes collected data and calculates
an optimized communication tree. The root is the data sink,
and the calculation routine utilizes all possible first-level
links. A fitness function ensures a balanced communication
infrastructure, considering nodemetadata for energy-efficient
operation. An important aspect of this presented approach is
its capability to incorporate various network and cross-layer
parameters to optimize route paths, including considerations
such as battery status, bandwidth constraints, and quality
of service (QoS) parameters. In case of broken links, the
data sink detects issues, analyzes routing problems, and
transmits a route configuration update with alternative paths
to the topology subset. The authors mention, that a critical
situation with packet loss may occur based on the increased
data volume, due to the limited network bandwidth of the
802.15.4 interfaces. It was also noted that the suggested
routing protocol encounters elevated packet loss in a network
with a depth of 3 hops for the route configuration process. The
data sink identifies broken links during data transmission,
then starting route configuration update, including alternative
paths sent to the relevant topology subset.

CTP-WuR [19] functions as a distance-vector tree-
based collection protocol, establishing and managing a
minimum-cost tree rooted at the sink. Each node maintains
a cost estimate for its route to the sink, with the sink
having a cost of zero. Nodes calculate their cost by summing
the cost of their next hop (parent) and the link cost
to the parent. Routing information is exchanged through
broadcasted control beacons containing the transmitter’s
local cost estimate. The advantage to note is that it reduces
end-to-end latency by extending the achievable wake-up
range. This allows for the reduction of both latency and
energy consumption by bypassing the relay of the data
packet through intermediate relay nodes. Adaptive beaconing
reduces beacon frequency. data path validation is used
for topology maintenance. In case of potential loops or
inconsistencies, the transmitter’s cost is compared to its

next hop’s cost for topology repair. In case of node failure
and broken links, nodes attempt direct transmission multiple
times. Unsuccessful attempts designate the parent of the
parent as unreachable, relying only on the immediate parent
for data forwarding. However, there is no further testing and
propagation of information about existing errors to update
the neighbouring nodes routes. The drawbacks of CTP-WuR,
is that it requires additional latency due to the relaying of
wake-up messages. This makes this strategy unsuitable for
time-restricted applications. Moreover, packets are sent to the
parent of the parent of the source node without being sure that
the range is suitable. Extra time and energy will be wasted if
the two nodes are far apart and are unable to communicate
in a direct manner. This will lead to an increase in the packet
error rate.

The existing solutions consume an increased amount of
energy and are time-consuming because they inform the
entire network by flooding or put a large number of nodes
into the active state by broadcasting messages. In addition,
faulty routes are not consistently analyzed and their routes are
not restored in a timely manner to guarantee the best possible
efficiency in aspects of energy consumption and latency.

To overcome the aforementioned limits, in the setup
process, unlike the mentioned approaches, we offer an
energy and time efficient strategy by waking up only the
required nodes and integrating nodes in a broadcast manner.
In addition, in the event of failed communication, we give
the possibility to restore broken links or nonfunctional nodes
with in a timely manner and with little energy expense.
By immediately checking whether it is a broken link or
an inoperative sensor node, the network is restored to its
optimum state instantaneously.

FIGURE 1. A wireless sensor node equipped with a WuRx, according
to [21].

III. FOG-BASED BOOTSTRAPPING AND FAILURE REPAIR
A. WuRx-BASED SENSOR NODE DESCRIPTION
The wireless nodes employed in this study utilize readily
available commercial off-the-shelf (COTS) components,
known for their cost-effectiveness in terms of setup, mainte-
nance, expansion, and development. The sensor node is built
out of antennas, WuRx, main radio, sensors, energy source,
and microcontroller, as shown in Fig. 1. To conserve energy,
the WuRx, powered by a 3.0 V battery, incorporates passive
components for continuous radio channel monitoring. The LF
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FIGURE 2. Fog-based clustered network with three ranks.

WuRx chip AS3933 is a low-power, 3-channel ASK receiver
with a current consumption of roughly 3 µA during listening
mode. The AS3933 [20] is engineered for carrier frequencies
ranging from 15 kHz to 150 kHz, utilizing On-Off-Keying
(OOK) modulation. The modulated OOK signal at 18.7 kHz
is converted to a carrier signal at 868 MHz.

When received by a sensor node, it is subsequently reverted
to the kHz band using a passive envelope detector. The
AS3933 correlates the incoming signal with the node-specific
address and triggers an interrupt when both addresses match.
For communication, the radio module employed is the
SPIRIT1 [22] by STMicroelectronics. When transmitting
at +12 dBm output power at 868 MHz, it has a current
consumption of 21 mA and consumes approximately 9 mA
while receiving, with an estimated sensitivity of around
−118 dBm.

The microcontroller (MCU) featured on these boards is the
16-bit MSP430G2553 [23], produced by Texas Instruments,
operating at 8 MHz. The MSP430 offers the advantage of
multiple low-power modes, with a power consumption of
2.55 µW in Low-Power Mode 3.

B. NETWORK DESCRIPTION
Our proposed system is made up of clusters. In each cluster,
there is one fog node and multiple cluster nodes. Fog
nodes are robust nodes, characterized by their ample energy
reserves and high transmission power. Cluster nodes are
energy-sensitive nodes equipped with WuRx, functioning as
members within these clusters. These sensor nodes remain
dormant until they receive a specific wake-up packet (WuPt)
to activate them. When the sensor node is not in use,
the entire sensor node remains in sleep mode, effectively
minimizing power consumption. Each fog node operates on
a primary power source using highest transmission power
level, enabling to directly communicate with all nodes in
its designated cluster. Conversely, the cluster members,
powered by batteries, utilize energy saving low transmission
power levels, with intermediate nodes acting as relays. This

configuration results in an asymmetric link between each fog
node and its corresponding cluster members.

To delve further into the detailed configuration of an
individual cluster, we have presented in Fig. 2, the structure
of a given cluster. It’s crucial to emphasize that each cluster is
under the jurisdiction of a sole fog node, with several cluster
nodes designated to it. The fog node stands as the exclusive
network entity responsible for facilitating communication
between the central sink and the individual sensor nodes
within its cluster. However, within a cluster, data exchange is
made possible through a multi-hop approach. In other words,
the individual sensor nodes can interact with other cluster
nodes and transmit packets to the fog node, utilizing cluster
nodes as intermediary relays.

Our work offers an approach for setting up a wireless
sensor network and the possibility of restoring the network
functionality in the event of failure. The considered clustered
network is based on fog nodes and WuRx-based cluster
nodes, but is neither application-bound nor hardware-bound
to special specifications of a WuRx.

C. FOG-BASED BOOTSTRAPPING PROTOCOL
The individual clusters are divided into various ranks as
depicted in Fig. 2. The differentiation between these ranks
is achieved by the fog node waking up the individual nodes
varying transmission power for the wake-up signal. Nodes
addressed and awakened with minimal transmission power
are assigned to rank 1 and are able to communicate directly
with the fog node. Upon receiving this WuPt, the sensor
nodes transition to the data transmissionmode and acquire the
so-called RouteRequest packet (RREQ). This packet contains
the precise ID, which is the address of the fog node, and the
rank counting, which is 0. Cluster nodes that receive the
RREQ, store information indicating that the fog node is
at a 1-hop distance, enabling direct communication. Then
responding with a RouteReply packet (RREP), transmitting
their own ID to the fog node, and increasing the rank
counting, signaling the fog node that they belong to rank 1.
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Algorithm 1 Setup Phase at Fog Node Side
Procedure ConstructSourceRoutes
if Fog node receives the signal for network setup phase
then

Wake-upPower=MinPower ▷ Wake-upPower
is the transmitting power employed by the fog node when
sending the wake-up packet and MinPower is the minimal
transmitting power that will be employed by the fog node
to wake up the first rank of cluster sensors

whileWake-upPower<=MaxPower do
Fog node broadcasts wake-up packets with Wake-

upPower
Wake-upPower=Wake-upPower+IncreasedPower

▷ IncreasedPower is the amount of power that is increased
by the fog node to reach the following rank of cluster
sensors

if RREP received then
Store source route included in RREP ▷ the fog

node extracts the source route from RREP and stores it in
its routing table

Send ACK to RREP source node
else

Stay in receive mode
end if

end while
end if

The fog node confirms the reception of the RREP with an
ACK, signaling to the awakened nodes that their RREP has
been received, and that the nodes can initiate an RREQ to
add additional nodes to the network. This starts, after the fog
node has sent a new WuPt using a higher transmission power
to wake up nodes, that will be assigned to rank 2.

After the nodes in the second wake-up round have
transitioned to the reception mode, they now receive an
RREQ packet from the nodes awakened in the first wake-up
round belonging to rank 1. Consequently, the recently
activated nodes retain the data conveyed by nodes from
rank 1 upon receiving the RREQ. They store information
indicating their placement in the subsequent rank, which is
rank 2, and identify the IDs of their next-hop nodes. After they
have increased the rank counting, it is now at 2, the RREP
is sent back to the sender of the first received RREQ. The
sender now forwards the data packet to the fog node. Here,
the fog node stores all the RREPs from rank 2 IDs to construct
the source routes and subsequently sends another ACK to the
rank 2 nodes. This process is repeated until all the nodes join
the network.

Cluster nodes possess knowledge about routes to their
direct neighbours, while the fog node, as the communication
centre of the cluster, has all the information about all cluster
nodes. Let’s revisit the process of storing source routes in the
routing table of the fog node and how this table encompasses
all the alternative routes. The fog node gathers data from
cluster nodes during different rounds of the setup phase and

Algorithm 2 Setup Phase at Cluster Nodes Side
Procedure ParticipateInSourceRoutes
if WuPt received then

Wake-up
if RREQ(ID,rank,Fog) received then

Store ID and rank in myneighboursSet
myrank=rank+1
send RREP (myID,ID,Fog) ▷ The current node

will send an RREP to the RREQ source node, by putting its
identifier myID in the RREP’s source route field

end if
Enter reception mode
while RREP received do ▷ When the RREP is

received by a relay node, it should add its identifier myID
to the RREP’s source route and forward it to its next Hop
myNextHop. The process is repeated until reaching the fog
node

Add (myID, RREP) ▷ Adds the current node’s
identifier to the source route’s field of the RREP

forward (RREP,myNextHop)
end while
if cluster node receives ACK then ▷ The reception

of the ACK means that the current cluster node is ready to
start the network exploration by broadcasting RREQ

Cluster Node broadcasts RREQ
else

Sleep mode
end if

end if

records it in its routing table, consisting of n + 2 columns,
where n is the number of ranks in the cluster. In our example,
n = 2. The first column stores information about the
rank, the subsequent column holds the node’s address, and
the remaining two columns contain the nodes functioning
as relays for data communication. Since nodes can utilize
multiple routes or alternative paths formed during the setup
phase, these are also stored in the fog node table.

To enhance comprehension of the process, we give two
algorithms elaborating further on the specific steps for both
the fog node and the cluster nodes. Algorithms 1 and 2 explain
the setup phase respectively in the fog side and in the cluster
nodes side.

D. WuRx-BASED ROUTING PROTOCOL
In a WuRx-based Wireless Sensor Network (WSN), the
sensor nodes remain in a dormant state, necessitating their
awakening for data transmission. The most straightforward
approach involves each node transmitting a wake-up signal
to the subsequent relay node until the data reaches its
destination. However, this method proves time-consuming,
as it entails waiting for each intermediate node to awaken
and become ready for packet transmission at every step.
Consequently, even slight delays of a few milliseconds
can significantly impact time-restricted applications. Our
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FIGURE 3. A: Node failure and link failure. B-C: Testing of failure type. D: Establishing new route.

protocol CWM [23] is designed to surpass this constraint.
In CWM, the fog node picks from its routing table the source
route that will be employed by the data packet from the data
source to the fog node and wakes them up priorly before the
data packets routing using a multicast wake-up packet. This
guarantees a prompt activation of nodes that will serve as
relays from the source to the fog node.

We stress here the fact that our bootstrapping and failure
repair strategies are not restricted to CWM and can be applied
in any source route routing protocol employing WuRx-based
sensors like [24].

E. FAILURE REPAIR STRATEGIES
WSNs are powered by batteries due to their physical
limitations, which makes them energy inefficient. If node
A runs out of energy, the routes using node A become
inaccessible, resulting in inefficient routing. In addition, the
presence of physical obstacles degrades link quality and can
even lead to packet loss. To ensure efficient and error-free
network operation, it is therefore crucial to deal with node and
link failures. For this reason, we need mechanisms to detect
faulty nodes and links and enable alternative routes for data
transmission. To achieve this, we propose troubleshooting
protocols, which are described in more detail in the following
subsection.

Two main problems can occur in the event of faulty
transmission. It is possible that a sensor node is completely
inoperable and therefore data transmission is no longer
possible. This may be because the sensor node is no longer
sufficiently supplied by the battery, or because it has simply
been destroyed or damaged due to physical impact and is
now no longer functional. It is also possible that the link
between two nodes, i.e. the connection between them, has
been interrupted. This can be temporary, but also permanent,
if the route has been permanently disrupted by structural
changes to the network environment.

In the event of temporary loss of routing routes which are
disrupted or even completely blocked by physical objects, for
example, the link between two nodes can be re-established.

It is therefore advisable to send live messages every 24 hours
to check the performance and connections between the nodes
in order to keep the network up to date.

For performance reasons, however, the network should
return to its initial best and most effective state as quickly
as possible. It is therefore necessary to determine the two
error types described and update the network accordingly.
As already described, it can be a complete failure of the
node, as shown on the left in Fig. 3 under sub-item A, or an
interrupted connection between two nodes, as shown on the
right. In order to analyze this error case, it is essential to
determine whether it is a node or link failure.

We propose in the following two distinct failure repair
strategies, one fog-based failure repair strategy and one
acknowledgment-based failure repair strategy.

1) FOG-BASED FAILURE REPAIR PROTOCOL (REACTIVE
FAILURE REPAIR)
The data transmission in each cluster is coordinated entirely
by the fog node. In the event of a node failure, which is either
a node meant to transmit data or a node acting as a relay,
it is necessary to identify the source of the issue first. For this
purpose, the fog node initiates the fault detection mechanism
and individually checks the communication capability of
each node involved in data transmission. When the fog node
sends a data request to a specific node, it activates a timer.
If the timer expires without receiving the expected data,
the fog node identifies that the route contains at least one
malfunctioning node or a failed link.

When data is required from a rank 1 node A, the fog node
wakes up this node with aWuPt and sends a ‘Hello’ sequence.
If the fog node does not receive confirmation within a specific
time frame, it is determined that the corresponding node is
no longer functional or the link between it and this node is
failed. To verify which is the case, the fog node wakes up
another physical neighbor B to node Awith the least rank and
sends a packet to node A, and informs it to use node B as an
intermediate node to send the response. It arms a timer, if the
fog node receives the response before the timer expiration,
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the fog node concludes that node A is still functioning and
the link between it and node A is failed. Hence, it replaces the
direct link between it and node A, with the link between node
A and node B and the link between node B and it.

If the timer is expired without getting a response from node
A, the fog node is sure that node A is failed. Subsequently,
it removes all entries in its routing table that involve the
non-functional node and informs the nodes having the failed
node as the next hop, to change it with another alternative
node. The fog node then informs the sink that the requested
data can no longer be retrieved because this cluster node is no
longer functional.

FIGURE 4. Fog-based orientated approach.

When data is requested from the next higher ranks,
necessitating multi-hop communication, all nodes serving as
relays are tested. Fig. 4 gives more insight to this process.
The test begins from the lowest rank node to the highest
rank node. Since, as mentioned earlier, individual nodes are
in sleep mode, the fog node first sends a WuPt, followed by
the ‘Hello’ sequence to its physical neighbour node A that is
used in the route having the failed node. If the first rank node
responds, the fog node addresses the second rank node B that
is indicated in the failed route and sends it ‘Hello’ message.
Evidently, the node B will use the node A as an intermediary
to respond to the fog node.

When the fog node does not get a response, it verifies the
nodes forming the routes one by one until identifying the
node causing the problem. Once the problem is recognized,
the fog node checks whether it is a node failure or a link
failure. To test this, the fog node selects a source route from
the non-responding node from its routing table, using an
alternative node as the next hop (to change the connection)
as shown in Fig. 3 at part B. To do this, the fog node wakes
up the nodes and instructs the corresponding node to change
its next hop node link and respond to the verificationmessage,
as shown in section C. If the fog node does receive a response,
the cluster node is operable and the new link is to be used for
further communication as shown in section D. If there is no

response from the addressed sensor, it is clear that the node
is no longer functional and can no longer be used for data
transmission.

FIGURE 5. Acknowledgement-based failure repair.

2) ACKNOWLEDGEMENT-BASED FAILURE REPAIR
(PROACTIVE FAILURE REPAIR)
The approach presented in this section and shown in Fig. 5
differs from the previously presented one since it does not
rely on the fog node, but instead on that the individual cluster
nodes verify the success of data transmission. They achieve
this by sending an acknowledgment packet for every data
relay, indicating whether the data was successfully received
by the next node. If the sending node does not receive an
ACK for the data packet during a period T, the sending node
retransmits the data packets and waits for the ACK during
the period T. After that period, if the sending node does not
receive the ACK, the addressed node is considered failed and
an alternative route must be chosen. To detect the source node
failure, the fog node when it sends a data request, it arms
a timer. If the timer is expired without getting a response,
it considers the source node as failed. The fog node then
informs the Sink that this node cannot be queried for data and
replaces it with another appropriate alternative sensor node.

If a relay or its corresponding link is defective and does
not respond to the sender with an ACK, this sender S awakens
alternative nodes that are indicated in the alternative route and
use them as temporary relays to deliver the packet to the fog
node with indicating the probably failed node identifier in a
specific field in the data packet.

When the fog node receives the data packet, it identifies
the faulty issue, the fog node should distinguish between a
node failure and a link failure. As illustrated in Fig. 3 at part
B, the fog node tests this by choosing a source route from
the non-responding node from its routing table and using an
alternate node as the next hop (to change the connection).
In order to accomplish this, as mentioned in section C, the
fog node awakens the nodes and gives the corresponding
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node instructions to modify its next hop node link and reply
to the verification message. The cluster node is operational
and the new link should be used for further communication,
as indicated in section D, if the fog node receives a response.
It is evident that if the addressed sensor does not respond, it is
no longer operational and cannot be used. If this is the case,
the fog node updates the source routes.

IV. PERFORMANCE EVALUATION
The experiments have been conducted, considering a single
cluster using 8 battery powered WuRx-based sensor nodes
and onemains-powered fog node. The characteristics of these
nodes are depicted in Table 1.

TABLE 1. Parameter values used in this experimental measurement.

To experimentally collect measurement data and evaluate
the results, an oscilloscope was employed to measure the
energy consumption in milliampere-seconds (mAs) and the
time in active mode in milliseconds (ms) for all sensor nodes.
As shown in Fig. 6, the technical setting for the analyses also
includes a shunt resistor of 12 � and a low noise amplifier to
amplify the signal by a factor of 10. To gain a deeper under-
standing of the energy consumption measurement results for
each sensor node, an individual measurement of their active
times was conducted. The obtained measurement results
detail the energy consumption and time duration for each
node when sending, waiting, or receiving a Request (REQ),
Wake-up Packet (WuPt), or Acknowledgement (ACK). The
measurements were conducted using the described setup, and
the subsequent section provides the outcomes.

A. BOOTSTRAPPING PROTOCOL
We have measured the time and energy required to reach the
steady state. The proposed bootstrapping protocol requires
only 347.46 ms to reach the steady state and consumes only
1.79 mAs in the setup phase. This is thanks to the rank-based
joining process employed by the fog node that avoids to
activate all the nodes in the same time and rather organize
wisely their joining process by activating nodes sequentially
from the nearest to the farthest ones.

FIGURE 6. Set up used for measurements, according to [23].

B. FAILURE REPAIR PROTOCOLS
In the analysis of different scenarios, the results depicted in
Fig. 7 reveal the following insights. The time required to
detect the failure in transmission and to update routes in the
network was considered. It is evident that, with the ACK
approach, varying durations are required to detect and rectify
errors depending on the rank of the failed node. In contrast,
the fog-based approach demonstrates that nearly every error
demands a consistent duration for detection and resolution.
In summary, regardless of the rank at which the error occurs,
the fog-based strategy necessitates a longer delay because
it starts the failure repair only when the fog node does
not receive the required data packet after a given delay.
Furthermore, the fog node does not know which is the failed
node in the set of nodes that are used in the routing process.
It is compelled to verify these nodes one by one, which
requires additional time. Whereas, the ACK-based approach
can detect directly the failed node and replace it instantly,
which saves time. Relevant scenarios are shown in Table 2.

TABLE 2. Different scenarios of failed nodes.

When considering the energy consumption in Fig. 8,
in scenario A, where data is requested from a rank 1 node,
it is observed that both the fog node (FN) and the ACK-based
approach exhibit the same energy consumption. As only the
energy consumption of the battery-operated cluster nodes
is considered, this value represents the energy required to
inform the network that the addressed node is non-functional,
and hence, not available as a relay for the corresponding
cluster nodes. Subsequently, the relevant nodes delete this
inoperable node from their routing table and replace it with
other appropriate ones.

In the next scenario involving data retrieval from a rank
2 node, where the node in the first rank is also non-functional,
the energy consumption of the ACK approach outweighs
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FIGURE 7. Time that is needed to detect one node’s failure and update
the network using the fog-based and ACK-based failure repair protocols.

FIGURE 8. Energy that is consumed by the battery-powered cluster nodes
after the failure detection and update of the network.

that of the FN approach. This is because an alternative
route through another rank 1 node is necessary for data
forwarding in the ACK approach, leading to increased energy
consumption due to the transmission of the wake-up signal by
the cluster nodes. In this error configuration, the fog-based
approach prevails, as the battery-operated fog node handles
the transmission of the energy-consuming wake-up packet.

Considering scenario C, the ACK-based approach domi-
nates, as no data is being sent. After waking up the cluster
nodes, the fog node sends the command to drop down the
faulty nodes from the routing table. In contrast, in the fog-
based approach, the fog node first tests the functionality
of the rank 1 nodes, only registering afterward that the
addressed node in rank 2 is non-functional. Hence, the fog
node sends the WuPt and the drop-down command, resulting
in increased energy consumption due to the testing and
associated responses from rank 1 nodes.

In the scenario D, the energy consumption trends are
reversed. Here, a rank 1 node is non-functional, but since
the data packet is requested from rank 3, the ACK approach
necessitates using an alternative relay in rank 1 to send
the information to the fog node, resulting in slightly higher
energy consumption. The fog-based approach has a slight
advantage in this case, as although the rank 2 and rank
3 nodes are awakened, they return to sleep mode without
being queried due to the detection of the error in rank 1.

The results for scenario E measurements show that in
the case of a rank 2 error when querying data from a
rank 3 node, the ACK approach is inferior. Examining the
energy consumption of the cluster nodes explains this, as two
relays need to be individually awakened by the cluster nodes
to forward the information, resulting in increased energy
consumption. In this scenario, the FN approach has a better
balance, as the cluster nodes do not need to individually
consume energy to wake up the relays.

In the last scenario, where the error lies in rank 3, the ACK
approach clearly has lower energy consumption. In this case,
only network update occurs without data reception. In the
reactive FN-oriented approach, the rank 1 and rank 2 nodes
are initially awakened and tested, leading to significant
energy requirements. Thus, the FN approach exhibits its
greatest weakness in the case of a rank 3 node failure.

Upon synthesizing the gathered insights, the determination
of when to use each of the two approaches remains open
for consideration. Examining the provided graph in Fig. 9
clarifies this aspect. A scenario involving the analysis of
1.000 data packet transmissions, with varying rates of
transmission errors, was considered. The objective was to
identify the threshold at which each strategy demonstrates
its advantages. Based on the results, it can be concluded
that the ACK approach becomes advantageous at approx-
imately 314 transmission errors. Beyond this threshold,
the additional transmission of acknowledgment messages
no longer outweighs the energy consumption of the ACK
approach, as the waiting, sending, receiving, and forwarding
of test messages initiated by the fog-based approach in error
scenarios becomes more energy-intensive. Contrarily, when
the network is not too faulty (transmission error less than
314), the sending of additional ACK packet by each node in
the routing process in ACK-based failure repair is much more
energy-consuming than the energy consumed by the failure
repair process in the fog-oriented approach since this latter
will use its additional messages only a few times.

FIGURE 9. Energy consumption depending on the number of failures per
1.000 transmissions.

When examining the timeline as shown in Fig. 10, a distinct
shift in the extra time needed becomes evident. The proactive
ACK approach outperforms the reactive fog-based approach
from a 74 errors onward, as sending and receiving ACK
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packets introduces additional time, affecting the fog-based
approach’s efficiency. Beyond this threshold, the fog-based
approach requires more time for error detection and network
updates.

Regarding Fig. 9, it is clear that the energy advantage of
the fog-based approach comes into play below an error rate
of 31.4%. However, if the error probability increases, the
advantage of the ACK-based approach shifts only slightly.
The advantage changes significantly in terms of the time
required. Fig.10 shows, that the advantage of the ACK-based
approach already predominates at a probability of occurrence
of 7.4%. It becomes significantly clearer from a percentage
of occurrence of 20%, i.e. as can be seen in Fig. 10 from an
occurrence of 200 errors in 1.000 data transmissions.

FIGURE 10. Required failure detection and repair time depending on the
number of failures per 1.000 transmissions.

Summing up the insights reveals a constant trade-off
between energy consumption and time efficiency in network
strategies. Achieving an optimal balance is crucial for
effective performance. In the absence of a faulty network,
we opt for the reactive fog-based approach, as the proactive
ACK approach consumes energy and wastes time for
ACKs. If failures are infrequent and unlikely to occur,
the fog-based approach is more suitable. The proactive
ACK-based approach prevails when there is high probability
of encountering many node failures in time-sensitive applica-
tions.

In practice, we can opt for both strategies in the same
network. We start with the fog-based failure repair. The
nodes’ error rate is computed continually. Once the error rate
reaches 30%, the failure repair strategy switches to the ACK-
based approach.

V. CONCLUSION
In this paper, we have proposed a fog-based bootstrapping
and failure repair protocols, in addition to another ACK-based
failure repair protocol for clustered and heterogeneous
Wake-up Receiver based WSNs. In our proposed contri-
bution, the sink and fog nodes have more capabilities in
terms of transmission power and energy budget than the
individual cluster nodes. Each sensor node is equipped with a
WuRx and battery powered. In our proposed approach, when
establishing a network, a cluster is made up of a fog node

and a set of WuRx-based sensor nodes having different ranks
depending on their distance in terms of the number of hops
separating them from their corresponding fog node.

The schemes we have presented for setting up and
troubleshooting a WSN are not necessarily tied to a specific
use case. Even if we have considered an indoor network in
this work, the approaches can be used in a variety of different
scenarios. Potential areas include the monitoring of processes
in the industrial fabrication sector. Sending the measurement
data to the control system enables prompt implementation
of corrective actions in real-time when critical deviations
occur. Another potential application example in the medical
environment would be the monitoring of elderly or sick
people at home.

In the bootstrapping phase, the fog node constructs its
cluster by varying the transmitting power of itsWuPt in a way
that enables the sensor nodes receiving it to wake up and join
the network in the order of their ranks. Upon completion of
the setup phase, the fog node, being the sole interface of the
cluster, possesses all the routes between the individual cluster
nodes.

Based on this network, strategies were developed to enable
the restoration of network functionality in the event of node’s
failure. A reactive fog-based approach, where communica-
tion coordination and failure repairs originate from the fog
node, was compared with a proactive approach based on
receiving acknowledgments. In the acknowledgment-based
approach, cluster nodes send a sequence to confirm the
receipt of the data packet. The comparison between both
protocols considered the duration required to detect the
error and update network routes. Additionally, the energy
consumption incurred when one of the strategies for data
communication error recovery is employed was examined.

In summary, experimental results have shown that there
is a trade-off between key attributes of latency and energy
efficiency. The fog-oriented approach takes generally slightly
longer compared to ACK-based approach, but saves more
energy when the error transmission rate does not exceed 31%.
In conclusion, if the network is error-prone, the proactive
ACK-based approach is recommended as it quickly and
efficiently restores the network. However, if rare errors are
expected, it is advisable to choose the fog-oriented approach.

Further work based on the results and the strategies
presented here could consist of further improving the energy
efficiency of the network. This could be done, for example,
by linking the WuRx with energy harvesting solutions.
Machine learning also offers a future starting point for further
studies.Machine learning algorithms for fault detection could
be used, for example, to predict errors or problems in data
transmission. In addition to the battery status, parameters
as bandwidth constraints and quality of service (QoS) can
also be used to analyse the performance in order to make
the network more efficient. In addition, the application can
be expanded for further studies. This aspects include the
expansion of cluster members and the possibility of mobile
sensor nodes.
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