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ABSTRACT Accurate and efficient demand forecasting is essential to grid stability, supply, and management
in today’s electricity markets. Due to the complex pattern of electric power demand time series, it is
challenging to model them directly. Therefore, this research proposes a novel time series ensemble approach
to forecast electric power demand in the Peruvian electricity market one month ahead. This approach treats
the first preprocessed electricity demand time series for missing values, variance stabilization, normalization,
stationarity, and seasonality issues. Secondly, six single time series and three of their proposed ensemble
models forecast the clean demand time series. The results indicate that the proposed time ensemble approach
is an efficient and precise one-month-ahead forecast for electricity demand in the Peruvian electricity market.
Additionally, the final best ensemble forecasting model within the proposed ensemble time series forecasting
approach obtained the smallest average accuracy errors, performing statistically significantly better than
those mentioned in the best-proposed models in the literature. Lastly, while numerous global studies have
been conducted from various perspectives, no analysis has been undertaken using an ensemble learning
approach to forecast electric power demand in the Peruvian electricity market.

INDEX TERMS Peruvian electricity market, electricity demand forecasting, time series models, time series
ensemble approach, planning and operating power systems.

I. INTRODUCTION

The electricity sector in Peru is regulated by the Super-
visory Agency of Investment in Energy and Mining
(OSINERGMIN). The agency is responsible for setting
electricity prices and ensuring the industry complies with
the regulations. On the other hand, the Committee for the
Economic Operation of the National Interconnected System
(COES) is tasked with coordinating the operation of the
National Interconnected System. The COES ensures the
electricity supply is reliable and stable by balancing elec-
tricity generation and demand. It also determines the optimal
dispatch of energy sources and coordinates the expansion of
transmission infrastructure. In addition, the COES collects
and operates electricity generation, consumption, and system
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performance data, crucial for system planning, analysis, and
decision-making [1].

The National Institute for the Defense of Free Competition
and the Protection of Intellectual Property (INDECOPI) is
a regulatory body responsible for overseeing competition,
consumer rights protection, and the operation of markets,
including the electricity sector in Peru. It monitors the market
to detect and investigate potential competition law violations
and serves as a forum for dispute resolution. In regulated
markets, prices are set and overseen by regulatory authorities,
such as OSINERGMIN, who formulate a comprehensive
tariff structure encompassing electricity generation, trans-
mission, and distribution expenses. The regulated price is
strategically crafted to provide consumers with stability and
predictability. Any modifications to these prices require regu-
latory approval. In contrast, free-market prices are influenced
by market dynamics, competition, and consumer choices.
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In a liberalized or free-market environment, consumers can
choose their electricity provider from various market players,
and prices can vary among providers. Understanding these
differences is crucial for avoiding misunderstandings and
disputes in Peru’s electricity industry [2].

Electricity cannot be stored efficiently, so it must be used
as generated. To avoid wasting electricity, it’s important not
to produce more energy than is needed. The company that
generates electricity sends it to the distribution subsidiary,
which then distributes it to customers. If too much power
is produced but not distributed, it’s considered a loss for the
company [3], [4], [5], [6]. Accurately predicting customers’
energy consumption is crucial to prevent such losses. This
helps to minimize errors in production orders and avoid
overproduction. However, losses can occur at the distribution
subsidiary level and be classified as technical or non-
technical. Electrical network and equipment issues cause
technical losses, while non-technical losses are due to meter
failures, fraudulent behavior, and management failures. The
total loss is the sum of technical and non-technical losses [7],
[8], 91, [10]. Electricity suppliers conduct annual pilot testing
with monthly verification points to maintain a normative
loss rate. Accurate monthly predictions of customers’ energy
use prevent deviations from expected results [11], [12],
[13]. Therefore, a new high-accuracy forecasting method has
been proposed to improve the electricity suppliers’ piloting
system.

Electricity demand forecasting has been extensively stud-
ied over the last four decades. Researchers have developed
various techniques to predict electric power demand, broadly
classified into four categories: statistical methods, machine
learning models, decomposition-combination techniques,
and hybrid approaches [14]. Statistical models, such as
autoregessive-based, exponential smoothing, linear, and non-
linear regression models, are simple mathematical structures
that are easy to implement [15], [16], [17]. For instance,
a study [18] conducted in Pakistan used a component-wise
forecasting approach to predict electric power consumption
one month in advance, dividing the data into deterministic
and stochastic components. To forecast the deterministic
component, linear (parametric) and nonlinear (nonparamet-
ric) regression methods were used, while the stochastic part
was modeled using four various time series models. The
study found that parametric and nonparametric regression
approaches had the highest accuracy with the combined
Autorregssive moving average model. In contrast, machine
learning algorithms address the most complex nonlinear time
series forecasting problems [19], [20], [21]. For example,
in a study [22] conducted in Brazil, various time-series
forecasting models were applied to industrial electricity
consumption, and the multilayer perceptron model was found
to have the best forecasting performance.

In the decomposition-combination technique, the original
time series data is divided into sub-series to improve
performance by creating a more reliable form [23], [24],
[25], [26]. For instance, a study [27] analyzing monthly
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electricity consumption in Pakistan decomposed the original
time series into three new subsequent: a long-term trend
sub-series, a seasonal sub-series, and a stochastic sub-
series. When applied to Pakistan’s monthly electric power
consumption dataset, which ranges from 1990 to 2020, the
proposed framework provided highly accurate and efficient
gains, outperforming benchmark approaches and improving
the performance of the final aggregate model forecasts.
On the other hand, many researchers have also introduced
hybrid models by merging the specific features of two or
more models to build new models [28], [29], [30], [31].
For example, a study [32] proposed a method for mid-term
load forecasting using hybrid statistical models that employ
input data representing a load time series’ normalized annual
seasonal cycle with filtered trend and unified variance.
The proposed approach avoids the need to understand the
complex time series and has several advantages over an
alternative method that does not involve forecasting coding
variables. The proposal tested mid-term load forecasting
issues for thirty-five European countries and outperformed
predecessors Prophet, ETS, and ARIMA by about 13.7%,
17.4%, and 25% in the case of MAPE error. The author
claims the proposal can be used for short-term electric power
demand forecasting.

This study proposes a new approach for forecasting
monthly demand in the Peruvian electricity market. The
strategy involves training multiple learners to combine their
predictions later to improve accuracy. The goal is to leverage
individual learners’ diversity and strengths, often generated
using different algorithms or subsets of data, to create
a more robust and accurate prediction model. Thus, the
proposed time series ensemble approach treats the first
preprocessed electricity demand time series for missing
values, variance stabilization, normalization, stationarity, and
seasonality issues. It then uses six standard time series models
and three proposed ensemble models to anticipate the clean
demand time series, free from any problems. The proposed
ensemble models are based on the weighting technique, such
as equal weight to single models, in-sample-based weighing
(training), and out-of-sample (validation). The proposed
novel time series ensemble forecasting approach anticipates
monthly power demand using Peruvian electricity market
data spanning 2001-January to 2022-December. The primary
contributions to this work are as follows:

1) A novel methodology for forecasting month-ahead
electric power demand is proposed. It employs a time
series ensemble method for increased accuracy and
efficiency.

2) The efficiency and accuracy of the proposed ensemble
models are compared to various single linear and
nonlinear time-series models, which are also used
within the proposed forecasting methodology.

3) To evaluate the accuracy and efficiency of the proposed
approach, six different accuracy average errors are
determined, and a statistical equal forecast test, the
Diebold-Marino test, and graphical evaluation using
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line plots, bar plots, autocorrelation, and partial corre-
lation plots are performed.

4) The outcomes of the best ensemble model are highly
accurate and efficient compared to the best models
reported in the literature for month-ahead electric
power demand forecasting.

5) This study is the first to propose an electric power
demand forecasting strategy for the Peruvian electricity
market.

6) The proposed novel time series ensemble forecasting
approach can be extended and applied to other energy
markets to assess its efficacy. On the other hand, in the
future, the proposal of the current research study should
be extended to other electricity markets—for instance,
the European electricity markets, the United American
electricity market, the United Kingdom, the Chinese
electricity markets, and so on.

The remainder of this research study is structured as
given: Section II describes the general layout of our
proposed novel time series ensemble forecasting approach.
Then, in Section III, apply this approach to the Peruvian
electricity market demand data. Section IV compares the
best-proposed ensemble model to the best models provided in
the literature. Section V summarizes our findings, limitations,
and recommendations for further study.

Il. THE GENERAL LAYOUT OF THE PROPOSED
APPROACH

This section explains the proposed time series ensemble tech-
nique for one month ahead of electricity demand and demand
forecasting in Peru’s electricity market. In the proposed time
series ensemble technique, the demand time series is first
preprocessed by missing value, variance stabilization, nor-
malization, stationary, and seasonality concerns. Second, six
different time series models: autoregressive, autoregressive
integrated moving averages, exponential smoothing model,
nonlinear autoregressive, autoregressive integrated moving
averages, neural network autoregressive, and Theta model,
and also three proposed ensemble models anticipate the clean
demand time series. The details about these steps are in the
following subsections.

A. PREPARATION OF RAW DATA

The main goal of this study is to achieve an accurate and
efficient one-month-ahead forecast for Peruvian electricity
demand. To achieve this objective, we implemented a
sequential methodology to model and forecast the electricity
demand time series in the Peruvian market. The authors
aim to understand the complex characteristics of electricity
demand dynamics over time. These characteristics are
expected to include missing values, a nonlinear long-run
trend, pronounced seasonality, high volatility, nonnormality,
and nonstationarity. For instance, see Figure 1(a) for the
monthly electricity demand time series from 2001-January
to 2022-December. It can show an increasing linear secular
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trend component in the electric power demand time series.
Figure 1(b) shows yearly demand data for the past twenty-
two years, which shows a continuously increasing trend in
the electric power demand. However, it can be observed that
during the 2020 year, there was lower demand, which was
the leading cause of the COVID-19 pandemic. Figure 1(c)
shows the seasonal box plot for the electricity demand, which
shows the variation of demand during the various seasons of
the year in Peru. Figure 1(d) illustrates the average monthly
demand for the past twenty-two years. It also confirmed a
variant of demand due to the different months of the year,
which was the leading cause of seasons. Figure 1(e) for the
autocorrelation plot of the original electricity demand at sixty
lags, and Figure 1(f) for the partial autocorrelation plot of the
original electricity demand at sixty lags. These figures clearly
illustrate a discernible nonlinear long-run trend and an annual
seasonality. Furthermore, nonnormality and nonstationarity
are also evident from these visual representations.

The proposed approach addresses these irregularities
before modeling and forecasting to achieve high accuracy
and efficient forecasts. First, a linear interpolation method
replaces a few missing observations with the mean of their
three surrounding values. Second, the natural logarithm is
applied to stabilize variance and standard deviation. Third,
the deterministic characteristics containing a linear long-run
trend component and yearly seasonality are removed.
To accomplish this, model these deterministic components
using the following procedure: Let the time series of the
electric power demand time series be donated by log(X;,); m
shows the m” month data point. Thus, the dynamics of the
log monthly demand times series, log(X;,), may be described
as:

log(Xm) = Tm + am + X, (D

That is, the log(X,,) is divided into these components: a
long-run linear trend component (7,,), a yearly seasonality
component (a,), and a residual component (x,,). The (z,,)

component is a function of the series (1,2,3,...,m),
is estimated by the regression splines method, and dummies
12

capture the annual periodicity: a,,; = > ¢jl,n j. The variable
j=1

I, j is assigned a value of 1 when j refers to the i month and
0 otherwise. The regression coefficients (¢;) associated with
these components are determined using the ordinary least
square method. Once the estimated deterministic component
(long-run trend and annual periodicity) is obtained, the
residual or stochastic component can be derived as:

Xm = log(Xm) - (fm + &m) 2)

Thus, once the electric power demand time series (X,;) is
preprocessed (to address the issue of missing values and their
imputation, stabilize the variance and standard deviation, and
remove the deterministic properties), the next step is to model
the remaining residual x;, series; the current work considers
six single-time series models and three proposed ensemble

88965



IEEE Access

H. Iftikhar et al.: Electricity Demand Forecasting Using a Novel Time Series Ensemble Technique

log(Demand (MWh))

= . i i i : ;
88 s U e e AN SRR
= : : : : z :
g 8_6_. .......... . 4444444444 _ .......... ........... 44444444444 .....
° : : : : : :
c 841 T Lo [RTRTRITS SRR, Lo
g : : A : : :
o 8.2_x .......... ‘ 4444444444 .......... ........... 44444444444 .....
Q : Y : : : :
E 8_0_ .......... 4444444444 .......... FRRREREERE R SRR
o . : : : : :
T T T T T T
2001 2005 2009 2013 2015 2021
(c) Year
’E N
S 84 - Do R ih .........
= : : : :
: 8_3_ ........................ R R R R R PR RE R TR R
IR K S
& 824 ™ e SOOI T PP SR
€ : : :
é X R L B SRR
[+ : : :
o 8o - e B P, ;
T T T T
Winter Summer Spring Auntum
(e) Season

ACF

Lags

Wh))

log(Demand (M

Jan

Partial ACF

Lags

FIGURE 1. Characterization of Peruvian Electric Power Demand (2001-2022): monthly time series plot (a); Yearly electric
power demand line plot (b), displays the boxplot of the seasonal electric power demand (c); monthly average demand line
plot (d), autocorrelation function plot (e), partial autocorrelation function plot (f).

models. Hence, all forecasting models are described in the
coming subsection.

B. FORECASTING MODELS

This section briefly overviews the forecasting models and
their proposed ensemble models: the autoregressive model,
the simple exponential smoothing model, the autoregressive
moving average model, the theta model, the nonparametric
autoregressive model, and the neural network autoregressive
model.

1) AUTOREGRESSIVE MODEL

A linear and parametric autoregressive (AR) process accounts
for x,,’s short-term dynamics. It is a linear combination of
the preceding time (lag) v observations of x,,, which may be
written as follows:

Xm=u~+ P1xpm—1 + Poxm—oa+ ...+ Bxm—v+em (3)

Here, u and B; (I = 1,2,...,v) are the intercept and
slope parameters of the AR process, respectively, while
e is the white noise process. Based on the visual inves-
tigation (autocorrelation and partial autocorrelation plots)
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and the theoretical analysis (the AIC and BIC measures),
the AR model with the first three lags is best suited for
modeling x;,.

2) THE EXPONENTIAL SMOOTHING MODEL
The Exponential Smoothing Model (ESM) is a group of fore-
casting models that apply exponentially decreasing weights
to previous observations. It is a time-series forecasting
model that uses a weighted average of past observations
to predict the future value of a variable. The ES model
assumes that a variable’s future value depends on its past
values, with greater emphasis placed on recent values than
on older ones. The ESM model can be expressed as
follows:
X1 = - Xy + (1 — @) - X1 “)

In the given equation, X;,41, X, and x,,— are the actual
values of the filters demand time series at times m-1,
m, and m—1. At the same time, o is the smoothing
parameter determining the weight assigned to the most recent
observation.
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3) AUTOREGRESSIVE MOVING AVERAGE MODEL

The autoregressive moving average (ARMA) model is a
strong strategy that considers the target variable’s previous
values and integrates pertinent information using moving
average terms. The ARMA model describes the behavior
of the current study variable, x,, using the preceding r
terms and the delayed residual values. By considering both
the AR and the MA process, the ARMA model provides a
comprehensive framework for describing the dynamics of the
variable in question. The model may be expressed as follows:

% r
Xm =u+ Z Brxm—1 + Z Nolm—o + €m (5)
I=1 o=1

Here, u denotes the intercept, ; (I = 1,2,...,v) and
no (0 = 1,2,...,r) are the parameters of the AR and
the MA components, respectively, and e, is the white noise
process, having zero mean (w = 0) and variance 062.
Based on the visual investigation (autocorrelation and partial
autocorrelation plots) and the theoretical analysis (the AIC
and BIC measures), the ARMA(3,2) model is the best model

for the eclectic power demand (x,) forecasting.

4) THE THETA MODEL

The Theta Model is a forecasting method that predicts
future values based on the average change in the time series
data. It involves calculating the average change between
consecutive time points and extrapolating it into the future.
The equation for the Theta Model is given by:

1
Xm+1 = ; o + Xm—1 + -+ X—ng 1) (6)

In the last equation, X,41, Xm, Xm—1, and x,—,41 are the
actual values of the filtered electricity demand time series at
times m+1, m, m—1, and m-n+1. Here, n denotes the number
of past values used in the average.

5) THE NONPARAMETRIC AUTOREGRESSIVE MODEL

The nonparametric autoregressive model (NPAR) presents
an alternative to the conventional parametric AR model,
departing from the latter’s reliance on specific mathematical
equations to elucidate the relationship between past and
future values. In contrast, NPAR models employ flexible
and adaptive techniques, such as kernel regression or
spline functions, to capture dynamic patterns in the data
without explicit parameter estimation. These models are
distinguished by their flexibility, absence of predefined
parameters, emphasis on local relationships, and reliance
on data-driven structures to address intricate and nonlinear
dependencies within time series data. In this model, the
relationship between the variable x,, and its previous values is
not restricted to a specific parametric form, thereby allowing
for nonlinear associations.

X = U1 (Xn—1) + u2(m—2) + ... + upnm—n) + &m @)

The relationship is represented as a series of smoothing
functions, denoted as u; (j = 1,2,...,n), which describe
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the association between x,, and its previous values. This
study uses cubic regression splines to represent the smoothing
functions, and the model employs the first three lags for
Nonparametric Additive Regression modeling.

6) THE NEURAL NETWORK AUTOREGRESSIVE MODEL

The Neural Network Autoregressive (NNA) model is a
machine learning approach that uses past observations to
predict future values in a time series. This is done by
analyzing a mathematical function that considers the previous
values, denoted by Xxj,—1, Xm—2, ..., Xm—n, Where n is the
time delay parameter. During training, the backpropagation
and steepest descent approaches minimize the difference
between predicted and actual values. When forecasting,
the autoregression order is determined, which indicates the
number of previous values needed to predict the current
value of the time series. The NNA is then trained using a
dataset that reflects the autoregression order, and the number
of input nodes is determined based on this order. These
input nodes represent past lagged observations in univariate
time series forecasting. The NNA'’s output provides predicted
values. However, choosing the number of hidden nodes
often requires trial and error and lacks a theoretical basis.
Careful consideration is necessary to prevent overfitting when
selecting the number of iterations. In this study, an NNA
design of (4, 2) is utilized, expressed as x,,, = f(x;,—1), where
Xm = (Xm—1, Xm—2, Xm—3, Xm—a4) rEpresents past values of the
cleaned monthly demand time series (x;,), and f denotes a
neural network with four hidden nodes in a single layer.

7) THE PROPOSED ENSEMBLE MODELS

At its core, an ensemble technique integrates outcomes
from various models, each meticulously calibrated before
unity. This approach capitalizes on the inherent strengths
of individual models while compensating for their inher-
ent limitations. Within the scope of this study, ensemble
techniques are initially employed to compute weights for
the results derived from individual models. Consequently,
the proposed ensemble encompasses three distinct weighting
strategies: a) equitable distribution of weight among all single
models, denoted as Ensemble (A); b) weight assignment
based on training average accuracy errors (1), designated as
Ensemble (B); and c¢) weight assignment based on validation
mean accuracy measures, denoted as Ensemble (C). The
model allocates greater weight to the ensemble model for
training and validation datasets with lower mean accuracy
errors, while models exhibiting higher mean accuracy
errors contribute comparatively less weight to the ensemble.
Notably, the model weights assume small positive values and
their accumulation equates to one, signifying the percentage
of reliance or anticipated performance on each model.

Thus, after estimating the long-run trend component and
annual periodicity using the spline regression method and
dummy variables discussed above, the next step is forecasting
the remaining part (x,,) using six single and three proposed
ensemble models as discussed above. Thus, this work can
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TABLE 1. Mean evaluation errors.

S.No Error Formula
1 M
1 MAE U l\xm Em|
m=
1 | — & |
2 MASE — i m__—m
M M
WV —1 Zz|96m*$M—1|
1 M — 4
3 MAPE = 3 M‘
Mm:l Tm
M ar , 10.5
4 RMSE z j|($7n7wx7n) ]
m=1

1 M ) )
5  RMSLE [ S [log(xm + 1) — log(&m + 1)]?

m=1

M 405

6 RRSE m=1

obtain the monthly electric power demand for the next
month’s forecast as follows:

A

Xm—H = exp(fm + &m + )%m) (8)

C. EVALUATION CRITERIA

This study examines two evaluation criteria for the proposed
time series ensemble forecasting technique: accuracy average
errors and an equal forecast accuracy test. Primarily, Table 1
presents the accuracy average errors, outlining the formulas
for computing each metric. The metrics encompass the
mean absolute error (MAE), the mean absolute percent error
(MAPE), the mean scaled absolute error (MASE), the root
mean squared error (RMSE), the root relative squared error
(RRSE), and the root mean log squared error (RMSLE).

In the given table, x,, denotes observed values, while
X represents forecasted electricity demand for the mth
observation (m = 1,2,...,48 = M). The MAE calculates
the average absolute differences between the expected and
actual values. It is not as sensitive to outliers. However,
MAPE calculates the average of the absolute percentage
differences between the model’s predictions and the actual
values. Therefore, this metric expresses the average error as
a percentage of the actual value. MAPE penalizes negative
errors more heavily (when the predicted value exceeds the
actual). This is because the percentage error cannot exceed
100% for very low predictions, while there is no upper
limit for higher predictions. Consequently, MAPE tends to
favor models that underestimate rather than overestimate.
Meanwhile, the MASE is a metric for forecast accuracy. It is
the mean absolute error of the forecast values divided by the
mean absolute error of the in-sample one-step naive forecast.

On the other hand, the RMSE is the square root of the
mean square error. Mathematically, it measures the standard
deviation of the error. Due to its ease of comprehension,
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RMSE is widely used to compare the performances of
different models. However, the RRSE is relative to what
it would have been if a simple predictor had been used.
More specifically, this simple predictor is just the average
of the actual values. Thus, the relative squared error takes
the total squared error and normalizes it by dividing it by
the total squared error of the simple predictor. Taking the
square root of the relative squared error reduces the error
to the same dimensions as the predicted quantity. Similarly,
the RMSLE is calculated by applying a log to the actual
and the predicted values and then taking their differences.
RMSLE is robust to outliers where the small and the large
errors are treated evenly. It penalizes the mode more if
the predicted value is less than the actual value, while the
model is less penalized if the expected value is more than
the actual value. It does not penalize high errors due to
the log. Hence, the model has a more significant penalty
for underestimation than overestimation. This can be helpful
in situations where we are not bothered by overestimation, but
underestimation is unacceptable. Consequently, diminishing
values for MAE, MASE, MAPE, RMSE, RRSE, and RMSLE
generally signify heightened predictive accuracy of the
model.

Second, a statistically equal forecast test, the Diebold-
Marino (DM) test [33], is performed to evaluate the
forecasting ensemble time series proposed approach. In the
literature, It is used to evaluate time series forecasting
models, determining whether the forecast errors from one
model are statistically different from another model’s forecast
errors [34], [35], [36]. To perform the DM test, the forecast
errors of each model are calculated using a loss function.
Then, a statistical value is computed by comparing the errors
of each model. The test statistic is based on the difference
between the mean squared errors of the two models. Suppose
the test statistic is above a certain threshold and the p-value
is below a significance level (@ = 0.05). In that case,
the forecasts from one model are significantly better than
the other model. For instance, calculate the forecast errors
for both models. Forecast errors ( ¢y = X, — X ) are
the differences between the observed values (x;,) and the
forecasted values (X,). Compute the mean difference (w)
of the forecast errors: w = Ai,[ Zf‘;{:l(eld — ep4). Where:
e1q and ep; are the forecast errors from Model 1 and
Model 2 at time d, respectively, and D is the number of
observations. Next, calculate the variance of the differences,
such as od2 = A% Z%:l(eld — esq — w)%. Thus, the DM
test statistic, DM = Lz Finally, the Null and alternative

[

hypothesized generally Ztate as Hop: There is no difference
in forecast accuracy between the two models (Ho: w = 0)
Vs. Hy: The two models differ in forecast accuracy (Hga:
w # 0). Hence, the null hypothesis implies that there is
not a statistically significant difference in forecast accuracy
between the models. In contrast, the alternative hypothesis
suggests a significant difference in forecast accuracy between
the two models.
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To complete this section, the main steps, including the
developed time series ensemble forecasting approach, are
listed below in bullet form. In addition, Figure 2 provides a
visual representation of the procedural flow.

« In the first step, the electric power demand time series
(X;,) is preprocessed (to address the issue of missing
values and their imputation, stabilize the variance
and standard deviation, and remove the deterministic
properties), discussed in detail in section II-A.

o In the second step, this work divides the stochastic
(short-run dynamic) electric power time (x;) into three
parts: training (in-sample), validation (evaluation), and
testing (out-of-sample) datasets. Letx,;n =1,2,...,N
(264) is a stochastic (short-run dynamic) electric power
time series. The training (in-sample) dataset is y;; t =
1,2,...,T(180), the validation (evaluation) dataset is
wy; v =1,2,..., V(36), and the testing (out-of-sample)
dataset is z,;;m = 1,2,...,M(48) where N (N =
T+V+M) is the total data points.

o The train data is modeled in the third step using single
models, such as the AR, ARMA, ESM, NPAR, Theta,
and NNA models.

o In the fourth step, calculate the one-month-ahead
electricity demand forecast using the expanding window
technique. The forecast values, fc]’V_(T LVM) for j =
1,2,..., 6, are obtained by the models listed in step 3.

o In the fifth step, the output of a primary ensemble
method is mathematically described by Equation 9.

6
AN v = Z DN _ (v ®
J=1

Where w;, are obtained by three weighting strategies:
a) equal weight to all single models and denoted
by (Ensemble (A)); b) weight assigned based on
training mean accuracy measures (see Table 1) and
denoted by (Ensemble (B)); c) weight assigned based
on validation mean accuracy measures and denoted
by (Ensemble (C)). The lower accuracy mean errors
model assigns more weight to the ensemble model
in training and validation data sets. In contrast, the
model with the model with the highest accuracy has
fewer errors than the ensemble model. However, the
model weights are small positive values, and their sum
equals one, indicating the percentage of trust or expected
performance from each model. Thus, obtain the one-
month-ahead forecast values using Equation (9) for the
Ensemble (A), Ensemble (B), and Ensemble (C) models.

« In the sixth step, evaluate the model based on average
accuracy errors and an equal forecast statistical test (see
details in II-C).

IIl. CASE STUDY ANALYSIS

This study analyzed the monthly electric power demand in
the Peruvian electric power market from January 2000 to
December 2022. The data set comprises 264 data points, with
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TABLE 2. Descriptive statistics.

Statistic Original Series (X,) log (Xy)

Minimum 2606.78 7.87
25% 3348.12 8.12

50% 4900.20 8.50

Mean 4906.28 8.45
Mode 2606.78 7.87

75% 6405.83 8.77
Variance 2307069.60 0.11
Standard Deviation 1518.90 0.33
Maximum 7467.45 8.92

twelve for each twenty-two years. To create a reliable data
model for forecasting, the dataset was divided into three parts:
a training part for model estimation, a validation part for
model validation and hold-out-sample forecast, and a testing
part for out-of-sample forecast. The training used data from
2001-January to 2014-December, consisting of 180 obser-
vations. The period from 2015-January to 2018-December,
with 48 observations, was used for model validation. Finally,
the period from 2019-January to 2022-December, with
48 observations, was used for model testing. To analyze
the electric power demand time series database, this work
computes the descriptive statistics (smallest, 25%, 50%,
arithmetic mean, mode, variance, standard deviation, 75%,
and largest values) listed in Table 2. The second column
in this table contains information about the original electric
power demand without treatment. The third column contains
the natural log, the original electric power demand. It is seen
that after taking the natural log, the variance and standard
deviation are stabilized. On the other hand, normality is also
achieved, as confirmed by the mean, median, and mode,
which have approximately the same values. In addition, after
capturing the deterministic part (the linear long-run trend and
the yearly seasonality components), the remaining series (x,)
have no evidence of seasonality and nonstationarity issues.
Therefore, once the electric power price time series addresses
all the essential treatments (missing values, variance or
standard deviation stabilization, normality, seasonality, and
stationary issues), proceed further to model and forecast the
filtered electric power demand time series. This work used
six single time series models and three of their proposed
ensemble models to forecast the filtered electric power
demand time series. Therefore, the ensemble technique
of the proposed time series compares the nine overall
models. The performance of six single time series models
and the proposed three ensemble models within these nine
models will be checked. Compute various average errors,
including the MAE, the MASE, the MAPE, the RMSE,
the RRSE, and the RMSLE, to evaluate the performance
of the proposed time-series ensemble forecasting approach.
The results of the average errors for nine models can be found
in Table 3.

Table 3 shows that the Ensemble (C) model produced the
best forecasting results compared to all nine models within
the proposed time series ensemble forecasting approach.
For instance, the average accuracy errors for the Ensemble
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FIGURE 2. Peruvian electricity market: The proposed time series ensemble approach

layout.

(C) model are the following: MAPE = 0.01304, MAE =
79.18273, MASE = 0.63671, RMSE = 253.32520, RRSE =
0.69545, and RMLSE = 0.04130. However, the Ensemble (B)
and ARMA models produced the second and third-best fore-

88970

casting results such as (the Ensemble (B) model: MAPE =
0.01466, MAE = 91.26190, MASE = 0.73383, RMSE =
259.38770, RRSE = 0.71209, and RMLSE = 0.04225) and
(the ARMA model: MAPE = 0.01647, MAE = 101.45942,
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TABLE 3. One month ahead electric power demand forecasting accuracy mean errors.

Model MAPE MAE MASE RMSE RRSE RMLSE
AR 0.01796  110.82196  0.89112  281.06050  0.77159  0.04562
ARMA 0.01647 101.45942 0.81583 27291580 0.74923  0.04419
ESM 0.01778  109.99298  0.88445 279.88020 0.76835  0.04536
NNA 0.03381 215.01260  1.72891  401.01730  1.10091  0.06433
NPAR 0.02737  167.28372  1.34512  457.41930  1.25575  0.09853
Theta 0.01786 11036110  0.88741  282.16820 0.77463  0.04572
Ensemble (A) 0.01920 118.19376  0.95039  289.35830 0.79437  0.04752
Ensemble (B) 0.01466 91.26190 0.73383  259.38770  0.71209  0.04225
Ensemble (C) 0.01304  79.18273 0.63671  253.32520 0.69545  0.04130
TABLE 4. Diebold-mariano test: comparing one model to others.
Models AR ARMA ESM NNA NPAR Theta Ensemble(A) Ensemble (B) Ensemble (C)
AR 0.000  0.861 0.117 0918 0936 0.859 0.929 0.066 0.040
ARMA 0.139  0.000 0.126 0919 0936  0.828 0.933 0.067 0.045
ESM 0.883 0.874  0.000 0918 0936 0.871 0.930 0.066 0.044
NNA 0.082  0.081 0.082 0.000 0937 0.081 0.090 0.074 0.041
NPAR 0.064  0.064  0.064 0.063 0.000 0.064 0.064 0.065 0.044
Theta 0.141 0.172  0.129 0919 0936  0.000 0.933 0.067 0.042
Ensemble (A)  0.071 0.067 0.070 0910 0936 0.067 0.000 0.067 0.055
Ensemble (B) 0.934  0.933 0934 0926 0935 0933 0.933 0.000 0.071
Ensemble (C) 0.936  0.935 0936 0929 0936 0.935 0.935 0.939 0.000
895 1 — Actual within the proposed forecasting ensemble technique. After
—— Ensemble (C) calculating the performance metrics (MAE, MASE, MAPE,
T pemble (8) RMSE, RRSE, and RMLSE), we used the Diebold-Mariano
= 8.90 (DM) test to statistically assess the superiority of models
; ' within the proposed ensemble technique (see Table 4 for
= p-values). Our analysis indicates a 5% significance level-the
= performance of nine forecasting models, including six base
£ 8.85 models and three proposed ensemble models. Statistical
§ analysis (the DM test) revealed that the Ensemble (C) model
2 achieved statistically superior performance across all models.
~ 880 4 Notably, the Ensemble (C) model also showed strong results,

I I I I
5 10 15 20
Time (Months)

FIGURE 3. Comparison of original and forecasted peruvian electricity
demand: Ensemble (C), Ensemble (B), and ARMA Models (24 Months).

MASE = 0.81583, RMSE = 272.91580, RRSE = 0.74923,
and RMLSE = 0.04419). In contrast to this comparison, when
comparing only the single time series models, the ARMA
model shows the best forecasting results amongst all single
time series models. However, when comparing only the pro-
posed ensemble models, the Ensemble (C) model produced
the lowest average errors. Therefore, the Ensemble (C) model
shows highly accurate and efficient monthly electric power
demand forecasting for the Peruvian Electricity Market

VOLUME 12, 2024

outperforming seven other models. These findings confirm
Ensemble (C)’s accuracy as the most reliable model for one-
month-ahead electric power demand forecasting within the
scope of this study. These results support the conclusion that
the Ensemble (C) model offers the most accurate and reliable
one-month-ahead electricity demand forecasts among the
models considered.

In addition to the above, this comparative analysis also
performed a graphical analysis to validate the current work
proposed Ensemble (C) model’s superiority further. Figure 3
visually compares the actual and forecasted electric power
demand for the top three models: the Ensemble (C), the
Ensemble (B), and the ARMA. The Ensemble (C) model’s
forecasts closely track the actual demand, demonstrating its
exceptional accuracy. Additionally, the authors examined the
correlogram plots (autocorrelation and partial autocorrela-
tion) of the residuals for these three models (Figure 4). The
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FIGURE 4. Autocorrelation function and partial autocorrelation plots for the three best models
among all nine considered models: Ensemble (C) model (a-b), Ensemble (B) model (c-d), and
ARMA model (e-f).

TABLE 5. Peruvian electricity market: One-month-ahead average accuracy metrics of the best proposed (Ensemble (C)) model versus those reported as
the best models in the literature.

Model MAPE MAE MASE RMSE RRSE RMLSE

Ensemble (C) 0.01304  79.18273  0.63671  253.32520 0.69545  0.04130

The NNAR model [17] 0.02204  98.82730  0.86671  275.31220 0.92995  0.07364
The proposed method 1 [37]  0.01854  93.95030  0.83794  272.45220  0.89695  0.07040
the DR-SFGM model [29] 0.01754  89.85030  0.74794  268.45220 0.87795  0.06740
The MLP model [22] 0.02104  96.97230  0.85101  273.46720 0.91475  0.07149
The NP-ARMA [18] 0.01704  88.54030 0.73651 266.23620  0.86555  0.06620
The GSM model [38] 0.01804  91.93830 0.83630  271.30620  0.89445  0.06980

absence of significant autocorrelation in the residuals of all
models indicates that they have been sufficiently whitened,
signaling satisfactory model performance.

In conclusion, the combination of accuracy metrics (MAE,
MASE, MAPE, RMSE, RRSE, and RMLSE), statistical
testing (DM test), and graphical analysis provides compelling
evidence for the superiority of our proposed ensemble
forecasting approach in one-month-ahead Peruvian electric
power demand forecasting. Specifically, the Ensemble (C)
model consistently generates the most precise forecasts
compared to this study’s other single and the proposed
ensemble models.
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IV. DISCUSSION

Once the best model (Ensemble (C)) was this work obtained
among all nine considered nine models by considering
three evaluation criteria: 1. accuracy average errors (MAPE,
MAE, MASE, RMSE, RRSE, RMLSE); 2. an equal forecast
accuracy test (the DM test); and 3. the graphical assessment
(line plot, dot plot, and correlogram plots). Next, this
section compares our study’s best model, Ensemble (C),
with the best models proposed in the literature. The current
work found that this work is the super best model to be
highly comparable with the considered methods. Table 5
numerically and Figure 5 graphically empirically compare
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FIGURE 5. Peruvian electricity market: one-month-ahead average accuracy metrics (a-MAPE, b-MAE, c-MASE, d-RMSE,
e-RRSE, and f-RMSLE) of the best proposed (Ensemble (C)) model versus those reported as the best models in the

literature.

our model with the other models proposed by researchers.
This work applied the best model proposed by [17], the neural
network artificial autoregressive model (NNAR) model,
to our dataset and calculated their accuracy average errors.
The accuracy average error values reported by [17] for their
proposed best model were: MAPE = 0.02204, MAE =
98.82730, MASE = 0.86671, RMSE = 275.31220, RRSE =
0.92995, RMSLE = 0.07364. These values were higher
than the accuracy average error values of our best model,
Ensemble (C), which are: MAPE = 0.01304, MAE =
79.18273, MASE = 0.63671, RMSE = 253.32520, RRSE =
0.69545, and RMLSE = 0.04130. Another study proposed a
final best model (method 1) [37], and the authors computed
their prediction average errors, which were: MAPE
0.01854, MAE = 93.95030, MASE = 0.83794, RMSE =
272.45220, RRSE = 0.89695, RMLSE = 0.07040. These
values were also higher than our Ensemble (C) model’s
forecasting average errors. Similarly, in reference [29], the
best-proposed model (DR-SFGM) was applied to our dataset,
and the performance metrics were obtained, such as 0.01754,
89.85030, 0.74794, 268.45220, 0.87795, and 0.06740 for the
MAPE, MAE, MASE, RMSE, RRSE, RMLSE, respectively;
which were comparatively higher than our best (Ensemble
(C)) model. Furthermore, In work [22], the proposed best
model (MLP) used our data, and the average accuracy
measures they calculated were also comparatively much
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higher than our Ensemble (C) model. Another study proposed
the best model [18], the nonlinear regression autoregressive
moving average (NP-ARMA) model, and we applied it to our
dataset. The accuracy metrics obtained were also relatively
higher than our best (Ensemble (C)) model. In reference [38],
the best proposed (GSM) was applied to our dataset, and the
accuracy metrics computed were worse than those obtained
with our best model (Ensemble (C)). Hence, this study’s
best ensemble (Ensemble (C)) model outperformed all other
studies’ best models in forecasting one-month-ahead electric
power demand for the Peruvian Electricity Market Pool
market, as shown numerically (Table 5 and graphically
(Figure 5). Furthermore, highly accurate and efficient
monthly electric power demand forecasting provides numer-
ous advantages, including practical short—and medium-term
strategic forecasting for lower operational and maintenance
costs, heightened stock and demand management, increased
system reliability, and future reserves. Monthly demand
forecasting assists in decreasing risks and making well-versed
economic conclusions that affect return margins, revenue,
supply allocation, expansion budding, inventory accountancy,
functioning expenses, people, and total disbursement.

V. CONCLUSION
Understanding electricity demand is crucial for informed
decisions regarding infrastructure investment, pricing
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strategies, and system reliability. Analyzing historical data
is essential for forecasting studies, which provide insights
into trends, seasonality, and peak demand periods. This study
aims to uncover demand evolution, providing a foundation
for accurate forecasting and aiding private sector entities,
regulatory bodies, and stakeholders in making informed deci-
sions. By understanding demand evolution, authorities and
private entities can implement measures to maintain a stable
electricity supply and ensure system reliability. Therefore,
this study proposes a novel time series ensemble technique
specifically tailored for electricity demand forecasting in
the Peruvian market. The proposed time series ensemble
forecasting technique uses the first preprocessed electricity
demand time series for missing values, variance stabilization,
normalization, stationarity, and seasonality issues. Secondly,
six single time series and three of their proposed ensemble
models forecast the clean demand time series. Based on
the results obtained, it can be inferred that the proposed
time ensemble approach was an efficient and accurate one-
month-ahead forecast for electricity demand in the Peruvian
electricity market. In addition, the final best ensemble
forecasting model (Ensemble (C)) produces the lowest
average accuracy error, performing statistically significantly
better than those mentioned in the best-proposed forecasting
model’s literature. Finally, while numerous global studies
have been conducted from various perspectives, no analysis
has been undertaken using an ensemble learning approach
to forecast electricity demand for the Peruvian electricity
market.

However, this work only focuses on the Peruvian electricity
market; in the future, the proposal of the current research
study should be extended to other electricity markets—for
instance, the European electricity markets, the United Amer-
ican electricity market, the United Kingdom, the Chinese
electricity markets, and so on. In addition, the current work
proposal relies on only single linear and nonlinear time-series
models; it might use other models like machine learning
and deep learning in future projects within the current
proposal.
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