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ABSTRACT Legal case retrieval, which aims at retrieving similar legal cases based on the given query
cases, plays an important role in intelligent legal systems. Existing methods including text-based and
network-basedmethods have achieved notable advancements. However, text-basedmethods tend to overlook
the significance of legal statutes and network-based information. Network-based methods ignore the rich
text-based information in legal documents and are not applicable when legal citation networks are sparse.
Moreover, most of the existing methods cannot be applied to inductive situations where new query cases
continue to emerge. To overcome these issues, we propose a heterogeneous graph based on legal documents
and legal statute hierarchy called LeDSGra, and utilize a heterogeneous graph representation learningmethod
to combine both text-based and network-based information. Additionally, we design a module to identify
relevant legal articles for query cases to connect the query cases to the existing citation network whereby
the LeDSGra can be applied in inductive situations. Extensive experiments have been conducted on two
real-world legal datasets which are LeCaRD and ELAM, and the experimental results demonstrate that our
proposed method significantly improve the performance on the task of legal case retrieval. Moreover, our
model outperforms other strong baseline models on both two datasets.

INDEX TERMS Legal case retrieval, heterogeneous graph, legal documents similarity.

I. INTRODUCTION
Recently, the application of AI technology in the legal field
has attracted the attention of many researchers. Relevant
studies mainly include legal judgment prediction [1], [2],
legal case match [3], [4], legal statute identification [5], [6],
legal case clustering [7], [8] and legal case retrieval [4],
[9]. The task of legal case retrieval is aimed to identify
legal cases that are similar to the description of a given
query case. Similar legal case retrieval can provide additional
support for the judgment of the target case and thus have an
effect on the fairness of legal decisions. Given the substantial
volume of prior cases, it is inefficient for decision-makers
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to manually identify similar legal case documents. Hence,
there is a pressing need for automated tools to retrieve similar
cases. To this end, similar legal case retrieval system which
can conveniently access relevant case documents can increase
the effectiveness of judiciary.

A key task for the similar legal case retrieval system is
to measure the similarity of two documents, and this task
has been studied for many years. The existing methods
can be broadly classified into text-based and network-
based methods [10]. The text-based methods rely on the
textual contents of the documents. Some early approaches
were based on rules-based and statistical methods [11],
[12], [13]. For example, Kumar et al. [13] regarded
documents as a collection of word and measured the
similarity by calculating Term Frequency-Inverse Document
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Frequency (TF-IDF) scores of the documents. Then
researchers began to use learning-based measures, which typ-
ically generate representations of each legal case document
and measure the similarity through the representations. For
example, Huang et al. [14] and Shen et al. [15] encoded
two documents with a fully connected network, convolutional
neural network, or recurrent neural network. Currently, pre-
trained language models are widely used. For example,
Hong et al. [16] employed BERT model [17] to obtain the
representations of legal cases and measure the similarity.
The network-based methods rely on the information from
network consisting of legal cases documents and other law
legal entities. Some network-based approaches construct
a Precedent Citation Network (PCNet) which considers
citations to prior cases [13], [18]. Apart from the citation
network consisting of prior cases, Bhattacharya et al. [19]
also considered the hierarchy of legal statutes and took it into
the construction of the network.

Although methods above have achieved breakthrough
progress, the task to retrieve similar cases still have the
following challenges. Firstly, the topological relationships
between different legal entities play an important role in legal
case retrieval, but typical text-based methods merely consider
legal case documents and tend to overlook the significance
of network-based information. Secondly, network-based
methods ignore the rich text-based information in the legal
documents and are not meaningfully applicable when legal
citation networks are sparse. Thirdly, in real-world scenarios
where new query cases continue to emerge, query cases are
not present in the training data. In such inductive situations,
many methods are either unavailable or less effective.

To overcome the challenges above, we propose a hetero-
geneous graph based on legal documents and legal statute
hierarchy called LeDSGra which is shown in the Fig.1.
Hierarchy of legal statutes is a collection of acts, parts,
chapters, sections and articles. In the LeDSGra, the vertices
represent legal entities including the hierarchical structures
above and legal case documents, the edges represent
the relationships between them. Therefore, the LeDSGra
contains textual contents and topological relationships of
legal statute hierarchy and legal case documents. Moreover,
we utilize a metapath-based heterogeneous graph embedding
learning method to combine the text-based and network-
based information from the LeDSGra. Besides, to enhance
the performance in inductive situations, we first train a
model to identify applicable legal laws for query cases and
connect new legal query cases with the existing graph. In this
way, the metapath based method can generate appropriate
representations for query cases.

Specifically, we define 4 types of metapath which accord
with the legal common sense and similar patterns in different
scenarios. Then we predict the relevant articles of law for the
query case through a legal law identification model. We take
charge information, which can provide explicit knowledge to
identify relevant legal articles, into consideration and jointly
model charge prediction and legal article identification in a

unified framework. Finally, we use a metapath-based embed-
ding method to generate representations of legal cases and
measure the similarity. The embedding method we propose
includes three components which are node representation
initialization, intra-metapath aggregation, and inter-metapath
aggregation. Node representation initialization employ a
pretrain language model to generate the initial embeddings of
nodes in the LeDSGra and project them into the same latent
space. During the process of intra-metapath aggregation for
every metapath, we employ a relational rotation method
to model every edges in each metapath instance to obtain
the representation of instance and fuse the information
from all instances using a attention mechanism. In this
way, our method captures the text-based and network-based
information of every metapath from both nodes and edges
in metapath instances. At last, we conduct inter-metapath
aggregation which rely on the attention mechanism to fuse
the representations obtained from multiple metapaths into
final representation of the target node in the LeDSGra.
Through combining multiple metapaths, our model can
capture rich structural and textual information stored in the
LeDSGra and generate node representations for every legal
cases. At last, we can measure the similarity through node
representations.

Our main contributions are listed as follows:
• We propose a heterogeneous graph called LeDSGra
and a heterogeneous graph representation learning
method, which can combine text-based and network-
based signals for legal case retrieval. To our best
knowledge, we are the first to combine the structural and
textual information of legal documents and hierarchy of
legal statutes in Chinese judiciary.

• We design a module to identify relevant legal articles of
law for query cases, which incorporates the correspond-
ing isolated nodes into the existing heterogeneous graph.
This enables the performance of the heterogeneous
graph representation learning algorithm in inductive
situations, thereby improving the performance of our
model in real-world scenarios.

• We introduce the hierarchy of legal statutes in Chinese
judiciary to two real-world legal case retrieval datasets
LeCaRD [20] and ELAM [21]. Then we conduct
extensive experiments to evaluate the performance of
our method. The results show that our model achieves
state-of-the-art performance in comparison to other
strong baselines.

The remainder of this paper is organized as follows. Sec-
tion II presents related works, including research advances
in text-based, network-based and combining methods. Sec-
tion III gives a clear description of the LeDSGra and
metapaths used in this work as well as formal definitions
of involved terminologies. Section IV formally describes our
task. Section V first introduces the overall structure of our
proposed model and then details each component. Section VI
describes the experimental settings. Section VII presents the
experimental results and provides a detailed analysis from
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multiple perspectives. Section VIII concludes our work and
looks forward to future work.

II. RELATED WORK
In this work, we mainly consider the task of similar legal case
retrieval, whose key technique is measuring the similarity of
two legal case documents. The method we propose combine
two types of approaches which are text-based methods and
network-based methods. Therefore, we will introduce the
related works from three aspects: (i) text-based methods,
(ii) network-based methods, and (iii) combining methods.

A. TEXT-BASED METHODS
Text-based methods rely on the textual contents of the legal
case documents. At early stage, some researchers measured
the similarity based on string comparisons. Cohen et al.
[12] measured the similarity of two documents by matching
the text strings of them. Kumar et al. [13] measured the
similarity of two documents using all-term cosine similarity
and legal-term cosine similarity. Both two measures were
relied on the TF-IDF scores of terms in the case documents.
This way, case documents are represented as vectors, where
each component correspond to the score of a term, and
when the vectors of two documents are generated, the cosine
similarity are calculated to measure the similarity. These
approaches rely solely on the frequency of specific words
or terms, rendering them inadequate in scenarios where
two similar case documents share only a limited vocabulary
overlap.

To overcome the challenge above, some researchers
represented the documents as low dimension, continuous
vectors to learn the semantics information from the textual
contents. Mandal et al. [22] used multiple methods including
topic models, word embeddings and document embeddings
to gain the representations of the target documents, and
these methods of document summary were proposed to filter
out the redundant parts of long-form legal case documents.
In recent times, deep learning methods, which have gained
widespread popularity in the field of natural language pro-
cessing, are also employed to measure the similarity of legal
case documents. Hong et al. [16] employed BERT model
as the encoding layer to capture long-range dependencies in
the case documents. Shao et al. [23] applied BERT model
to generate representations of each paragraph of legal cases,
followed by the use of a recurrent neural network (RNN)
to predict their similarity. Bhattacharya et al. [24] generated
the representations of each paragraph of the documents,
and compared the similarity of them in paragraph level.
Xiao et al. [25] proposed a pre-trained legal language model
using a large number of criminal and civil case documents
and used the model on a variety of LegalAI tasks.

Traditional text-based methods merely consider the textual
contents of legal case documents, ignore the significance
of legal statutes and network-based information in the
citation network which are rich in legal-domain knowledge.

Therefore, it is beneficial to introduce structural knowledge
to text-based methods.

B. NETWORK-BASED
The network-based usually construct a Precedent Citation
Network (PCNet), in which the nodes are legal cases
documents and edges denote the citations of the cases,
and based on the PCNet documents are judged whether
they are similar. Krumar et al. [13] inferred the similarity
of documents by calculating the Jaccard similarity index
between sets of out-citations and in-citations from document
clusters, which were called Bibliographic Coupling and Co-
citation. Minocha et al. [18] determined whether the sets of
precedent citations (out-citation) occur in the same cluster to
measure the similarity of two documents. Liu [26] improved
the Bibliographic Coupling through employing the titles
of the out-citation references which provided the model
with more information. Bhattacharya et al. [24] utilized
Node2Vec [27] tomap legal cases into vector embeddings and
evaluated similarity based on these embeddings. In addition
to legal case documents, Bhattacharya et al. [19] recognized
the importance role of the legal statute hierarchy and
incorporated it into the heterogeneous graph.

Network-based methods only consider the structural
information of the constructed network and overlook the
significant role of text-based information stored in the
textual contents of legal documents. Moreover, network-
based methods are not meaningfully applicable when the
network is sparse [28]. Therefore, combining both text-based
and network-based information may improve the accuracy of
similarity case documents measurement.

C. COMBINING METHODS
There are no general model specifically designs to com-
bine textual contents and network information. Therefore,
methods that try to fuse both two types of information for
the task of legal case retrieval develop separately. Existing
methods usually construct a specific graph first, and then
utilize the representations of the documents generated by
graph representation learning algorithms to measure the
similarity. Bhattacharya et al. [4] made an attempt to
combine textual contents and citation network in legal
documents for similarity measurement. In their work, they
utilized TADW, graph convolutional network (GCN) and
GraphSage to fuse the information from textual contents and
network. Bi et al. [10] built a legal heterogeneous graph
consisting of legal documents and legal entries. Based on
the heterogeneous graph, they employed a sample strategy
to aggregate information from neighbor nodes of target
node and generated vector representations of it. In this
work, legal entities which refer to a legal-related entry
in the encyclopedia were utilized to enhance document
representations as legal-domain knowledge. Tang et al. [29]
also utilized structural information by means of building a
text-attributed case graph and an edge graph attention layer.
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Although methods mentioned above have achieved great
success in combining two types of information to generate
better representations of documents, they still lack specific
improvements for the task of legal case retrieval. As a result,
they are unable to effectively leverage the two types of
information in the legal domain.

III. CONSTRUCTION OF THE LEDSGRA AND
PRELIMINARY
In this section, we first give a clear description of the
LeDSGra (heterogeneous graph based on legal documents
and legal statute hierarchy). Then we introduce the metapaths
used in this work and semantics of them. Finally, formal
definitions of involved terminologies are given.

A. CONSTRUCTION OF THE LEDSGRA
LeDSGra, whose structure is shown in the Fig.1, comprises
textual contents and topological relationships of legal statutes
and legal case documents. In Chinese judiciary, legal case
documents include basic case information, court analysis and
judgment of prior cases. The hierarchy of legal statutes is a
collection of acts, parts, chapters, sections, and articles. Acts
can be divided into multiple parts, each part can be further
divided into chapters, and chapters and sections can be further
subdivided in the similar manner, but not all hierarchical
structures exist in a single act. Therefore, there are 6 types
of nodes in the LeDSGra which are legal case documents,
acts, parts, chapters, sections and articles. There are 3 types of
edges – hierarchy edges, citation edges and similarity edges.
The three types of edges are described below.

• Hierarchy edges (hierarchical structure→hierarchical
structure): this type of edge (shown as solid black
arrows in Fig.1) indicates hierarchical relationships
within different and contiguous node structures
(acts/parts/chapters/sections/articles). When an act is
connected to a part, it signifies that the part is a
constituent of the act. For example, section1 is connected
to article1 in the Fig.1, which means that section1 is a
part of article1.

• Citation edges (document−article): this type of edge
(shown as solid blue lines in Fig.1) indicates an article
of law is applicable to a legal case document or a legal
case document cites to an article of law. E.g. legal case
document d1 cites article1 in the Fig.1.

• Similarity edges: similarity edges have two different
types. (1) document − document: this type of edge
(shown as blue dotted lines in Fig.1) implies two legal
case documents are similar. In the Chinese judiciary sys-
tem, case documents do not typically include citations
to prior cases. Therefore, in LeDSGra, we define that if
two documents are connected, it indicates that they are
similar case documents. E.g. document d1 is similar to
document d2 in the Fig.1. (2) article− article: this type
of edge (shown as black dotted lines in Fig.1) occurs
when two articles of law from different acts have similar

provisions or can be applied in similar scenarios. E.g.
article1 is similar to article2.

To utilize both structural and textual information from
the LeDSGra, textual contents of various nodes serve as
the input of the language model to generate initial vector
embeddings. For the hierarchy of legal statute, we utilize
all the textual context of hierarchical structures to obtain
the vector embeddings. As for the legal case documents,
we solely leverage the basic case information of they to avoid
exceeding the capabilities of the language model.

B. METAPATHS
Based on real-world legal scenarios, cases that cite the
same or similar legal articles are more likely to be similar.
Additionally, if both cases are similar to the same case, then it
is highly likely that these two cases are also similar. In order to
capture the situations above, we define 4 different metapaths
which comply with the legal common sense and similarity
patterns. With these metapaths specifically designed for
case similarity, indications of similarity between legal case
documents can be deduced. The metapaths we define are as
follow:

• P1 document-article-document: when two documents
cite the same article of law. E.g., legal case documents
d1 and d4 both cite article1 in Fig.1.

• P2 document-article-article-document: when two
case documents cite two similar articles of law respec-
tively. E.g., legal case documents d1 cites article1,

FIGURE 1. An illustration of the LeDSGra structure. The grey, blue, green,
yellow, purple and orange boxes represent acts, parts, chapters,
1sections, articles and legal case documents respectively. There are three
acts in the figure, act1 have all levels of the hierarchy, but act2 only have
levels of section and article, act3 only have a level of article.
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d4 cites article2, and article1 are similar to article2
in Fig.1.

• P3 document-article-section-article-document: when
two case documents cite two different articles from
the same section. E.g., legal case documents d1 cites
article1, d2 cites article4, and article1 and article4 are
both from section1 in Fig.1.

• P4 document-document-document: when two case
documents are connected to the same case document.
E.g., in Fig.1, d1 is connected to d2, and d1 is connected
to d3.

These metapaths may only capture partial legal scenarios
that reflect the similarity between legal case documents.
In the future, more metapaths for legal domains can be
defined to further enhance the performance of the model.
Additionally, if we transform the similarity relationship
among case documents in the defined metapaths into the
relationship of citation, our method can also be applied to the
common legal system.

C. PRELIMINARY
In order to clearly describe our method, we give formal
definitions of some important terminologies of heteroge-
neous graphs and task of heterogeneous graph representation
learning in LeDSGra.

• Heterogeneous graph. A heterogeneous graph is
defined as G = (V, E) and sets of node types and edge
types A,R respectively, with |A| + |R| > 2.

• Metapath. A metapath P is defined as a sequence
schema of node types and edge types in the form of

A1
R1

−→ A2
R2

−→ · · ·
Rl

−→ Al+1 where A1,A2, . . . ,Al+1
and R1,R2, . . . ,Rl denote the types of nodes and types
of edges in the heterogeneous graph but not instances of
nodes and edges.

• Metapath Instance. Given a metapath P of a heteroge-
neous graph, a metapath instance p of P is defined as a
node sequence in the graph whose node types and edge
types fully follow the schema defined by P.

• Metapath-based Neighbor. Given a metapath P of a
heterogeneous graph, the metapath-based neighborsN P

v
of a node v is defined as the set of nodes that connect with
node v via all the metapath instances of P. Moreover,
if one node is connected by node v by two different
instances, it is regarded as two different nodes in N P

v .

For example, for the metapath document − article −

document in the Fig.1, d1−article1−d4 is ametapath instance
of it, and d4 is a metapath-based neighbor of d1.

IV. TASK FORMULATION
This work primarily focuses on retrieving similar legal
cases for the new case, which involves two tasks: legal
article identification and legal case retrieval. Formally, the
fact description of the new case tnew can be seen as a
word sequence tnew = {t1, . . . , tn}, where n represents the
sequence length, ti ∈ T , and T is a fixed vocabulary.

Let A = {a1, a2, . . . , a|A|} denotes the set of all articles
of law. Since the structural features of the new case is not
visible to the model, we first train a function G(·) such that
G(tnew,A) = ŷ1, where ŷ1 = {0, 1}|A| and ŷ1[s] ∈ {0, 1}
denoting whether as(s = 1, 2, . . . , |A|) is predicted to be
relevant to the new case.

Since the LeDSGra is a heterogeneous graph, retrieving
similar legal case documents for the new case can be regarded
as a link prediction task. Let vnew denotes the node of the
new case, G = (V, E) denotes the LeDSGra, where V =

{v1, v2, . . . , v|V |−1, vnew}. Our task is to learn a function
F(·) such that F(G) = ŷ2, where ŷ2 = {0, 1}|V |−1 and
ŷ2[m] ∈ {0, 1} denoting whether vm(m = 1, 2, . . . , |G| − 1)
is predicted to be connected with vnew.

V. METHODOLOGY
In this section, we present a comprehensive introduction
to legal article identification and legal case retrieval in
LeDSGra. As shown in the Fig. 2, legal article identification
serves as an auxiliary task to generate relevant legal articles
for the new case so that the node representing the new case
is connected to the LeDSGra. Subsequently, link prediction
task is conduct based on the LeDSGra and final results are
obtained.

A. LEGAL ARTICLE IDENTIFICATION
As aforementioned, the LeDSGra is unable to perceive the
structural features of new query cases. Thus, new query cases
exist as isolated nodes in the LeDSGra, and the model cannot
generate effective vector representations for them. To address
this issue, we first predict relevant legal articles for new cases
in order to establish connections between the new cases and
the heterogeneous graph.

However, the abundance of candidate legal articles poses
challenges to the task. Therefore, we introduce charge infor-
mation into consideration and jointlymodel charge prediction
and legal article identification in a unified framework. The
reason for introducing charge-aware information is that it can
provide explicit knowledge to identify relevant legal articles.

As illustrated in Fig.3, the BERTmodel converts eachword
ti ∈ tnew into token-level embedding, we have:

xnew = BERT(tnew)

= [x1, x2, . . . , xn]. (1)

We employ an attentionmechanism to select relevant infor-
mation from facts and get the results of charge prediction:

αi = softmax
(
tanh(a⊤

· xi)
)

hc =

n∑
i=1

αi · xi

ŷc = softmax(Wc · hc + bc), (2)

where αi indicates the weight of word-level embedding, a is
the parameterized context vector, hc and and ŷc are final
representations and results of charge prediction.
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FIGURE 2. The framework of our proposed model. The legal article identification model on the left is an auxiliary task,
where the generated relevant legal articles for the new case enable the corresponding nodes in LeDSGra to be connected
to the existing heterogeneous graph. The main of similar case retrieval On the right is the main task, which utilizes legal
documents and legal statute hierarchy to construct LeDSGra. Additionally, it employs heterogeneous graph representation
learning methods to perform link prediction tasks and obtain the final results.

FIGURE 3. An illustration of model for legal article identification. Charge prediction and legal article identification are jointly modeled in the form of
multitask learning.

To get charge-free information, sentence-level representa-
tions generated by the BERT model is utilized:

hnew = BERT(tnew)

hf = Wf · hnew + bf , (3)

where hnew are the sentence-level representations of the new
case, hf ∈ Rd are the charge-free representations, Wf and
bf are parametric weight matrices specific for charge-free
information.

When generating charge-aware representations, it is
important to project the hc onto the same latent space as

charge-free representations:

ha = Wa · hc + ba, (4)

where ha ∈ Rd are the charge-aware representations,Wa and
ba are parametric weight matrices specific for charge-aware
information.

To integrate the charge-aware and charge-free information,
the two representations are concatenated into the final
representations hcase ∈ R2d :

hcase = ha ⊕ hf , (5)
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FIGURE 4. An illustration of the heterogeneous graph representations learning in LeDSGra. The learning method consists of three components, where are
node representation initialization, intra-metapath and inter-metapath aggregation. In the first step, we employ BERT model to acquire vector
representations for each legal document, subsequently mapping them into the same vector space. Moving to the second step, we selectively exemplify
the first and fourth metapaths with two instances for each metapath. We obtain representations for each metapath through a weighted aggregation of
the respective instances. At last, the representations of the target node is generated through a weighted aggregation of each metapath with attention
mechanism.

then we generate the sentence-level representations of each
article of law with the BERT model:

hlaw = BERT(aj), (6)

where hlaw ∈ R2d and aj(j = 1, 2, . . . , |A|) is an article
of law. The cosine distance is employed to measure the
relevance between the new legal case and each legal article
of law:

ŷj = cos(hcase,hlaw)

ŷ = [ŷ1, ŷ2, . . . , ŷ|A|]. (7)

After legal law identification for a new case, LeDSGra is
augmented with a new node and some edges.

B. LEGAL CASE RETRIEVAL
Legal case retrieval aims to predict similar legal case of
the query cases. As shown in the Fig.4, it includes node
representation initialization, information aggregation based
on metapaths.

1) NODE REPRESENTATION INITIALIZATION
In the LeDSGra, the initial attributes of nodes are vectors
representations of their textual contents generated by the
pre-trained language model. Given the breakthrough progress
achieved by the BERT model [17], we use the BERT model
to obtain the initial attributes of each note, we have

xAv = BERT(tAv ), (8)

where tAv denotes the textual content of the node v ∈ VA of
type of A, xAv denotes the vector representations of node v.

The vector representations of nodes are derived from
various corpora, such as basic case information of case

documents and contents of legal articles. Therefore, the
vector representations may lie in the different latent spaces,
which is detrimental to generating target node representations
by aggregating these representations. In this case, we should
project the vector representations from different types of node
to the same latent space. For a node v of type A, we have

h′
v = WA · xAv (9)

where xAv ∈ RdA denotes the vector representations of node v
generated from the BERT model, h′

v ∈ Rd ′

denotes the
projected vector representations for node v, WA ∈ Rd ′

×dA

is the parametric weight matrix specific for nodes of type A.
Using BERT model, the textual contents from different

legal text resources is transformed into vector representations
that can be calculated by the computer. Also, node represen-
tation transformation projects nodes of different types to the
same latent space, which facilitates the aggregation process
based on node features.

2) INTRA-METAPATH AGGREGATION
Given a target node v and a metapath P, the intra-metapath
aggregation layers are aimed to learn the structural and textual
information stored in the metapath instances starting with the
target node v.

While the textual information of the nodes is extracted
using pre-trained language models, it is crucial to focus on
modeling the edges in order to better uncover the topological
relationships between different legal entities in various legal
situation represented by metapaths. Inspired by Fu et al. [30]
and Sun et al. [31], we use relational rotation to model nodes
and edges in the metapath instances, which can take all nodes
and edges into consideration rather than ignore them like
most network based methods. Then the attention mechanism
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is employed to fuse the information from all the metapath
instances of metapath P.

Given a metapath instance P(v, u) = (n0, n1, . . . , nM ),
where u ∈ N P

v is a metapath-based neighbor of v, n0 = u
and nM = v, the metapath instance encoder is formulated as:

q0 = h′
n0 = h′

u,

qi = h′
ni + qi−1 ⊙ ri,

hP(v,u) =
qn

n+ 1
, (10)

where ⊙ is the element-wise product, ri ∈ Rd ′

is a
learnable parametric vector for the edge Ri, hP(v,u) is the
vector representation of P(v, u). By introducing a learnable
parametric vector for the relations between two nodes, the
model can acquire the latent semantics of the edges, and
thus a better vector representation of the target node can be
generated.

Now we obtain the vector representations of metapath
instances of P, we attentively fuse these representations into
the vector representation of the target node by adopting
the attention mechanism proposed by literature [32]. The
key point of this method is metapath instances contribute
to the target representation differently according to their
importance, which can be modeled by a learned weight
factor αvu for each instance. We have:

ePvu = LeakyReLU
(
a⊤
P ·

[
h′
v∥hP(v,u)

])
αPvu = SOFTMAXu∈N P

v

(
ePvu

)
,

hPv = σ

 ∑
u∈N P

v

αPvu · hP(v,u)

 . (11)

where aP ∈ R2d ′

is the parameterized context vector specific
for P, || denotes the vector concatenation operator. ePvu indi-
cates the absolute importance of metapath instance P(v, u)
and then is normalized using softmax function. hPv denotes
the final representations of metapath P, which is acquired
by using the weight factor αPvu and the representations of all
instances.

3) INTER-METAPATH AGGREGATION
After applying intra-metapath aggregation layers, we obtain
the vector representation of a single metapath. How-
ever, we still need to combine every metapath by using
inter-metapath aggregation in order to generate the vector
representation of the target node. Consider the set of
metapath {P1,P2, . . . ,PN } which start with node type
A ∈ A, given a node v ∈ VA, we have |VA| set of
representations {hP1v ,hP2v , . . . ,hPNv } generated by the intra-
metapath aggregation, where N stands for the number of
metapaths. However, metapaths are not equally important,
we need to apply the attention mechanism to the inter-
metapath aggregation.

First, we need to obtain the representations of each
metapath across all node v ∈ VA, we have:

sPi =
1

|VA|
∑
v∈VA

tanh
(
MA · hPiv + bA

)
(12)

where MA ∈ Rdm×d ′

and bA ∈ Rdm are learnable parameters.
Then the attention mechanism is used to fuse the metapath

specific information into the node representations of v,
we have:

ePi = q⊤
A · sPi ,

βPi = SOFTMAXPi∈PA (ePi ),

hv =

∑
P∈PA

βP · hPv , (13)

where qA ∈ Rdm is the parameterized attention vector for
node type A, βPi indicates the importance of Pi, hv is the final
representations of target node v which is the weighted sum of
structural and textual information of every metapaths.

At last, using heterogeneous graph representation learning
algorithm above we can obtain the vector representations of
the new case and any other node v which are hnew and hv
respectively. We calculate the probability that the new node
and v link together as follows:

p = σ
(
h⊤
new · hv

)
(14)

where σ (·) is the sigmoid function.

C. TRAINING
The training objective of legal article identification consists
of two parts. The first one is to minimize the cross-entropy
between predicted charge distribution ŷc and the ground-truth
distribution yc:

Lcharge = −yc log(ŷc) − (1 − yc) log(1 − ŷc). (15)

The other one is to minimize the cross-entropy between
predicted distribution and the ground-truth of legal article
identification:

Larticle = −y log(ŷ) − (1 − y) log(1 − ŷ), (16)

where ŷ is the result of prediction and y is the true label.
Considering the two objectives, the final loss function of

legal article identification L1 is obtained by adding Lcharge
and Larticle in the form of joint loss function:

L1 = Lcharge + Larticle. (17)

As for legal case retrieval, we adopt a negative sam-
pling [33] method to optimize the parameters of the model
by minimizing the loss function as follow:

L2=−

∑
(u,v)∈�

log σ
(
h⊤
u · hv

)
−

∑
(u′,v′)∈�−

log σ
(
−h⊤

u′ · hv′
)

(18)

where σ (·) is the sigmoid function, � is the set of node pairs
where the two nodes in the pairs are connected,�− is the node
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pairs sampled from the node pairs in which the two nodes are
not connected.

VI. EXPERIMENTAL SETTINGS
In this section, we introduce the datasets, hierarchy of
legal statute, metrics and baseline models we use in the
experiments.

A. DATASETS AND HIERARCHY OF LEGAL STATUTE
We use two datasets to evaluate our model, LeCaRD [20]
and ELAM [21]. And we adopt three acts in the Chinese
judiciary to build LeDSGra, which are the Criminal Law
of the People’s Republic of China, the Criminal Procedure
Law of the People’s Republic of China and the Interpretation
of the Supreme Court on the application of the Criminal
Procedure Law.

LeCaRD consists of 107 query cases and 10,700 candidate
cases selected from a corpus of over 43,000 Chinese criminal
judgements published by the Supreme People’s Court of
China. For each query in LeCaRD, there are 100 candidate
cases and about 10 relevant cases. The case documents in
the corpus have 7 (key, value) pairs which are shown in the
Table 1.

TABLE 1. Descriptions of keys in the corpus document.

The basic case information is a brief summary of case,
and thus the vector representations of it function as the initial
attributes of a legal case document. Moreover, the basic case
information of a case document contains legal article citations
of the legal case, and thus we can extract statute citations from
the basic case information to build LeDSGra. To achieve this,
we mainly use regular expression based patterns, e.g., the
pattern < [section or article number] of the [Act] > is used
to extract citations such as ‘Section 47 of the Criminal Law
of the People’s Republic of China’.

ELAM consists of 5000 legal case pairs and 8955 legal
cases collected from Faxin.1 Each legal case pair is associated
with a matching tag which is 2, 1, or 0 representing match,
partially match or mismatch respectively. In our experiment,
legal case pairs with label 2 and 1 are regarded as similar case
pair. What’s more, the text content of each case in the pair
includes the basic case information, trial and the application
of the law. Given that there are no query or new legal case in
the ELAM, structural information of each legal case can be
obtained by using regular expression based patterns.

1https://www.faxin.cn

The number of levels of the hierarchy in the three acts we
adopt is shown in the Table 2.

TABLE 2. Levels number of the hierarchy in the three acts.

The Act1, Act2, Act3 in the Table 2 represent the Criminal
Law of the PRC, the Criminal Procedure Law of the PRC and
the Interpretation of the Supreme Court on the application of
the Criminal Procedure Law respectively.

B. METRICS
In order to measure the performance of the model, we utilize
the precision metrics including P@k(k = 5, 10) and
MAP, and the ranking metric NDCG@k(k = 10, 20, 30)
for LeCaRD which focuses on the similar case retrieval.
As for ELAM which focuses on legal case matching in case
pairs, we use Accuracy, Macro-Precision, Macro-Recall, and
Macro-F1 as metrics.

C. BASELINES
To demonstrate the effectiveness of our model, we conducted
a comparative analysis against multiple network-based and
text-based methods. The list of baselines is presented below:

• BM25 [34] is a classic ranking algorithm in information
retrieval based on the probabilistic retrieval framework.

• LMIR [35] is a non-parametric information retrieval
method that combines document indexing and document
retrieval into a single model.

• TF-IDF [36] is a numerical statistic that is intended
to reflect the importance of a word in a document
from a corpus. It can be used as a weighting factor in
information retrieval.

• BERT [17] is a pre-trained language model which trains
on a large scale of unlabeled corpus. BERT model has
made breakthrough achievements in the NLP field and
been applied to the legal tasks, we use BERTbase model
in particular.

• RoBERTa [37] is a pre-trained language model based
on masking strategy of BERT and removes the task of
next-sentence prediction.

• Lawformer [25] is a Longformer-based pre-trained
language model for Chinese legal long documents
understanding.

• BERT-PLI [23] use BERTmodel to obtain the semantic
relationships and infers the relevance between two cases
by aggregating paragraph-level interactions with RNN
and attention model. Finally, similarity score is obtained
by using an MLP.

• BERT-LF [38] combines legal facts, topic distribution
and legal entity to generate better legal document case
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TABLE 3. Results(%) of legal case retrieval on ELAM and LeCaRD.

representations. A method of paragraph aggregation
based on BERT is used to encode context semantic
information and solve the problem of long text.

• A BERT-based two-stage method [39] first uses the
BM25 ranking function to retrieve top n case candidates
and uses the BERT to accurately sort the recalled case
candidates.

• Hier-SPCNet [19] is a network-based approach which
considers the precedent citation network among case
documents and the hierarchy of legal statutes.

VII. EXPERIMENT RESULTS AND DISCUSSION
In this section, we first present the performance of legal case
retrieval, and then discuss the impact of different components
of our model using ablation test. We also conduct a case
study to further analyze our model, at last we present the
performance of legal law identification and its effect on the
legal case retrieval.

A. PERFORMANCES OF LEGAL CASE RETRIEVAL
We conduct experiments on the LeCaRD and ELAM datasets
to compare the performance of different baseline models
on the task of legal case retrieval. We input the topological
relationships and textual contents of the three acts and
training cases into the model, which allows us to obtain
representations for each node in the LeDSGra.We then utilize
the case representations to retrieve similar cases for the cases
in the test set.

Since there are predefined query sets in the LeCaRD
dataset, we firstly conduct experiments on the common
query set in LeCaRD dataset and evaluate the results
using traditional retrieval evaluation metrics, including P@5,
P@10, MAP and NDCG. The result is shown in the Table 7.
Subsequently, we partition similar case pairs in both

LeCaRD and ELAM datasets into training and testing sets.
Specifically, the models are trained on 80% of the data
and tested on the remaining 20%. The data partitioning
method for the LeCaRD dataset follows the approach in the
work [20]. For ELAM, we utilize the first 80% of the dataset
as the training set and the remaining 20% as the testing set
following the original order of ELAM. Accuracy, Macro-
Precision, Macro-Recall and Macro-F1 are used to evaluate
the experiments. The result is shown in the Table 3.

From Table 7, we can see that the performance of our
model significantly exceeds that of other baseline models.
This fully demonstrates that combining both text-based and
network-based information can significantly improve the
performance of the model. Among text-based methods, the
BERT model performs the best in terms of P@5, P@10,
and MAP metrics. However, it falls short in terms of
NDCG@20 and NDCG@30 compared to models specif-
ically for the legal domain, such as BERT-PLI, BERT-
LF. This is because these models make improvements
tailored to the legal domain, enabling them to provide more
accurate results when recommending a larger number of
legal cases. Moreover, as a network-based method, Hier-
SPCnet demonstrates superior performance in terms of
P@5 compared to traditional retrieval methods and some
BERT-based methods. However, its performance is poorer
in terms of NDCG@10. This implies that Hier-SPCNet,
leveraging topological relationships, can quickly identify
some correct similar cases. However, it struggles to find
more correct cases due to the sparsity of the network.
Note that although text-based methods show comparable
performance to traditional retrieval methods in terms of
NDCG@30, they outperform traditional methods in terms
of NDCG@10. This suggests that BERT-based methods can
maintain better performance when recommending a limited
number of similar cases, which is of great concern in practical
scenarios. Furthermore, the two-step approach demonstrates
better performance across multiple metrics by employing two
rounds of filtering. In general, network-based methods are
more adept at utilizing the specific structural information to
achieve better results when the number of retrieved cases
is limited. Therefore, they perform well in terms of the
P@5 metric. On the other hand, text-based methods excel
at leveraging textual information to extensively find similar
cases, hence performing better in terms of NDCG@20 and
NDCG@30metrics. However, our proposedmodel combines
the strengths of both two methods, allowing it to achieve best
results on all metrics.

As shown in the Table 3, our model exhibits significantly
higher performance than other baseline models on both
the ELAM and LeCaRD datasets in most of the metrics.
In the ELAM dataset, the Hier-SPCNet model outperforms
our model in terms of precision, but it has the lowest
accuracy, recall and F1 among all models. This indicates
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TABLE 4. Results (%) for ablation study.

that it performs poorly in balancing precision and recall,
which further emphasizes that network-based methods can
accurately retrieve a portion of positive instances relying on
structural information, but struggle to identify other positive
instances which need more textual information. Among
all the text-based methods, the Lawformer and roBERTa
models achieve better results, which is probably because
their structure fits the ELAM dataset. Note that the recall
and accuracy are the same on the LeCaRD dataset. This is
because we sort all candidate cases based on the calculated
probabilities of similarity, and then select the top number
of true positive cases as predicted positives. Therefore, for
each false positive, there is a corresponding false negative,
resulting in equal recall and accuracy rates. In general, the
performance of our model on ELAM is worse than that of
LeCaRD. This disparity may be attributed to the sparser
network structure of ELAM, which has limited structural
information.

Our model which combines both network-based and
text-based methods gains best performance among strange
baselines. This demonstrates the advantages of our model in
the task of legal case retrieval.

B. ABLATION TEST
To validate the importance of each components in our model,
we conduct a ablation test on different variants of our model.
Specifically, we remove some parts of the model separately
and validate the effectiveness of the variant. Table 4 displays
the performance of different variant models on the ELAMand
LeCaRD datasets. Here SN, which means simple network-
based information, refers to the proposed model that merely
utilizes Act1(the Criminal Law of the People’s Republic of
China) to construct LeDSGra; OT, which means only text-
based information, refers to the proposed model without
the component for processing network-based information;
ON, which stands for only network-based information,
refers to the proposed model without the component for
processing textual information. Besides, w/o P1, w/o P2,
w/o P3, w/o P4 refer to the proposed model without
metapath P1,P2,P3,P4 respectively, which are defined in
section III-B.

From the Table 4, by leveraging both textual and structural
information, our model performs better than all the variants,

which shows the importance of combining both two sorts
of information. Among all the variant models, ON performs
the poorest on both two datasets, which indicates that the
structural information in the LeDSGra is more significant
than textual information. Surprisingly, SN which applies
Act1 performs worse than OT. This is because the Act1 is
intended for determining charges in a case, but cases with
the same charge can also exhibit significant dissimilarities.
Moreover, the difference between the results of ON and
OT reveals that and text-based methods tend to outperform
network-based methods in practical application scenarios
where networks are generally sparse. Moreover, metapath P2,
which is document-article-article-document, is deemed the
most crucial among all metapaths, as its removal results in the
largest decline in model performance on both two datasets,
followed by metapath P3. This probably because similar
articles of law and articles under the same section provide
the information on the types of crime in the legal cases which
could be more important than the exact charges of cases.
Surprisingly, the contribution of P1 to the model falls short
of expectations, which is probably because the practice of
citing the same articles of law in similar cases is less prevalent
compared to citing similar articles of law or articles under the
same section and there could be a big difference between legal
cases citing the same articles.

C. CASE STUDY
In this part, we select a representative case to give an intuitive
illustration of how the LeDSGra based on legal documents
and legal statutes hierarchy help to promote the performance
of the model.

As shown in the Fig.5, the main crime of the defendant
in the query case was to withdraw money from bank card
despite knowing it is boodle obtained by fraud. One of
the similar legal cases of the query case is shown in the
Fig.6 whose fact descriptions are mainly the process of
fraud by the defendant in opening a fake lottery website,
and there is only one sentence mentioning the transfer of
boodle. Due to the large amount of irrelevant content in
the two cases, vector representations of them generated by
other models are likely to be irrelevant. Therefore, it is
difficult to decide that they are similar cases. However, with
the LeDSGra, the model can know that both of the cases
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FIGURE 5. An illustration of the new query case.

FIGURE 6. An illustration of the similar case.

cite the Article 312 which is shown in the Fig.7 which is
mainly about how to punish offender concealing criminal
proceeds. While training, the specific content of Article 312
and legal cases of the same crime fuse to generate the
representations fo similar case in the Fig.6 through metapath
document-article-document, and thus the representations of
the similar case not only include the textual content of itself,
but only helpful information to measure similarity with the
query case. The representations of the new query case are
generated in the same manner when testing, therefore the
representations of the two cases are closer with the LeDSGra
which indicates that constructing the Legal Documents and
Legal Statutes Hierarchy as a heterogeneous graph can
improve the performance of the model.

D. PERFORMANCES OF LEGAL LAW IDENTIFICATION
Similarly to real-world scenarios, the query cases in the
LeCaRD dataset does not include explicit references to
relevant legal articles, instead focusing solely on case
descriptions. Therefore, we conduct experiments on LeCaRD
dataset to present the performance of legal law identification.

TABLE 5. Performance of legal law identification(Precision and Recall).

Specifically, all query cases in the LeCaRD dataset are
utilized as the testing set, while other case documents serve
as the training set. In the absence of ground truth labels
for the query cases in LeCaRD, we employ an approach
combining retrieval of corresponding case judgments from
the Wenshu2 and manual annotation to establish the true

2https://wenshu.court.gov.cn
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FIGURE 7. An illustration of the relevant article of law.

TABLE 6. Performance of legal case retrieval with different value of k .

TABLE 7. Results(%) of legal case retrieval on the query set of LeCaRD.

labels. Subsequently, we evaluate the performance of our
model based on these verified ground truth labels.

With different number of legal law identified, the perfor-
mance of question answering model is illustrated in Table 5,
where k represents the number of laws retrieved from the
candidate pool.

It can be observed that as the value of k increases, the
precision shows a decreasing trend. In contrast, the recall
initially increases and eventually stabilizes at 0.977 when
k ≥ 9. This stabilization indicates that a significant portion
of legal laws relevant to the query case can be successfully
retrieved. The decrease in precision can be attributed to the
model retrieving more irrelevant laws than relevant ones for
the query cases. Also, the number of relevant articles varies
greatly in each case, so this we argues that recall is more
important in this task.

In this article, we posit that obtaining structural features
of query cases in LeDSGra through legal law identification

is crucial for generating appropriate vector representations
of query cases. Thus, the performance of the legal law
identification directly impacts the overall performance of
legal case retrieval. The parameter k plays an important role
as it determines the quality of extracted structural features.
To elucidate the influence of legal law identification on
the performance legal case retrieval, we conduct legal case
retrieval with different values of k . The result is shown in
the Table 6.

Based on the table, it is evident that the model achieves
its best performance in legal case retrieval when k = 9,
corresponding to the point where recall of legal law
identification first reaches its maximum. When k ≤ 9,
the performance of legal case retrieval generally improves
as the recall rate increases, except for a slight decline in
performance when k = 2. However, as k ≥ 9, the
model’s performance starts to decline. This suggests that the
optimal performance of the model aligns with the first point
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of maximum recall in legal law identification. This outcome
can be attributed to the heterogeneous graph architecture of
LeDSGra, which effectively assigns more weight to accurate
information. Consequently, as the recall rate increases, more
correct structural information is incorporated, leading to
overall improved performance. Nevertheless, when the recall
rate reaches its maximum, it becomes crucial to minimize
the inclusion of errors. When applying our method on other
datasets, setting k to be bigger than the average number of
relevant articles is suggested.

VIII. CONCLUSION
In this paper, we propose a novel approach that simultane-
ously utilizes network-based and text-based information to
address three limitations in the task of legal case retrieval:
(1) Typical text-based merely consider legal case docu-
ments and overlook the significant role of network-based
information; (2) Typical network-based methods ignore the
rich text-based information in the legal documents and are
not meaningfully applicable when legal citation networks
are sparse; (3) Existing methods are not applicable in
inductive situations. Specifically, our model employs the
following three steps: (1) metapath construction; (2) legal
article identification; (3) legal case retrieval with a graph
representation learning method.

Our model achieves state-of-the-art results on two real-
world datasets, ELAM and LeCaRD. And the ablation exper-
iments demonstrate the positive impact of the components
in boosting the performance. In the future, we plan to
further improve the generalization ability of our model by
developing faster methods for generating appropriate vector
representations of new cases. We also plan to conduct further
research on the metapaths that have positive effects on the
task and incorporate them into our model.
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