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ABSTRACT Objectives: This paper proposes a novel stability metric for decision trees that does not rely on
the elusive notion of tree similarity. Existing stability metrics have been constructed in a pairwise fashion to
assess the tree similarity between two decision trees. However, quantifying the structural similarities between
decision trees is inherently elusive. Conventional stability metrics are simply relying on partial information
such as the number of nodes and the depth of the tree, which do not adequately capture structural similarities.
Methods: We evaluate the stability based on the computational burden required to generate a stable tree.
First, we generate a stable tree using the novel adaptive node-level stabilization method, which determines
the most frequently selected predictor during the bootstrapping iterations of a decision tree branching process
at each node. Second, the stability is measured based on the number of bootstraps required to achieve the
stable tree. Findings: Using the proposed stability metric, we compare the stability of four popular decision
tree splitting criteria: Gini index, entropy, gain ratio, and chi-square. In an empirical study across ten datasets,
the gain ratio is the most stable splitting criterion among the four popular criteria. Additionally, a case study
demonstrates that applying the proposed method to the classification and regression tree (CART) algorithm
generates a more stable tree compared to the one produced by the original CART algorithm. Novelty: We
propose a stability metric for decision trees without relying on measuring pairwise tree similarity. This paper
provides a stability comparison of four popular decision tree splitting criteria, delivering practical insights
into their reliability. The adaptive node-level stabilization method can be applied across various decision tree
algorithms, enhancing tree stability and reliability in scenarios with updating data.

INDEX TERMS Decision trees, stability, splitting criteria.

I. INTRODUCTION

Recent advances in machine learning have not only improved
model accuracy but also enhanced its utility as a decision-
making tool [1], [2]. Highly interpretable models that demon-
strate transparent decision-making processes are becoming
increasingly important [3], [4], [5]. Decision trees pro-
vide transparent inferences with if-then rules. The superior
interpretability of decision trees among machine learning
classifiers is affirmed by their efficient response times
to explanatory queries [6]. Owing to their interpretability,

The associate editor coordinating the review of this manuscript and

approving it for publication was Leimin Wang

decision trees are widely used in various fields, including
psychology [7], [8], finance [9], bioinformatics [10], smart
farming [11], and predictive analytics such as customer churn
prediction [12], [13].

Despite the strong interpretability of decision trees, their
use as decision-making tools is often limited because of
their inherent instability [14]. A slight change in the training
dataset can result in a significantly different tree [15], [16].
This instability stems from the sensitivity of the branching
processes of the decision tree to variations in data and exacer-
bated by the hierarchical structure of decision trees, in which
branching decisions at higher levels have a cascading effect
on those at lower levels [15]. The instability obstructs

© 2024 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

VOLUME 12, 2024

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ 90061


https://orcid.org/0009-0007-3526-2974
https://orcid.org/0000-0003-0616-1449
https://orcid.org/0000-0001-5579-0968
https://orcid.org/0000-0002-0663-3365

IEEE Access

J. Lee et al.: Assessing Decision Tree Stability: A Comprehensive Method

effective knowledge discovery, particularly in online learn-
ing scenarios, where models are continually updated using
new data [16], [17]. For instance, engineers using decision
trees to identify manufacturing inefficiencies may find the
interpretation challenging if the model undergoes significant
changes following updates to the training dataset [16]. Dif-
ficulties caused by instability could potentially undermine
the reliability of the model. Hence, examining the instability
of decision trees has become a paramount concern from the
perspective of the interpretability and reliability of a model.
To assess instability, it is necessary to measure the stability of
the decision trees.

The stability of a machine learning model can be defined
from two principal perspectives: semantic and syntactic (or
structural) [16], [18], [19]. Semantic stability evaluates the
consistency of predictions for the same dataset across mul-
tiple models, without considering the model structure [16],
[20]. Semantically identical trees with identical predictions
may have different structures. By contrast, syntactic stability
gauges the similarity between tree structures. Two syntac-
tically identical trees possess the same structure as well
as the same predictions [19]. In a context in which the
decision-making process needs to be transparent and inter-
pretable, syntactic stability postulates greater significance.
Focusing on syntactic stability results in a model that offers
both consistent decision making and predictable output.

However, assessing syntactic stability is challenging
because of the elusive task of measuring structural similar-
ity between multiple trees. Previous studies attempting to
compare the structures of multiple trees have often relied on
partial information, focused on specific aspects rather than
the overall structure, or made assumptions about structural
similarity, limiting their ability to comprehensively assess
syntactic stability [21], [22], [23].

To the best of our knowledge, no previous study has ade-
quately considered the entire tree structure under appropriate
assumptions when measuring tree similarity, and by exten-
sion, syntactic stability. Our idea relies on an alternative
approach to measuring syntactic stability, rather than tree
similarity. We address this gap by defining a numerical mea-
sure of syntactic stability based on the number of iterations
required to stabilize the tree structure.

We propose a measure for assessing the syntactic stability
of decision trees, furthering the concept of “node-level stabi-
lization™ as proposed in the study of [22]. The study of [22]
introduced an innovative method to stabilize decision trees
by selecting the most frequent predictor at the node level.
However, the study of [22] did not consider the number of
bootstrap iterations required to achieve a statistically signifi-
cant confidence level for the frequency ranking of the most
frequent predictor. We introduce rank verification [24] for
the most frequent predictor and repeat the bootstrap process
until the statistical confidence level is satisfied to stabilize
the tree. Our proposed stability measure is based on the idea
that if the same most frequent predictor continuously emerges
during the bootstrapping iterations at the node level, the tree is
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relatively stable. Specifically, we measure the stability during
the predictor selection process by counting the number of
iterations required to finalize the predictor at a bootstrapped
node. If a predictor is selected with a small number of itera-
tions, the branching process of the tree is regarded relatively
stable. However, if a large number of iterations are required
to determine the predictor, the branching process is regarded
as relatively unstable.

Our empirical study using 10 datasets compares the split-
ting criteria of popular decision tree algorithms, including the
Gini index (CART) [25], entropy (ID3) [26], gain ratio (C4.5)
[27], and chi-square (CHAID) [28]. Splitting criteria are the
methods utilized to determine the optimal split in the branch-
ing process of the decision tree, which influences the shaping
of the tree structure. Prediction performance comparisons for
four popular decision tree algorithms were discussed in [29],
[30], to the best of our knowledge, no stability compari-
son studies have been conducted for these four algorithms.
Although numerous studies [31], [32], [33] have proposed
innovative splitting criteria to improve decision-tree perfor-
mance, there has been limited discussion on the stability of
these criteria. A stability evaluation provides splitting criteria
that are relatively more effective for building interpretable
models.

This paper makes the following main contributions:

o Proposes a novel stability measure to quantify the
syntactic stability of decision tree algorithms without
relying on pairwise tree similarity.

« Proposes a novel adaptive node-level stabilization pro-
cess that generates a stable decision tree. The process
improves upon the node stabilization process of (Dan-
negger, 2000) by incorporating rank verification to
ensure statistical reliability and enhance computational
efficiency while handling categorical predictors.

« Provides a comparison of the stability of popular deci-
sion tree splitting criteria. The proposed stability metric
allows us to determine which splitting criterion is more
reliable.

The remainder of this paper is organized as follows: In
Section II, the related works of stability measures are intro-
duced. In Section III, the proposed NLS process and the
stability measures are described in detail. In Section IV,
we assess the stability of the decision-tree splitting criteria
using the UCI datasets. In Section V, we present a case study
of the breast cancer Wisconsin dataset using the proposed
adaptive NLS process. Finally, Section VI concludes the
paper and outlines directions for future research.

II. LITERATURE REVIEW

A. DECISION TREES

A binary decision tree has a hierarchical structure consisting
of a parent node and two child nodes. Each parent node
features a split condition that specifies a predictor and the
associated cutoff value. The split condition is determined to
reduce the weighted sum of impurities in the two resulting
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child nodes. The reduction in impurities achieved by splitting
from the parent node to its child nodes is termed as informa-
tion gain, and various splitting criteria are used to quantify
the information gain. The final node or leaf node terminates
the division and represents the predicted class of the response
variable.

Popular splitting criteria of decision trees, such as the Gini
index, entropy, and gain ratio, measure the information gain
as the weighted sum of the impurities of the child nodes. The
Gini index and entropy are biased toward selecting predictors
with high cardinality during the branching process [34]. This
bias can increase the generalization error [35]. The gain ratio
mitigates bias by using a normalization term to measure the
information gain [36]. Another popular splitting criterion is
the chi-square test, which measures the statistical significance
of the information gain. The chi-square test was proposed
by CHAID [28]. Chi-square-based criteria are less biased
toward selecting predictors with several unique values when
determining split conditions at a branch [35].

B. SEMANTIC STABILITY

Semantic stability focuses on how similarly two trees make
predictions. The study of [16] compared the extent to which
the predictions of two trees agree on a validation dataset.
The study of [37] measured the stability of predictions in an
ensemble of trees using generalization error. The study of [38]
assessed the degree to which individual validation data points
are classified into the same class. These methods commonly
define and measure the similarity between the predictions of
two trees to estimate the semantic stability of decision trees.
However, semantic stability measures have a limitation in that
they do not account for the interpretability aspect of decision
trees. By focusing solely on prediction consistency, they treat
trees with different structures but identical predictions as
equivalent.

However, semantic stability measures have a limitation in
that they do not account for the interpretability aspect of
decision trees. By focusing solely on prediction consistency,
they treat trees with different structures but identical pre-
dictions as equivalent. This fails to capture the transparent
decision-making structure of trees, which is composed of
rules based on variables and cut-off values. The interpretabil-
ity of decision trees relies on the explicit representation of
the decision-making process, and semantic stability measures
overlook this crucial aspect by only considering the final
predictions.

C. SYNTACTIC (STRUCTURAL) STABILITY

In contrast, syntactic (structural) stability studies aim to mea-
sure the structural similarity between pairs of trees usually
considering partial information. The study of [21] compares
tree size and depth of trees. The study in [23] forcibly
assumed that the structures of the two trees were the same
and then compared the nodes in the same position. In our
opinion, these studies have limitations in that they either rely
only on partial structures from the trees rather than on the
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overall structure of the tree, or measure the similarity of tree
structures under manufactured assumptions.

The study of [15] defined region similarity to measure
syntactic stability. A region in a tree is a set of data instances
in a leaf node of a decision tree. They represent a decision
tree as a family of sets where an element of the family cor-
responds to a region. Region similarity is measured based on
the extent to which regions, as elements of the families, match
between two trees. The study of [19] further enhanced region
similarity by considering the distribution of data instances
within regions, capturing structural aspects more effectively.
They performed pairwise comparisons not only between the
regions, which are elements of the family, but also between
the data instances belonging to those regions.

However, the region-based stability measurement may not
fully address the interpretability aspect. Stability metrics
based on pairwise region similarity have a limitation: they
consider two trees with different structures but identical deci-
sion boundaries as equivalent. This makes the measure of
dataset-dependent. Two trees with the same family of regions
for one dataset may lead to very different for another dataset.
On the other hand, two trees with perfectly identical struc-
tures always produce the same family of regions, even on
the different datasets. The structure of the tree plays a crucial
role in making decision trees interpretable for humans, and it
is essential to take this into account when assessing stability
from the perspective of interpretability.

The study of [39] proposes a new distance metric to
quantify the structural differences and prediction similari-
ties between decision trees. They measure the path distance
between two trees by considering differences in predictors,
cut-off values, and predictions corresponding to every path
of two trees, where a path is defined as a set of split condi-
tions from the root node to a leaf node. However, the metric
does not consider the sequence of splits, thereby potentially
overlooking the overall structural similarity of the trees.
Furthermore, the approach suffers from high computational
complexity due to the need for pairwise comparison of all
paths between two trees, which can become computationally
expensive as the number of leaf nodes increases.

Table 1 summarizes the stability types and descriptions of
the related works. The common feature of the related works
that measure semantic and syntactic stability is that they
define measures to assess the degree of difference between
two trees. These approaches compare trees in a pairwise
fashion: semantic stability is assessed through prediction sim-
ilarity, and syntactic stability through structural similarity,
region, or path similarity. However, defining pairwise tree
similarity itself is elusive, making it difficult to develop a
comprehensive measurement method. There is currently no
general definition for pairwise tree similarity measures [40].
Moreover, approaches comparing trees in a pairwise fashion
means that, for n trees, the number of combinations to be cal-
culated is n(n—1). This implies the computational complexity
that grows quadratically with the number of trees, making it
inefficient when many trees are under the consideration.
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TABLE 1. Stability metric comparison.

Type Description Pairwise tree comparison
. Measures the agreement between the predictions of two trees on a
(Turney, 1995) [16] Semantic validation dataset. Yes
. Semantic Measures the stability of predictions in an ensemble of trees using
(Breiman, 2001) [37] generalization error. Yes
. Measures the degree to which individual validation data points are
(Paul et al., 2012) [38] Semantic consistently classified into the same class by different trees. Yes
. Syntactic Compares the size and depth of two trees to assess their structural
(Zimmermann, 2008) [21] ¥ Ompa z pHL oL u Yes
similarity.
. Syntactic Assumes identical tree structures and compares the stability of variable
(Briand et al., 2009) [23] selection and cut-points at corresponding nodes. Yes
Syntactic Measures structural similarity based on the agreement between the
(Dwyer & Holte, 2007) [15] regions (sets of instances corresponding to leaf nodes) of two trees. Yes
Syntactic Compares the structural similarity of two trees by performing pairwise
(Wang et al, 2018) [19] comparisons of data instances belonging to their regions. Yes
Semantic and Compares the structural similarity of two trees by measuring the
(Bertsimas et al., 2023) [39] syntactic distance between their paths, considering differences in split conditions Yes
Y and predictions.
Proposes a novel stability measure based on the number of bootstrap
This paper Syntactic iterations required to generate a stable tree using adaptive node-level No

stabilization.

Therefore, we propose a novel syntactic stability measure
that does not require defining pairwise tree similarity. Our
approach measures stability based on the number of bootstrap
iterations needed to construct a stable tree. The bootstrap
iterations are adaptively determined during the process of
generating a stable tree by introducing rank verification in
the NLS process [22]. The more stable the tree generation
process, the fewer bootstrap iterations are required.

D. NODE-LEVEL STABILIZATION (NLS)

The study in [22] proposed an NLS process for decision
trees. Through experiments on simulated datasets featuring
important predesignated predictors, [22] demonstrated that
the instability of decision trees can result in the selection of
unimportant predictors for splitting. To mitigate the problem
of instability, the proposed NLS process in the study of [22]
generates a stabilized decision tree model by collecting the
predictors and their cut-off values from each bootstrap. In our
opinion, this NLS process is an innovative attempt to enhance
the stability of decision tree models. The NLS process is
illustrated in Figure 1.

The NLS process follows the four steps below.

« Step 0: Consider node ¢ containing the dataset D;,. Let
X = (X1, X, ... X) be the set of predictors.

o Step 1: Perform bootstrapping B times on D; to create a
set of bootstrapped samples {D; 5, 1 < b < B}.

« Step 2: For each bootstrapped sample D; 5, perform a
branching process on the node. An optimal predictor
X; » and its splitting cut-off value C(X; ) are identified.
The optimal predictor is identified by evaluating each
predictor’s ability to effectively split the data into homo-
geneous subsets, using splitting criteria.

o Step 3: After identifying the optimal predictors
{X;»,1 < b < B} for each bootstrapping sample,
we select the most frequent predictor X/7¢ among them.
For all bootstrapped branches where X/7¢4 is the optimal
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e Step 0: Consider a node t
with dataset D,

Step 1: Bootstrap B times to
create {D;,1<b <B }

Step 2: Perform a branching and

identify X, p and C(X, )

X1 < C(Xi1)/ \otherwise X, p < C(X,p)/ \otherwise

l Step 3: Consider all branches and
identify X/7¢4 and T(X/7¢9)

Node-level stabilization completed.

Move to the next node (Step 4)

X/rea < ¢(x/7e) [\otherwise

FIGURE 1. Node-level stabilization (NLS) process [22]. This process
involves performing multiple bootstrap iterations to select the most
frequent splitting among the splits of decision trees obtained from the
bootstrapped samples. Following the described steps, this process
identifies the most frequent predictor (X€9) and the desirable cut-off
value for the predictor (C (Xf’e‘l)) at a node t.

predictor, we identify the median of their cutoff values,
denoted as C (X/7). The median is more robust to
outliers for numerical cut-off values.

o Step 4: Repeat Steps 0 — 3 for another node until all

nodes are stabilized.

We identify two issues with this process. First, guidelines
on the required number of bootstrapping iterations or deter-
mining B remain limited. The study in [22] unilaterally set the
number of iterations B = 100 for each node. The choice of the
number of iterations must be less arbitrary because too few
iterations imply less statistical significance of the selected
predictor, and too many iterations result in computational
inefficiency. Our study adaptively determined the number
of iterations based on continuous monitoring of statistical
significance. Because the number of iterations is determined
at a pre-specified level of statistical significance, the number
of iterations itself may serve as a measure of stability. Second,
the study of [22] does not specify a method for handling
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categorical predictors. The proposed ANLS (Adaptive NLS)
process incorporates a specific methodology to accommodate
categorical predictors.

E. RANK VERIFICATION

The predictor selection process of the NLS process is anal-
ogous to the rank-verification problem in classical statistics.
Suppose there are k players and n games are repeated. Among
the players, if the winning count 1 of one player significantly
exceeds the winning count n; of the second-place player, the
player with the win count n; can be declared as the true
winner.

Similarly, consider the process of selecting a predictor at a
node via bootstrapping. After n trials, suppose that predic-
tor X1 is selected n; times and predictor X» is selected np
times. For predictor X; to be the true winner, ny must be
significantly larger than n,, and the level of significance is
determined by n, ny, and ny. Our study adopts the method
in [24], which provides statistical significance for the winner
using n, n1, and ny. Consequently, we obtain a stable decision
tree, where n serves as a measure of syntactic stability.

In many real-world applications, researchers are interested
in determining the rankings of multiple candidates. Con-
sider a scenario with k candidates to be ranked based on
n independent experiments. This scenario can be modeled
using a multinomial distribution whose parameters are n and
D1, D2, - -+ Dk- SUppose Xxi, x2, ..., X, denotes the number
of times that each candidate is chosen across n multino-
mial trials. The classic statistical problem of estimating
P1, D2, - - -, Pk based on experimental outcomes is known as
the rank verification problem.

Whereas typical rank verification problems seek to sort
all k candidates in a specific order, our focus is solely on
identifying the top predictor (winner) among all the candi-
date predictors. Assume that the number of wins for each
candidate or the cell frequency of the sample is given by
X = (x1,x2,...,x¢). The cell frequency x is drawn from
a multinomial distribution, multinomial (n; p1, p2, ..., Pk) ,
where 3% x; =n, and 3¥_ | p; = 1. Consider the order
statistics of the cell frequency in descending order, i.e., x(1) >
X2) = ... = Xx). In other words, x(1) = maxj<;<k X(;),X(2)
is the second largest among x;), and so on. Naturally, let X;
be the predictor corresponding to the i-th largest frequency
x(;) and the probability of X(;) being selected is denoted as
D). As our focus is on identifying the statistical signifi-
cance of the top predictor, the related hypothesis is written
aspy > P:-

The studies in [41] and [42] demonstrate the statisti-
cal significance of the winner in sparse scenarios, where
the number of candidates is sufficiently large to allow the
assumption of independence. However, in our study, the
number of candidates is not sufficiently large to guarantee
empirical independence. More relevant methods aligned with
our purpose are available in [24]. In [24], the estimation
process considered only the top two candidates (winner X1
and runner-up X(2)). The estimation process begins with the
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winner X(1) and runner-up X() from the order statistics.
Specifically, if p(1) > 0.5 is accepted under the distribution
assumption of bin(x(y + x(2); 0.5), then X(1) has sufficient
statistical significance to be determined as the true win-
ner. Compared with the multinomial setting [41], [42], this
reduced perspective of the binomial approach allows for
faster computation and stronger verification power [24].

We propose a novel adaptive node-level stabilization
method that improves the statistical significance of the
predictor selection. The node-level stabilization process pro-
posed in [22] uses a preset number of bootstrapping iterations
at each node to determine the predictor. By contrast, our study
proposes running bootstrapping iterations until a statistically
true winner is determined. In addition, whereas the study
in [22] dealt with only numerical predictors, we improved the
procedure to accommodate categorical predictors.

Ill. PROPOSED METHODS
This section proposes a novel adaptive NLS (ANLS) process
and measures the syntactic stability of a decision trees.

A. PROPOSED ANLS PROCESS

Our proposed method involves the NLS process [22] with
varying numbers of bootstraps and rank verifications for
the top winner [24]. The central part of the new process is
related to the aggregation of the bootstrapped trees. Consider
the moment when Steps O through 2 of the original NLS
process are completed, as described in Section II-D. Based
on the rank verification notation, the highest cell frequency
x(1) and second-highest cell frequency x() were obtained.
Under the assumption of the null hypothesis that x() ~
bin (x(1y + x(2); 0.5), a hypothesis test of the following must
be conducted to validate the true winner. Hy : p(;y < 0.5 vs
Hi : pay > 0.5. The Z-statistics for this test is given as
Z = (xy/(xq) + x@)) — 0.5)/ \/0.5(1 —0.5)/(xqy +x@2)) -
To illustrate this, consider a case with 80 bootstrap iterations
performed thus far, where x(;y = 35 and xy = 30 are
obtained. The computed Z-statistics is 0.62, which is insuffi-
cient to reject the null hypothesis Hy : p(1) < 0.5 as it is less
than 1.645 at a confidence level of 90%. Given the current
data, the statistical evidence is insufficient to declare X(i)
the winner. In such cases, we proposed performing additional
bootstrapping iterations.

In summary, the true winner is statistically validated if
Ho(pay =< 0.5) is rejected in favor of Hy (py > 0.5).
If sufficient statistical significance is lacking, additional boot-
strapping iterations is conducted. This adaptive design is
computationally efficient because only the necessary number
of bootstrapping iterations are performed.

In addition, it naturally identifies the number of bootstrap
iterations required to achieve statistical significance. The
required number of iterations indicates the tendency toward
majority voting, which can be extended to reflect the stability
tendency. This extension to stability is justified because a
fewer number of required iterations imply greater consistency
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in the optimal predictors, and thus, higher stability. The fol-
lowing subsection describes the concept of stability.

Pseudocode outlining the proposed method is presented
at the end of this subsection. In the pseudocode, the while
loop in lines 4-10 performs adaptive bootstrapping for node 7.
On line 9, the Z-statistics is calculated to verify whether
the optimal predictor X(q) is the true winner. The loop
iterates until the Z-statistics is greater than Z,. When the
white loop is concluded, the number of bootstrap iterations
required for statistical significance is determined. In line 11,
the term C™(X(1)) denotes the most frequent cutoff value
for the predictor X(j) across the bootstrap iterations. This
section accommodates categorical predictors by assigning
the most frequent observed cutoff values, unlike the study
in [22].

Pseudocode: Adaptive NLS process

0: D;: dataset at node 7; X: predictors; Zy: threshold for confi-
dence level o

Generate a bootstrap sample D;

Find the optimal split for D; j, with the
optimal predictor X; ; and its splitting
cut-off value C(X; p)

8: Collect and sort frequencies of predictors in

the optimal splits, denoted as x 1),%Q) -+ X(k)

(M

1: FOR every node ¢ containing D; DO
2: b = 0// iteration counter

3: 7 = —o0 /] Z-statistics

4: WHILE 7 < Z, DO

5: b=b+1

6:

7:

e

9: Calculate Z-statistic value: z = W
ORI

10: END

11: Determine the stabilized split at node #:

IF X(y) is continuous, THEN the split is
Xay = € (Xay)

ELSE the split is X(1ye C"(X(1))
END
12:  END

B. STABILITY MEASURE
In Section III-A, we propose a novel adaptive NLS process
designed to calculate the precise number of bootstrap itera-
tions required to achieve statistical significance. This required
number of bootstrap iterations offers an assessment of the
syntactic stability at each node. Namely, fewer bootstrap
iterations mean that the decision tree’s branching process
exhibits higher syntactic stability, as the choice of the optimal
predictor remains relatively invariant across multiple boot-
strap iterations. In contrast, a higher number of bootstrap
iterations indicates more frequent variability of optimal pre-
dictors within multiple branches, indicating lower syntactic
stability. Thus, the adaptive NLS process provides an evalua-
tion of the syntactic stability of individual nodes.

Then, it remains to extend the measure from a single node
to encompass the entire decision tree. To address this issue,
we propose a stability measure for the entire decision tree as
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a weighted summation of the required bootstraps (WSRB) as
follows:

WSRB = Z Wl‘Bta
\4

where B; is the number of required bootstraps (RB) for
node ¢ and wy is the weight assigned to the node. The weight
assigned to the node can be setas w;, = 1/§,, where §; denotes
the depth level of node ¢. The rationale behind this weighting
scheme is based on the hierarchical properties of a decision
tree, where its upper nodes (those at lower depth levels) have
more influence than the lower nodes (those at higher depth
levels). In other words, the stability of the upper nodes is more
important than that of the lower nodes. The proposed WSRB
serves as a direct measure of the syntactic stability of the
decision trees. A lower WSRB value implies greater syntactic
stability in the decision tree. This novel metric eliminates the
need for ambiguous tasks such as measuring the similarity
between multiple trees to assess syntactic stability.

C. COMPUTATION COMPLEXITY

The ANLS process involves repeating the branching process
of a decision tree, but, unless in the worst-case scenario, it is
comparable to a single decision tree in terms of computational
complexity. With a sample size of n and m predictors, the
computational complexity of a decision tree is O(mnlog(n)).
The computational complexity of the ANLS process varies
depending on the number of bootstrap samples, B;, required
to determine a stable split in a node. The value of B, depends
on the characteristics and distribution of the data, which are
not necessarily correlated directly with m and n. Thus, unless
B; approaches or exceeds n in the worst-case scenario, the
computational complexity of the ANLS process is similar to
that of a decision tree.

IV. EXPERIMENTAL RESULTS

This section presents an empirical study of the proposed
WSRB measure for assessing the stability of decision trees.
We offer a comparative stability analysis focusing on the
widely used decision tree splitting criteria: the Gini index,
entropy, gain ratio, and chi-square. In addition to the WSRB
measure for stability comparison, we also compare the com-
putational time required to produce a stable tree using the
ANLS process. In addition, we explored how specific struc-
tural characteristics such as node depth and sample size at
each node influence the stability of the decision tree.

A. DATASETS

The experimental dataset was sourced from the UCI machine
learning repository [43], which is a renowned resource com-
monly utilized in machine learning studies. The datasets
included six binary classification problems and four multiple-
classification problems. Table 2 outlines the characteristics
of the ten datasets used, providing details on the sample
size, numerical and categorical predictors, and the number of
classes in the response variables.
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TABLE 2. Datasets from the UCI machine learning repository.

Predictors type
Dataset Sample size . . f# of
Categorical Numerical classes
BC-Wisconsin 699 - 9 2
Car 1,728 6 - 4
Tonosphere 351 - 23 2
Letter 20,000 - 16 2
Pima-Indians-

diabetes 768 ) 8 2
Shuttle 56,794 - 9 7
Sonar 208 - 59 2
Spambase 4,601 - 57 2
Splice-jxn 3,190 60 3
Yeast 1,484 1 8 9

B. EXPERIMENTAL SETTINGS
We employed the following parameter settings throughout the
proposed ANLS process:

« Statistical confidence level o: 90%
o Minimum number of bootstrap iterations: 10
o Minimum sample size of a leaf node: 1%

The statistical confidence level « is set at 90%, corresponding
to a threshold value Z, of 1.645. This threshold serves as
the criterion for statistically determining the most frequently
selected optimal predictor. We set a minimum of 10 boot-
strap iterations to commence the ANLS process, which helps
mitigate potential statistical errors that may arise from a
smaller number of iterations. During the generation of the
decision tree in the ANLS process, the pre-pruning condition
is set such that the minimum sample size in a leaf node is
less than 1% of the training dataset. The ANLS process is
implemented using binary splits in the branching process, the
same as the CART algorithm. Our experiment does not have a
specific maximum number of iterations defined. The winner
will eventually be determined as the number of iterations
increases and more evidence accumulates. However, users
can set a maximum number of iterations based on computa-
tional resource limitations or other practical constraints. The
experiments were conducted in the following environment:

e CPU: Intel Core i7-11700K 3.60GHz
e RAM: 32GB DDR4
e Software version: Python 3.9.13

C. COMPARISON OF STABILITY FOR POPULAR SPLITTING
CRITERIA
This subsection compares the stability of the four split-
ting criteria of popular decision tree algorithms: Gini index
(CART), entropy (ID3), gain ratio (C4.5), and chi-square
(CHAID). For our experiments, we generated trees for ten
datasets by performing a branching process with four split-
ting criteria in the ANLS process. A total of 40 trees
(4 criteria x 10 datasets) were generated, from which the
WSRB values were obtained.

Table 3 presents values of WSRB for each splitting crite-
rion across 10 datasets, alongside the comparative ranking of
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WSRB for each splitting criterion within the same dataset.
Among the four splitting criteria, gain ratio exhibits the low-
est WSRB with the average of 1,156. Out of the 10 datasets,
gain ratio has the lowest WSRB in seven datasets, indicating
that gain ratio is the most stable algorithm among those
considered. The stability order of gain ratio — entropy —
chi-square — Gini index is established based on the aver-
age WSRB.

TABLE 3. WSRB and its ranking in a same dataset for the different
splitting criteria.

Damset O i
BC-Wisconsin 304 4143) 266() 2782
Car 85(1)  164(3)  145(2)  216(4)
Tonosphere 86(1)  673(2) 3454(3) 15938 (4)
Letter 36(1) 6362 1,100@) 961 (3)
Pmé?;’rgins' L021(1)  1722(Q2)  3.624(4) 2560 (3)
Shuttle 20 1853) 299 (4) 55(2)
Sonar 18(1)  7,687(3) 2504(2) 13,620 (4)
Spambase 1418(3)  1240(1) 30344 1400 (2)
Splice-jxn 7642 (4) 4286 (1)  6239(3) 5,09 (2)
Yeast UTA) 312604 659(Q2)  1452(3)
Average LIS6 (1) 2013(2)  2132(3) 4,158 (4)
Avg. Rank 18 24 29 29

# of wins 7 2 1 0

Gain ratio consistently shows the lowest WSRB, indicating
high stability across various datasets. Entropy and chi-square
exhibit similar average WSRBs (2,013 and 2,132, respec-
tively). The Gini index shows the highest WSRB, indicating
lower stability among the splitting criteria.

Figure 2 presents a visual depiction of the results using a
box plot, reaffirming the stability ranking of the considered
algorithms. The gain ratio had the lowest average WSRB
and its variation was also the smallest. Although entropy and
chi-square exhibited similar average WSRBs, entropy had
a significantly lower variation than chi-square. Overall, the

16000 .
14000
12000
10000

8000

6000
_r
4000 it

20000 | I E—

| i ) S— S S

Gain ratio Entropy Chi-square
Splitting criteria

WSRB

Gini index

FIGURE 2. Comparison of WSRB for each splitting criterion. The green
triangular marker represents the average of WSRB for 10 datasets.
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experimental results indicate that the gain ratio is the most
stable criterion among the four popular options evaluated.

D. COMPARISON OF COMPUTATIONAL TIME

In this subsection, we compare the computational times
required to obtain a stable decision tree using the ANLS
process for the four splitting criteria.

TABLE 4. Computational time (hours) and its ranking in a same dataset
for the different splitting criteria.

Daaser IS B O O
BC-Wisconsin 0.28 (1) 101(3)  0552)  1.05(4)
Car 1142) 1001  121(4) 1.18 (3)
Tonosphere 200(1) 406(3) 6514 5112
Letter A1 (1)  3845(4) 3345(Q2) 3738(3)
Pima-Indians- 1007 (1)  1329(4) 1251 (3) 11.48(2)
diabetes
Shuttle 1028(3) 16.14(4)  638(1)  7.42(2)
Sonar 536(1) 1235(3) 1229(2)  15.12(4)
Spambase 11459 (4) 9511 (3) 8829(2) 7813 (1)
Splice-jxn 68.04(3)  6043(2) 71304  52.51(1)
Yeast 213(1)  8145(@)  7.18(2) 11.15(3)
Average 2170 (1) 3232(4)  2397(3) 22.05(2)
Avg. Rank 1.8 3.1 2.6 2.5
# of wins 6 1 1 2

Table 4 presents the computational time for the splitting
criteria across the ten datasets. The gain ratio exhibited the
shortest average computational time compared to the other
three criteria, indicating that the gain ratio can efficiently
produce a stable tree using the ANLS process. Notably, the
gain ratio exhibited the highest computational efficiency in
this computational time comparison and was also the most
stable in the previous WSRB evaluation.

The order from shortest to longest average computational
time was the gain ratio — Gini index — chi-square — entropy.
Among the four splitting criteria, entropy had the longest
average computational time. This result does not match the
fact that the stability performance of entropy is the second-
best, owing to the need for more bootstrapping iterations,
which are often necessary for the upper nodes. Bootstrap-
ping in the upper nodes, which address larger subsets of
the training dataset, inherently requires more computational
time. Consequently, the computation time and stability results
may not always coincide.

E. STRUCTURAL CHARACTERISTICS ASSOCIATED WITH
STABILITY

In subsection IV-C, we examine how the stability of the
decision tree model is considerably affected by the split-
ting criteria. Apart from the splitting criteria, this subsection
explores how the structural characteristics in the branching
process, depth level of the node, and sample size in the node
affect stability. We explore the influence of these two struc-
tural characteristics using required bootstraps (RB, as defined
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in Section III-B), which measures the stability of the branch-
ing process at a node. We observed the RB for 1,220 nodes
across the 40 trees generated in the experiments.

The RB distribution for each node is shown in Figure 3.
In Figure 3, the RB is heavily right-skewed, with a median
much lower than the average value. The average value of RB
was 364, suggesting that an average of 364 bootstrap itera-
tions was required to determine the most frequent predictor
for a single node. The median RB was 23, indicating that 23 or
fewer bootstrap iterations were required for half of the nodes.
Most nodes (75%) have an RB of 76 or less, whereas 25%
have an RB greater than 76. The maximum RB was 47,587,
which is extremely high. In this extreme case, it is difficult
to determine the most frequent predictor because multiple
predictors fiercely compete to become optimal predictors
during the bootstrap iteration.

The results concerning the two structural character-
istics and their relationship with RB are presented in
Figures 4 and 5. A box plot of the RB for each node depth
level is shown in Figure 4. At depths ranging from 2 to 7,
the median RB tends to increase, suggesting that nodes at
higher depth levels tend to be less stable because they have
undergone more branching processes, and thus have a smaller
sample size. Figure 5 shows the relationship between the
sample size and stability of a node. The larger the sample size
of anode, the more stable the selection of an optimal predictor
is. In the four sample size bins —[1, 100), [100, 1000), [1000,
3000), and [3000, co) — both the median and variation of RB
decrease as the sample size increases, implying that stability
tends to improve with larger sample sizes.

The RB results related to the node depth level and sample
size suggest that stability decreases during the branching
process of a decision tree when the sample size for a node
decreases, consistent with the general understanding that a
larger sample size improves the stability of machine learning
algorithms [16]. Analysis of these two structural character-
istics provides empirical evidence supporting the validity of
RB as a measure of stability.

Median Average
=23 =364

10
RB (required bootstraps)

FIGURE 3. Distribution of RB for the whole 1,220 nodes.
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FIGURE 4. Distribution of RB for the nodes at each depth level.
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FIGURE 5. Distribution of RB across different nodes’ sample size bins.

Additionally, the observation that RB decreases with
increasing sample size implies that the ANLS process
achieves scalability comparable to decision trees when
applied to large datasets.

F. SENSITIVITY ANALYSIS

We examine the key parameters of WSRB: confidence
level o and the minimum number of bootstrap iterations.
The sensitivity of WSRB to these parameters is tested on
two datasets, breast cancer-Wisconsin and car. The splitting
criteria used is entropy, and the maximum tree depth is set
to 5.

Figure 6 presents WSRB in relation to the confidence level
on a log scale. For both datasets, as the confidence level
increases beyond 90%, WSRB shows a sharp increase. This
indicates that WSRB is highly sensitive when the confidence
level exceeds 90%.

Figure 7 presents the sensitivity to the minimum number of
bootstrap iterations. For both datasets, there is a clear trend
of increasing WSRB as the minimum bootstrap iterations
increase. Due to the randomness inherent in the bootstrap pro-
cess and the instability of decision tress, there is an outlier for
the breast cancer dataset at 40 minimum bootstrap iterations,
where WSRB spikes.
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FIGURE 6. WSRB sensitivity to confidence level for two datasets. WSRB is
displayed on a log scale.
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FIGURE 7. WSRB sensitivity to the minimum number of bootstrap
iterations for two datasets.

TABLE 5. Rule sets generated by CART and ANLS process, considering the
update scenario.

70% dataset 100% dataset
CART CART-70 CART-100
ANLS ANLS-70 ANLS-100

The confidence level and the minimum number of boot-
strap iterations both significantly impact WSRB. As the
confidence level increases, WSRB also increases. Simi-
larly, WSRB rises with higher minimum bootstrap iterations.
Regarding statistical significance and computational com-
plexity, these parameters can be adjusted. Generally, the
confidence level is set above 90%, but it can be lowered to
reduce the computational burden.

V. CASE STUDY

In Section IV, we measure and compare the stability of pop-
ular decision tree splitting criteria with our proposed stability
measure. This section presents a case study that demonstrates
the practical usefulness of the proposed ANLS process.

From an interpretability perspective, the practical useful-
ness of a model encompasses various aspects including the
algorithm’s reliability, transparency, causality, transferability,
and fairness [2], [44]. Among these, reliability is directly
associated with the stability of the decision tree [2]. A deci-
sion tree is reliable when the suggested rules do not change
significantly when the input data are updated.

We analyzed how the rules indicated by the decision tree
change in response to data updates. We compared the rules
generated by CART with those generated by the ANLS
process when the data were updated. For this analysis,
we examined an update scenario with two distinct data
stages: current data, represented by a random 70% sample
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TABLE 6. The rules generated by CART and ANLS process for the update scenario. CART-70 and CART-100 differ significantly in their root node conditions,
shifting from UCSz to UCSh, while ANLS-70 and ANLS-100 consistently select UCSz.

Generated rule

CART-70 (The rules generated by CART for the random 70% sample of dataset)
IF UCSz <= 2.5 AND BN <= 3.5 AND SECS <= 2.5 THEN y = 0
IF UCSz <= 2.5 AND BN <= 3.5 AND SECS > 2.5 THEN y = 0

IF UCSz <= 2.5 AND BN > 3.5 THEN y = 0

IF UCSz > 2.5 AND UCSz <= 4.5 AND BN <= 2.5 THEN y = 0

IF UCSz > 2.5 AND UCSz <= 4.5 AND BN > 2.5 AND CT <= 6.5 THEN y =1
IF UCSz > 2.5 AND UCSz <= 4.5 AND BN > 2.5 AND CT > 6.5 THEN y = 1
IF UCSz > 2.5 AND UCSz > 4.5 AND BC <= 4.5 AND M <= 1.5 THEN y = 1
IF UCSz > 2.5 AND UCSz > 4.5 AND BC <= 4.5 AND M > 1.5 THEN y =1
IF UCSz > 2.5 AND UCSz > 4.5 AND BC > 4.5 THEN y =1

CART-100 (The rules generated by CART for the 100% sample of dataset)
IF UCSh <= 2.5 AND BN <= 1.5 THEN y = 0

IF UCSh <= 2.5 AND BN > 1.5 AND BC <= 2.5 THEN y = 0

IF UCSh <= 2.5 AND BN > 1.5 AND BC > 2.5 THEN y = 0

IF UCSh > 2.5 AND BN <= 2.5 AND UCSz <= 3.5 THEN y = 0

IF UCSh > 2.5 AND BN <= 2.5 AND UCSz > 3.5 THEN y =1

IF UCSh > 2.5 AND BN > 2.5 AND MA <= 5.5 AND CT <= 6.5 AND BC <= 4.5 THEN y = 1
IF UCSh > 2.5 AND BN > 2.5 AND MA <= 5.5 AND CT <= 6.5 AND BC > 4.5 THEN y = 1
IF UCSh > 2.5 AND BN > 2.5 AND MA <= 5.5 AND CT > 6.5 AND NN <= 6.5 THEN y = 1
IF UCSh > 2.5 AND BN > 2.5 AND MA <= 5.5 AND CT > 6.5 AND NN > 6.5 THEN y = 1
IF UCSh > 2.5 AND BN > 2.5 AND MA > 5.5 THEN y = 1

ANLS-70 (The rules generated by ANLS for the random 70% sample of dataset)

IF UCSz > 2.2 AND UCSz > 3.8 AND UCSz > 4.0 AND MA > 2.0 THEN y = 1
IF UCSz > 2.2 AND UCSz > 3.8 AND UCSz > 4.0 AND MA <= 2.0 THEN y =1
IF UCSz > 2.2 AND UCSz > 3.8 AND UCSz <= 4.0 THEN y =1

IF UCSz > 2.2 AND UCSz <= 3.8 AND BN > 2.1 THEN y = 1

IF UCSz > 2.2 AND UCSz <= 3.8 AND BN <= 2.1 THEN y = 0

IF UCSz <= 2.2 AND BN > 2.4 THEN y = 0

2
IF UCSz <= 2.2 AND BN <= 2.4 AND SECS > 2.0 THEN y = 0
IF UCSz <= 2.2 AND BN <= 2.4 AND SECS <= 2.0 THEN y = 0

ANLS-100 (7he rules generated by ANLS for the 100% sample of dataset)
IF UCSz > 2.3 AND UCSz > 3.8 AND UCSz > 4.0 AND BC > 3.8 AND NN > 2.0 THEN y =1

IF UCSz > 2.3 AND UCSz > 3.8 AND UCSz > 4.0 AND BC > 3.8 AND NN <= 2.0 THEN y =1
IF UCSz > 2.3 AND UCSz > 3.8 AND UCSz > 4.0 AND BC <= 3.8 THEN y = 1

IF UCSz > 2.3 AND UCSz > 3.8 AND UCSz <= 4.0 THEN y =1

IF UCSz > 2.3 AND UCSz <= 3.8 AND BN > 2.2 THEN y =1

IF UCSz > 2.3 AND UCSz <= 3.8 AND BN <= 2.2 THEN y = 0

IF UCSz <= AND BN > 2.6 THEN y = 0

2.3
IF UCSz <= 2.3 AND BN <= 2.6 AND SECS > 2.0 THEN y = 0
IF UCSz <= 2.3 AND BN <= 2.6 AND SECS <= 2.0 THEN y = 0

of the dataset, and updated data, encompassing 100% of wherein splitting was stopped when the number of samples

the dataset. Each data stage was trained using two decision- in a node fell below 3% of the total number of samples.

tree algorithms: CART and ANLS. Therefore, we had four Between CART-70 and CART-100, a notable difference in
rule sets: CART-70, CART-100, ANLS-70, and ANLS-100, root node conditions was observed: UCSz was selected in
as presented in Table 5. CART-70, whereas UCSh was selected in CART-100, indicat-

The real-world data used for the analysis was the breast ing a fundamental divergence in their initial split condition.
cancer-Wisconsin (BC-Wisconsin) dataset from the UCI However, ANLS-70 and ANLS-100 consistently selected

repository [43]. This dataset includes nine predictors along UCSz as the root node condition. The first five rules from
with class labels for cancer and normal tissues. These nine ANLS-70 and the first six rules from ANLS-100 had match-
predictors were bland chromatin (BC), bare nuclei (BN), ing predictors up to the third condition. The remaining rules,
clump thickness (CT), marginal adhesion (MA), mitoses (M), three from ANLS-70 and four from ANLS-100, consisted
normal nucleoli (NN), single epithelial cell size (SECS), uni- entirely of identical predictors. The root node’s cutoff value

formity of cell shape (UCSh), and uniformity of cell size also showed only a 5% difference: 2.2 in ANLS-70 and 2.3 in
(UCSz). This dataset is widely used in comparative studies of ANLS-100.

classification algorithms [45], as well as in research focusing For a more detailed quantitative comparison, we employed
on the medical domain [46], [47]. a set-based representation to analyze the rule sets (CART-

Table 6 presents the four rule sets listed in Table 5. To sim- 70 vs. CART-100) and (ANLS-70 vs. ANLS-100). The
plify the analysis, a pre-pruning technique was employed, set-based representation of a rule set consists of pairs of
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TABLE 7. Condition order and predictor of rule sets generated by CART
and ANLS process.

Order of Predictor
condition 70% dataset 100% dataset
1 UCSz UCSh
2 BN, UCSz BN
CART 3 BC, BN, SECS BC,MA, UCSz
4 CT,M CT
5 - BC, NN
1 UCSz UCSz
2 BN, UCSz BN, UCSz
ANLS 3 BN, SECS, UCSz BN, SECS, UCSz
4 MA BC
5 - NN

condition orders and their corresponding predictors. The
order of conditions and corresponding predictors within each
rule for the four rule sets are presented in Table 7. This
set-based representation summarizes the list-based represen-
tations in Table 6.

To evaluate how consistently CART and ANLS maintain
their rules when the dataset is updated, we calculated the
match rate as the intersection over the union of elements in
the set-based representations of the two rule sets. For CART-
70 and CART-100, only three elements were shared: {(2, BN),
(3, BC), and (4, CT)}, accounting for 23% (=3/13) of the
total. By contrast, the sets ANLS-70 and ANLS-100 share six
elements: {(1,UCSz), (2, BN), (2,UCSz), (3, BN), (3, SECS),
and (3, UCSz)}, accounting for 67% (=6/9) of the total,
indicating that the match rate for ANLS is nearly three times
higher at 67% compared to 23% for CART. These differences
highlight a significant change in the CART rules when the
data were updated from 70% to 100%, whereas the ANLS
process exhibited a significantly smaller change in its rules.

The remarkable stability of the ANLS process, even with
data updates of 30%, indicates that it reliably extracts knowl-
edge from real-world problems. This stability makes the
ANLS process useful for applications in which data updates
are common.

VI. CONCLUSION

Decision trees are known for their interpretability, but their
instability limits their reliability. Evaluating syntactic stabil-
ity is crucial for improving decision trees, but the natural
ambiguity in comparing pairwise tree similarity has hindered
the development of a general stability measure [40].

We propose a novel stability measure, WSRB, derived
from our proposed ANLS process, which uses rank verifi-
cation [24] to determine the most frequent predictor at each
node during bootstrapping. The WSRB measure evaluates
the syntactic stability of decision trees without relying on
pairwise tree similarity.

Our empirical study compares the stability of four widely
used splitting criteria and reveals that the gain ratio exhibits
the highest stability across ten datasets. The case study using
the breast cancer-Wisconsin dataset demonstrates that the tree
generated by the ANLS process produces more stable rules
compared to the one by the CART, significantly improving
reliability.

VOLUME 12, 2024

The proposed stability measure and ANLS process con-
tribute to the development of more reliable decision trees and
can be used for stability assessments in various data analysis
processes involving decision trees.

This study suggests four primary directions for future
research. First, our comparison of the stability of splitting
criteria lays the groundwork for theoretical studies focusing
on the stability of various decision tree splitting criteria. For
example, the gain ratio is the addition of a normalization
term to the information gain of entropy, and the relationship
between this difference and stability can be studied further.
Second, future research is needed to develop frameworks
for quantitative comparison of different stability measures,
particularly because the absence of ground truth on decision
tree stability makes it difficult to compare these measures
fairly. Third, the proposed stability measure can be extended
to evaluate the stability of rule-induction algorithms [48],
[49] that employ a separate-and-conquer strategy akin to
the decision-tree induction strategy. Finally, the ANLS pro-
cess in this study can be included to represents the decision
trees discussed in [50]. Methods for extracting representative
decision trees or rules from tree ensemble algorithms have
been proposed [40], [50], [51]. Considering the ability of the
ANLS process to generate a single interpretable tree from
diverse branching possibilities, future research could explore
the application of this method to discover representative deci-
sion trees from tree ensemble algorithms.
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