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ABSTRACT The system parameter variations will degrade the system performances, and they can not be
estimated in time. This paper proposes a robust sliding mode control for time-varying systems with adaptive
prescribed performance. Firstly, an adaptive prescribed performance function (PPF) is defined to overcome
the singular problem that may occur in traditional PPFs. Based on the proposed PPF, the robust sliding mode
control is proposed for systems with time-varying parameters. Instead of parameter estimation, their upper
or lower bounds are used to design the controller. The system stability is analyzed by the Lyapunov function.
Finally, the effectiveness of the proposed method is validated by simulations and experiments on a Peltier
cooling system.

INDEX TERMS Prescribed performance function, sliding mode, time-varying systems.

I. INTRODUCTION
Many traditional controllers have been investigated for time-
varying systems, such as PID [1], Neural Network [2].
For these conventional control methods, tracking error can
converge to an unknown set or the maximum overshoot
is unknown [3]. Prescribed performance control (PPC) is
first introduced by Bechlioulis to ensure the tracking error
has known bounds [4]. By defining prescribed performance
functions (PPF), the tracking error will be restricted within
pre-defined upper and lower bounds. Given a PPF, the
maximum overshoot is less than the desired value, and the
convergence rate is faster than the PPF.

The PPC has been applied to many control plants, such
as quadrotors [5], dual-inertia driving systems [6] and
synchronous traction systems [7]. The formulation of the PPF
is important to the PPC. Most of the researchers use certain
PPFs during the whole control process [8], [9], [10], [11],
[12]. The drawback of this kind of PPF is that there will be a
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singular problem when the tracking error exceeds the desired
bounds defined by PPFs. This problem will happen when
the actual systems suffer uncertainty and disturbance [13].
What’s more, the tracking error may exceed the PPFwhen the
computed system input is outside the actuator’s output range.
In [13], the PPF changes once when the singular problem
happens.

After defining a performance function, the transformed
tracking error is without any constraints and the traditional
controller can be applied. Neural networks are used to study
the uncertain control plants in [14] and [15]. Fuzzy control is
applied on nontriangular structure nonlinear systems in [16]
and [17]. Adaptive control is used to tackle unknown input
dynamics [18]. Some researchers also investigate sliding
mode with PPFs to reduce the communication pressure of the
central controller [19] or make the system converge rapidly
in a finite time [20]. For nonlinear systems, [21] introduces
a dynamic linearization technique for discrete-time nonlinear
systems. Time-varying system parameters influence system
stability and tracking performance. In [22], this kind of uncer-
tainty is compensated for a free-flying space manipulator.
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FIGURE 1. The configuration of the thermostat.

The estimated values of time-varying parameters are used to
design the controller in [23] and [24].

In this paper, a robust sliding mode control with adaptive
prescribed performance is proposed for time-varying sys-
tems. In order to avoid the singular problem in classical PPFs,
an adaptive PPF changing with tracking error is developed,
which is always larger than the tracking error. Based on the
modified PPF, a new slidingmode surface is defined to design
the controller. For time-varying systems, their parameters can
not be estimated precisely in time when systems are suffering
disturbance. A slide mode controller based on the sliding
mode surface is developed without parameter estimation. The
bounds of system parameters are used to design the controller.
The main contributions of this paper are highlighted below.
(1) The proposal of an adaptive PPF. For traditional PPFs,

the tracking error may exceed the pre-defined perfor-
mance when systems suffer uncertainty and disturbance.
This may cause a singular problem. In order to solve this
problem, an adaptive PPF is defined, which can ensure
that the tracking error is always within the bounds of the
adaptive PPF.

(2) The proposal of a robust sliding mode control for a
class of systems with time-varying parameters based on
the proposed PPF. A new sliding mode surface based
on the modified PPF is defined. Given the upper or
lower bounds of system parameters, a sliding mode
controller is proposed to ensure the system performance
satisfies the predefined performance without parameter
estimation.

The remainder part of this paper is organised as follows.
Section II provides the time-varying model of the Peltier
cooling system. In Section III, an adaptive PPF is presented.
The robust sliding mode control based on the proposed
adaptive PPF is shown in Section IV. The simulation and
experimental results are given in Section V. The conclusions
are provided in Section VI.

II. PELTIER COOLING SYSTEM
The proposed method will be applied to a Peltier cooling
system which is shown in Figure 1. The Peltier is used to cool
a thermostat where liquid flows in from the left side and out at

TABLE 1. Parameters of the cooling system.

TABLE 2. Parameters of the peltier.

FIGURE 2. The peltier device.

a certain temperature. The sizes of the Peltier and thermostat
are shown in Table 1.

The Peltier device is shown in Figure 2, which is controlled
by voltage pulse width modulation (PWM). The endothermic
side is used to cool the thermostat, and the heat radiates by
copper pipe and fans from the other side. Its model consists
of three parts: the Peltier effect, thermal conduction from
the endothermic side to the radiation side, and the Joule
heat by the current. As given in our previous work [25], the
endothermic heat Qp is given by

Qp = (SpT1Ic −
1
2
RpI2c + Kk1Ic)u+ K (k2e−k3t − k4e−k5t )

(1)

where the meaning of the variables in the above equation is
shown in Table 2.
The Peltier device is at the bottom, and the heat of the

thermostat is conducted from top to bottom. Besides liquid,
there is also some air in the thermostat. The thermostat model
consists of heat conduction, convective heat, and released
heat of temperature decreases from thermostat, liquid and air.
According to our previous work [25], this model is given by

(maca − mlcl − Vacv)
∂(T0 − T (t))

∂t

= −λ(T0 − T (t))d6(
d2

d1 − d4 + 2d3
+

d1
d3 + 2d2

)

− α(T0 − T (t))d4(d2 − d5) + Qp (2)
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TABLE 3. Parameters of the thermostat.

The variable in the the above equation is explained in Table 3.

Define y(t) = T0 − T (t), and Equation (2) becomes

a′

0
∂y(t)
∂t

+ a′

1y(t)

= (SpT1Ic −
1
2
RpI2c + Kk1Ic)u+ K (k2e−k3t − k4e−k5t )

(3)

where

a′

0 = maca − mlcl − Vacv (4)

a′

1 = λd6(
d2

d1 − d4 + 2d3
+

d1
d3 + 2d2

) + αd4(d2 − d5) (5)

The liquid mass ma and air volume Va in the thermostat are
time-varying. Heat radiation can be easily influenced by the
surrounding environment. As a result, the system parameters
are not constants. Define one time-varying variable β which
satisfies

βu = K (k2e−k3t − k4e−k5t ) (6)

The thermostat model becomes

ẏ(t) + a1y(t) = b1 u, (7)

where

a1 = a′

1/a
′

0 (8)

b1 = (SpT1Ic −
1
2
RpI2c + Kk1Ic + β)/a′

0 (9)

The two parameters a1 and b1 satisfy the following bounded
condition:

|a1| < a and 0 < b < b1 (10)

The range of control input u is [0% − 100%].

III. ADAPTIVE PRESCRIBED PERFORMANCE FUNCTION
Assuming the reference input is yd , the tracking error is
defined as

e(t) = yd − y (11)

According to the PPC theory, the tracking error e(t) is always
within a specified bound defined by a prescribed performance
function. A typical prescribed performance function em(t) is
shown in Figure 3 where em,0 defines the maximum bound
of overshoot and em,∞ defines the maximum boundary of the

FIGURE 3. A prescribed performance function.

FIGURE 4. A transformation function.

tracking error at the steady-state. The PPC is to ensure the
tracking error is always within the bound:

−em(t) < e(t) < em(t) (12)

Normally, the PPF is given by

em(t) = (em,0 − em,∞)exp(−kt) + em,∞ (13)

where k > 0 defines desired convergence rate of the tracking
error and

0 < em,∞ < em,0

lim
t→0

em(t) = em,0

lim
t→∞

em(t) = em,∞

Considering that it is difficult to directly design the
controller under constraint (12), a smooth, strictly increasing
function τ (ε) is introduced:

e = emτ (ε) (14)

where ε is the transformed error. The transformation function
τ (ε) is strict increasing increase and satisfies:

−1 < τ (ε) < 1, ∀ε

lim
ε→−∞

τ (ε) = −1,

lim
ε→+∞

τ (ε) = 1,

τ (ε) = 0. if ε = 0

(15)
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The transform function τ (ε)is selected as:

τ (ε) =
eε

− e−ε

eε + e−ε
(16)

It is shown as Figure 4. The transformed error ε is given by

ε = τ−1(
e
em

) =
1
2
ln(1 +

e
em

) −
1
2
ln(1 −

e
em

) (17)

When e(t) is close to em(t), the transformed error ε(t) is close
to ∞. When there is no disturbance in the actual systems,
it can always be ensured that |e(t)| < em(t). However, the
disturbance in the actual systems are unavoidable. Especially
in steady state, the system tracking error e(t) may exceed the
error bounds (−em(t), em(t)) when the actual system suffers
disturbance. This will cause a singular problem. To avoid
this problem, an adaptive prescribed performance function is
proposed:

em(t) = |e(t)|exp(−k(t − ti)) + em,∞for t ∈ [ti, ti+1) (18)

where

lim
t→ti

em(t) = |e(t)| + em,∞ (19)

Even though |e(t)| > em(t) during time interval [ti, ti+1),
the prescribed performance function will adapt quickly
afterwords.

IV. SLIDING MODE CONTROL
The control task is to design a controller u(t) so that the
system output y(t) can closely follow a reference signal yd (t).
To design the sliding mode controller, a sliding variable s is
defined as

s = ε (20)

The derivative of the transformed error is computed as:

ε̇ =
∂τ−1

∂ e
em

(∂
e
em

) (21)

=
∂τ−1

∂ e
em

ėem − eėm
e2m

(22)

=
∂τ−1

∂ e
em

1
em

(ė−
ėm
em
e) (23)

=
∂τ−1

∂ e
em

1
em

(ė+
(k|e| − ˙|e|)exp(−k(t − ti))

em
e) (24)

= v(ė+ we) (25)

where

w =
(k|e| − ˙|e|)exp(−k(t − ti))

em
(26)

v =
∂τ−1

∂ e
em

1
em

(27)

The derivative is computed as

ṡ = ε̇

= v(ė+ we)

= v(ẏd (t) + a1y− b1u+ we)

= v(ẏd (t) + a1y+ we− b1u) (28)

Assume the maximum of ẏd is always not larger than a
positive variable ẏd , the controller is designed as follows:

u = u1 + u2 + u3 (29)

where

u1 = sgn(s) ×
ẏd
b

(30)

u2 = a× sgn(s) ×
| y |

b
(31)

u3 = w̄× sgn(s) ×
|e|
b

(32)

w̄ =
(k|e(t)| + | ˙|e||)exp(−k(t − ti))

em
(33)

sgn(s) =


1 s > 0
0 s = 0
−1 s < 0

(34)

Here, | ˙|e|| denotes the abstract of ˙|e| and w̄ > w.
Theorem 1: Consider the time-varying system (7) with

the control law (29) and adaptive prescribed performance
function (18), the closed-loop control system is stable, and
the tracking error e will converge to 0.

Proof: Designing the Lyapunov function as

V = s2 (35)

Take its time derivative and obtain

V̇ = sṡ

= s(v(ẏd (t) + a1y+ we− b1u3))

= v((sẏd (t) − sb1u1) + (sa1y− sb1u2) + (swe− sb1u3))

The first term satisfies

sẏd (t) − sb1u1 = sẏd (t) − sb1sgn(s) ×
ẏd
b

= sẏd (t) − |s|
b1
b
ẏd

≤ q|s|ẏd − |s|
b1
b
ẏd

= (1 −
b1
b
)|s|ẏd ≦ 0

The second term satisfies

sa1y− sb1u2 = sa1y− sb1a× sgn(s) ×
| y |

b

= sa1y− |s|a
b1
b

|y|

≤ qa|s||y| − a|s|
b1
b

|y|

= (1 −
b1
b
)a|s||y| ≦ 0
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FIGURE 5. Block diagram of the experimental system.

The third term satisfies

swe− sb1u3 = swe− sb1w̄× sgn(s) ×
|e|
b

= swe− |s|w̄
b1
b

|e|

≤ qw̄|s||e| − w̄|s|
b1
b

|e|

= (1 −
b1
b
)w̄|s||e| ≦ 0

The variable v can be calculated as

v =
∂τ−1

∂ e
em

1
em

(36)

= (
1
2

1
1 +

e
em

−
1
2

−1
1 −

e
em

)
1
em

(37)

=
1
2
(

1
1 +

e
em

+
1

1 −
e
em

)
1
em

(38)

=
1

1 − ( eem )
2

1
em

(39)

Because of the proposed adaptive prescribed performance
function, the condition −1 < e

em
< 1 can always be ensured.

What’smore, em is always positive and v is a positive variable.
It means that V̇ ≦ 0. As a result, ε will converge to 0 and
the system is stable. Based on the transformed function, the
tracking error e will converge to 0.

V. SIMULATION AND EXPERIMENTAL RESULTS
A. EXPERIMENTAL SETUP
In the experiment, A LM35 temperature sensor is used and its
voltage output is amplified by a signal conditioning board.
A Dspace is used to collect temperature data and produce
PWM. The PWM amplitude is converted from 5 V to 12 V by
the signal conditioning board. A computer is used to program
the Dspace and collect experimental data. The block diagram
of the experimental system is shown in Figure 5.

B. SYSTEM PARAMETERS
The system outputs with different PWM duties are shown in
Figure 6. Because of the low precision temperature sensor,
the system output in the steady period with a constant input
varies in 0.1 ◦C. When the PWM duty is more than 50, the
temperature will be below 0 and the temperature sensor can
not detect it. Because of this limitation, the response with
higher PWM duty is not given here. The time constant and
system gain for each system response are shown in Table 4.

FIGURE 6. The system outputs with different PWM duties.

TABLE 4. Time constants and system gains for different system
responses.

Based on these data, the range of a1 is about 1/90-1/40 and the
range of b1 is about 0.004-0.005. In the following simulations
and experiments, the parameters a and b are set to 0.025 and
0.005, respectively.

C. SIMULATION RESULTS
In this section, we provide some simulation examples to
verify the efficiency of the proposed controller. The sampling
time interval is 0.1 s. Based on the above ranges of two
parameters a1 and b1, the system parameters are set to

a1 =
1

65 + 25sin(t)
(40)

b1 = 0.005 + 0.0005sin(t) (41)

as shown in Figure 7. The parameters k and em,∞ are set to
1 and 0.03, respectively. The reference input is set to 10 and
its maximum derivative ẏd is 0, and the system output and
control input are shown as Figures 8. The system output
becomes steady at 25 s. During the steady period, there is
chatting and the maximum tracking error is about 0.02 ◦C.
To test the proposed controller, an external disturbance with
a value of -3 ◦C is added to the system output. The system
entries the steady state in 9 s. The control input is shown
in Figure 9. At the beginning, the control output is set to
its upper bound for 23 s. If the Peltier has a more powerful
cooling ability, the system can reach the steady state more
quickly. During the steady period, the control output chatters.
When the external disturbance appears, the controller adjusts
quickly and the Peltier reaches its best cooling ability.

89050 VOLUME 12, 2024
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FIGURE 7. The variation of the system parameters.

FIGURE 8. System output and reference input.

FIGURE 9. System input.

Figure 10 shows the tracking error and the proposed PPF,
and there is also a traditional PPF whose formulation is
(5−0.03)exp(−t)+0.03. The tracking error is always within
the bounds of the proposed PPF. In the tracking stage, the
system outputs 100% for a long time, and the error exceeds

FIGURE 10. Tracking error and PPF.

FIGURE 11. System output when the reference input changes.

the bound of the traditional PPF because of the cooling ability.
Due to the external disturbance, the tracking error is outside
of the restriction of the traditional PPF during steady periods.

In order to test the tracking ability, the reference input yd
changes as:

yd =

 10, 0 s < t < 100 s

10 + 3sin(
t − 100

30
), 100 s < t

(42)

Its maximum derivative ẏd is 1/10. The system parameters
also vary as Figure 7. The system output and input are shown
in Figure 11 and Figure 12, respectively. At the first period of
the reference input, the system output is the same as shown in
Figure 8. After that, the controller starts to track the sinusoidal
reference input and the maximum tracking error is 0.04 ◦C.
The corresponding adaptive PPF and tracking error are

shown in Figure 13. Even though the reference input is
time-varying and there is an external disturbance, the error is
never larger than the proposed PPF and the singular problem
does not happen. It is also shown that the maximum tracking
is about 0.04 ◦C for the sinusoidal reference input.
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FIGURE 12. System input when the reference input changes.

FIGURE 13. Tracking error when the reference input changes.

The proposed method is also compared with the widely
used PID controller. The system parameters vary as Figure 7.
The PID controller is described by

upid = KPe(t) + KI

∫
e(t) + KDė(t) (43)

where KP = 500, KI = 0.47 and KD = 0.1. The
reference input changes as Equation (42). The system output
is shown as Figure 14. The system becomes steady in 25 s.
Because of time-varying system parameters, the steady error
also changes with time and the maximum steady error is
about 0.06 ◦C. When there is an external disturbance, the
system enters the steady state again in 10 s. Compared with
Figure 12, the tracking performance with sinusoidal reference
input becomes worse. The detail is shown in Figure 15,
and the maximum error of tracking sinusoidal input is about
0.13 ◦C.

D. EXPERIMENTAL RESULTS
Given the same parameter setup as the simulation, the
experimental result of the proposed method is shown in
Figure 17. The system output becomes steady at 25 s. The

FIGURE 14. System output with PID controller.

FIGURE 15. Tracking error of the PID controller.

FIGURE 16. System input with PID controller.

maximum error during the steady and sinusoidal periods is
0.3 ◦C. The experimental result of the PID controller is shown
in Figure 18. The system output becomes steady at 45 s and
the maximum error during the steady and sinusoidal periods
is 0.43 ◦C.
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FIGURE 17. Experimental result of the proposed controller.

FIGURE 18. Experimental result of the PID controller.

E. DISCUSSION
From the simulation results, we know that the proposed
PPF can avoid the singular problem that may happen when
an external disturbance is added. Compared with the PID
controller, the proposed method has smaller steady and
tracking errors. Because of the low precision sensor in the
experiments, Both the two methods have bigger errors in
experimental results. The proposed method has the same
setting time in the simulation and experiments. Meanwhile,
the setting time of the PID controller becomes long in the
experiments.

Because of the usage of the sign function sgn(s), there is
chattering in the proposed method. The chattering can be
avoided by using the function sgn(s) is replaced by a slop
function in control law:

sat(s) =

{
s/ℓ |s| < ℓ

sgn(s) else
(44)

where ℓ is a constant. However, the steady error becomes
larger when ℓ decreases as shown in Figure 19.

FIGURE 19. Simulation results of the proposed method with different ℓ.

VI. CONCLUSION
In this paper, a robust sliding mode control for time-varying
systems with adaptive prescribed performance is proposed.
The model of the Peltier cooling system is given with
unknown parameters. An adaptive PPF associated with
tracking error is proposed to tackle the singular problem. The
sliding surface is designed based on the transformed error.
Given the upper or lower bounds of system parameters, the
robust sliding mode control is designed without parameter
estimation. The simulation results show that the maximum
steady-state error is 0.02 ◦C. The maximum tracking error for
time-varying reference input is 0.04◦C. In the experimental
results, the maximum steady-state error and tracking error for
the sinusoidal reference are 0.3 ◦C. Compared with the PID
controller, the proposed method has a robust performance
in experiments. The simulation and experimental results
confirm the effectiveness of the proposed method. In the
future, we intend to study how to overcome the chattering
problem without decreasing system performance. After that,
we will control the plant by a remote computer through the
network and design a new sliding mode controller for the
networked system.
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