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ABSTRACT Selecting appropriate reading materials for L2 (second language/foreign language) learners is
crucial for improving their proficiency in the target language. However, the limitation of effective Chinese
text readability classifiers poses a significant hurdle for students and educators in accurately gauging the
precise difficulty level of texts in international Chinese education. This research conducted the readability
grading of Chinese as a Second Language (CSL) texts by developing a BERT-Based CSL Readability
Classifier (BCRC), which utilizes the BERT architecture specifically trained on CSL texts and incorporates
multidimensional linguistic features including lexical richness, syntactic complexity and syntax patterns.
The model was evaluated using a dataset of CSL texts, and the results indicate that the BCRC model
performs effectively in predicting the readability levels of CSL texts. It achieves high mean accuracy of
92.9% across different readability levels, which outperforms baseline classifiers in terms of classification
performance, highlighting the enhancement capabilities of multidimensional linguistic features in CSL
readability classification models. This study contributes to the field of CSL education by providing a robust
readability classifier as a valuable tool for educators, curriculum designers, and developers of CSL learning
materials to ensure appropriate text selection based on learners’ proficiency levels.

INDEX TERMS Readability grading, multidimensional linguistics features, Chinese as a second language,
BERT, BCRC.

I. INTRODUCTION
The increasing recognition and significance attributed to
Chinese as a second language (CSL) learning necessitates the
implementation of effective pedagogical approaches. Among
these approaches, reading emerges as a prominent and essen-
tial tool for facilitating second language acquisition and
fostering knowledge expansion [1], [2], [3]. According to
language learning theories, language acquisition occurs when
individuals are exposed to target language materials at a
slightly higher difficulty level (i + 1) [4], [5]. Consequently,
the need for categorizing reading materials into different lev-
els, known as readability grading, becomes crucial to enable
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readers to accurately select materials that match their profi-
ciency level. This is equally critical for language teachers who
aim to provide learners with readingmaterials that correspond
to their level of difficulty [6]. Therefore, readability grading
plays a vital role in the field of international Chinese language
education and second language acquisition. By providing a
systematic approach to assess the difficulty level of texts,
readability grading facilitates the precise selection of reading
materials for learners, ensuring that learners engagewith texts
that appropriately challenge them, leading to more effective
language acquisition [7], [8], [9].
Currently, there is a wide range of reading materials

available for international Chinese language education [10].
However, the limitation of specialized readability grading
tools designed specifically for CSL texts has significantly
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limited their effectiveness. Although significant progress has
been made in text readability research in fields such as
English as a foreign language (EFL), English as a second
language (ESL) Russian, and Arabic, the methods developed
for these languages are not directly applicable to Chinese due
to numerous linguistic differences, such as word frequency
and syntax patterns [11], [12], [13], [14], [15], [16], [17].
Moreover, existing readability gradingmethods, formulations
and tools in the field of Chinese language education primarily
cater to native Chinese speakers, disregarding the distinctive
grammar and learning requirements of CSL learners [18],
[19]. Consequently, the current readability grading methods
are not suitable for assessing the readability of CSL texts.
Nonetheless, the insights gained from readability research
conducted in these domains provide invaluable guidance,
e.g., the emphasis on multidimensional language features and
incorporation of machine learning models into readability
grading, making it feasible to develop a readability grading
system for CSL texts [20], [21].
The aim of the present study is to develop a readability

grading system for CSL reading texts based on multidi-
mensional language features. By considering the unique
linguistic characteristics of CSL texts and drawing upon
existing research in the field of readability assessment, this
system intends to provide accurate and reliable assessments
of CSL text readability. The development of such a system
will benefit both language learners and teachers by enabling
the selection of appropriate reading materials aligned with
learners’ proficiency levels, thereby enhancing the efficacy
of CSL learning.

II. LITERATURE REVIEW
A. TEXT READABILITY GRADING
Text readability grading, also known as readability level-
ing or difficulty assessment, is a fundamental aspect in
various fields, including education, language learning, and
content creation [18], [22]. Evaluating the difficulty level of
texts allows educators, publishers, and researchers to tailor
materials to the needs and abilities of readers, ensuring
effective comprehension and engagement. Over the years, the
methods employed for text difficulty grading have evolved
significantly, transitioning from manual assessments to the
development of readability formulas, and more recently,
the emergence of machine learning-based readability
classification.

Initially, text readability grading relied on human experts
who assessed the difficulty of texts based on their subjective
judgment and experience [6]. While this approach provided
some insights into text readability, it lacked objectivity and
scalability. To address these limitations, researchers intro-
duced readability formulas, which aimed to quantify text
difficulty using mathematical models. These formulas con-
sidered various linguistic and structural features of texts,
such as word length, sentence length, and syllable count.
The Flesch-Kincaid Grade Level [23], Degrees of Reading

Power [24], and Lexile scores [25] are prominent examples of
readability formulas that became widely used in the assess-
ment of text difficulty. Despite the advancements brought
by readability formulas, readability formulas had their lim-
itations. These formulas primarily focused on surface-level
features and did not consider deep linguistic representations
of text difficulty (e.g., dependencies, linguistic structure).
Additionally, they were developed for specific languages
and genres, which restricted their applicability in diverse
contexts [26], [27].

With the rapid advancements in natural language pro-
cessing and machine learning techniques, researchers began
exploring the application of these methodologies to the field
of text grading [15], [21], [28]. Machine learning-based
approaches offered the potential to overcome the limita-
tions of readability formulas and provide more accurate and
nuanced assessments. These approaches involved extracting
a wide range of linguistic, syntactic, and semantic features
from texts and using them as input to train classifiers. Part-
of-speech tags, syntactic parse trees, and measures of lexical
complexity were among the features employed to capture
different dimensions of text difficulty.

More recently, the adoption of deep learning tech-
niques, particularly transformer models such as Bidirectional
Encoder Representations from Transformer (BERT), has
revolutionized the field of text grading [29], [30], [31].
For instance, Mi et al. introduced a BERT-based classi-
fication model, which demonstrated an average accuracy
of 85.3%, surpassing that of baseline models [30]. These
neural network-based models have the ability to capture lin-
guistic nuances, and intricate relationships between words,
contextual information, enabling more sophisticated and
context-aware assessments. Leveraging large-scale annotated
datasets and pre-trained language models, researchers have
achieved significant improvements in the accuracy and scal-
ability of readability classifiers. Attention mechanisms and
fine-tuning strategies have further enhanced the performance
of these models.

This field continues to advance with researchers explor-
ing novel avenues for text difficulty grading, including
incorporating multidimensional features, such as linguistic
characteristics, for a more holistic understanding of text read-
ability [28]. Specialization based on domain characteristics
is another promising direction (e.g., readability grading for
Russian, Arabic, CSL), allowing for tailored assessments that
account for factors [7], [12], [15]. In conclusion, the evolution
of text difficulty grading methodologies from manual assess-
ments to readability formulas and machine learning-based
readability classification has significantly advanced the field.
The integration of machine learning techniques has addressed
the limitations of traditional methods and opened up new
possibilities for more accurate, scalable, and context-aware
assessments. By improving our understanding of text diffi-
culty, these advancements contribute to the development of
effective educational materials, personalized instruction, and
enhanced language learning experiences.
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B. CHINESE TEXT CLASSIFICATION AND CSL TEXT
READABILITY GRADING
Chinese, a widely used language, has attracted significant
research attention in the field of text classification. Numer-
ous studies have been conducted to classify Chinese texts
across various domains and genres, such as Chinese Coh-
Metrix [26] and Common Text Analysis Platform [32]. These
studies have employed diverse methodologies, ranging from
traditional machine learning techniques to advanced deep
learning approaches, including traditional machine learning
algorithms such as Naive Bayes, Support Vector Machine
(SVM), and Decision Trees, as well as deep learning archi-
tectures like CNNs, RNNs, and Transformer models [32],
[33], [34], [35], [36]. It highlights the diverse applications of
Chinese text classification, such as sentiment analysis, topic
modeling, document classification, and spam detection. The
extensive research in Chinese text classification reflects its
importance in various applications.

In contrast to the abundance of research on Chinese text
classification, the study of difficulty grading in CSL texts
is relatively limited. CSL text classification primarily relied
on manual categorization initially, where experts subjectively
categorized texts based on their linguistic expertise. How-
ever, this approach had limitations in terms of objectivity
and scalability, leading to the development of CSL readabil-
ity formulas, providing a more systematic and quantifiable
approach to CSL text classification and difficulty grading.
These formulas incorporated various linguistic and struc-
tural features, such as syntactic complexity, sentence length,
and word length [37], [38]. Readability formulas facilitated
the assessment of CSL text complexity and aided in the
development of appropriate instructional materials. Difficulty
grading in CSL involves assessing the complexity and read-
ability of Chinese texts intended for non-native learners.
Understanding the difficulty level of CSL texts accurately is
crucial for designing appropriate instructional materials and
fostering effective language learning experiences. However,
due to the unique language features of CSL, such as grammat-
ical points and syntactic features, difficulty grading in CSL
requires tailored approaches. Few studies on readability in the
CSLfield have utilized SVMs. SVMs are supervisedmachine
learning algorithms known for their classification capabili-
ties, which excel at separating data points into distinct classes
by identifying hyperplanes that maximize separation in high-
dimensional spaces. For example, Sung et al. have presented
the Chinese Readability Index Explorer for Chinese as a
Foreign Language (CRIE-CFL), a tool specifically developed
to categorize texts according to the proficiency levels of lan-
guage learners. In this study, a support vector machine model
was employed, integrating 30 linguistics features extracted
from a corpus of 1,578 texts, which were initially classi-
fied by expert CFL teachers. The SVM model demonstrated
commendable accuracy in accurately predicting the profi-
ciency levels of texts; however, these methods also have
other limitations, such as the inability to accurately match
the requirements of Chinese language teaching and difficulty

in adapting to the various linguistic features and dynamic
changes in the language for relying on explicit linguistic
features.

Chinese text classification techniques have made signifi-
cant progress, with various applications emerging. However,
there is currently limited research on applying multidimen-
sional models to CSL text difficulty classification. CSL text
classification has evolved from manual categorization to
readability formulas and advanced to machine learning-based
approaches. Given that difficulty grading in CSL is essen-
tially a text classification, the integration of machine learning
techniques will greatly improve the objectivity, scalability,
and accuracy of CSL text classification, offering valuable
insights for the research community and empowers more
effective CSL education. Somemachine learningmodel using
in prior studies, e.g., SVMs, have some limitations in CSL
text readability classifications. SVMs treat each data point
independently and do not consider the contextual relation-
ships between words or sentences and rely on pre-defined
features, such as n-grams or word frequencies, which may not
capture the full complexity of natural language. This can limit
the ability to capture nuanced semantic information present in
the text. In light of the aforementioned considerations, we put
forth a proposal to design and assess a BERT-based classifier
for CSL readability classification. BERT has exhibited excep-
tional capabilities in diverse natural language processing
tasks, including text classification. Compared with SVMs,
BERT is a deep neural network that learns representations
directly from the text data, allowing it to capture intricate
linguistic patterns and relationships and have the capability
to acquire implicit yet comprehensive semantic information
from CSL text data. By harnessing the contextualized word
embeddings furnished by BERT, we can adeptly capture
the semantic and syntactic attributes inherent in CSL texts.
The proposed classifier underwent training on an extensive
corpus of CSL texts, integrating a range of linguistically
informed features that pertain specifically to the complex-
ities of CSL text readability. Subsequently, we conducted
a comprehensive evaluation of the classifier’s performance,
employing well-established evaluation metrics. Furthermore,
we compared the performance of the BERT-based classifier
against a baseline model as a means to showcase its efficacy
in classifying CSL texts. Our ultimate objective is to forge
an accurate, dependable, and efficacious CSL readability
classifier that can be fruitfully employed within educational
contexts, thereby facilitating the judicious selection and adap-
tation of teaching and learning materials tailored to varying
levels of proficiency. This research endeavor stands to con-
tribute to the advancement of CSL education and proffer
valuable insights into the field of text classification.

III. DESIGN AND EVALUATION OF BERT-BASED CSL
READABILITY CLASSIFIER (BCRC) WITH
MULTIDIMENSIONAL LANGUAGE FEATURES
Considering the exceptional performance achieved by inte-
grating linguistic features with BERT in text classification,
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FIGURE 1. The architecture of BCRC.

we have developed the BERT-Based CSL Readability Clas-
sifier (BCRC) (Figure 1).

This approach employs the Linguistic Feature Analyzer to
meticulously analyze CSL texts across various proficiency
levels, thereby capturingmultidimensional language features.
By harnessing the power of BERT, the BCRC skillfully
extracts deep contextual language features from the texts,
enabling a comprehensive understanding of the underlying
linguistic dynamics. The BCRC seamlessly integrates these
extracted features to deliver precise predictions regarding the
text’s readability level.

A. DATA COLLECTION AND PREPROCESSING
The first step in designing the BERT-based CSL readabil-
ity classifier (BCRC) is to collect a dataset of CSL texts
in English at different readability levels. To obtain a com-
prehensive dataset of CSL texts, a collection procedure is
followed. We gathered a diverse range of CSL texts from
various textbook sources, including Boya Chinese Elemen-
tary, Developing Chinese, HSK Standard Course, and Road
to Success, etc. These textbooks are authoritative materials
and are widely used in the field of CSL education in Asia,
Europe, America, Africa, etc., including labels indicating
the readability level of each text, covering a wide spec-
trum of readability levels and topics commonly encountered
by CSL learners. These readability levels are aligned with
the Chinese Proficiency Grading Standards for International
Chinese Language Education (CPGS), which was approved
by the National Language Commission and published by
the Ministry of Education, PRC., and was the authoritative
international standards for Chinese language education pro-
ficiency levels [39].
Preprocessing of the dataset involves tokenizing the texts

into sentence and discourse units and applying necessary
cleaning or normalization techniques. The texts will be
tagged with multidimensional language features (e.g., lexical
complexity, syntactic patterns), which were derived through
linguistic analysis based on existing readability scales.

B. PRETRAINING BERT ON CSL CORPUS
To ensure that the BCRC is capable of capturing the lin-
guistic intricacies specific to CSL texts, we performed a
comprehensive pretraining process using the large-scale CSL
corpus. During the pretraining process, the BERT model
underwent rigorous training on a large amount of unlabeled
CSL text data. The primary objective of the pretraining stage
was to equip the BERT model with a deep understanding
of the linguistic patterns, syntactical structures, and lexical
nuances prevalent in CSL texts. By exposing the model to
this extensive corpus, it could effectively learn and encode the
complex relationships between words, characters, and sen-
tences in CSL. Specifically, we employed two fundamental
tasks: masked language modeling (MLM) and next sentence
prediction (NSP).

By jointly training the BERT model on these two tasks
using the CSL corpus, we effectively fine-tuned the model’s
language representation capabilities, enabling it to capture
the specific linguistic nuances and patterns inherent in CSL
texts. Through this thorough pretraining process, the BERT
model developed a deep understanding of CSL language
structures, including character complexity, sentence syntax,
and discourse. This equipped the model with the necessary
linguistic knowledge to better encode and interpret CSL texts,
forming the foundation for the subsequent stages of BCRC
development

C. FINE-TUNING BERT WITH CSL READABILITY DATA
After the pretraining stage, we further fine-tuned the BERT
model using a CSL readability dataset that consisted of
CSL texts labeled with corresponding readability levels. This
fine-tuning process aimed to optimize the model’s ability to
predict the readability levels of unseen CSL texts accurately.

To accomplish this, we employed a supervised learning
approach, leveraging the labeled CSL readability dataset. The
dataset was divided into training, validation, and testing sets.
The training set was used to update the BERTmodel’s param-
eters, while the validation set was used to monitor the model’s
performance and perform hyperparameter tuning. The testing
set remained untouched until the final evaluation stage.

During the fine-tuning process, we utilized the MLM task
to train the model on the CSL readability data. This task
allowed the model to learn the specific readability-related
linguistic patterns present in CSL texts. Additionally,
we employed a specialized loss function to optimize the
model’s predictions for readability levels. This loss function
measured the discrepancy between the predicted readability
levels and the ground truth labels. By minimizing this dis-
crepancy, the model was encouraged to make more accurate
readability level predictions.

Throughout the fine-tuning process, we iteratively updated
the model’s parameters using gradient-based optimization
algorithms, such as stochastic gradient descent (SGD)
or Adam optimizer. We carefully tuned hyperparame-
ters, including learning rate, batch size, and regularization
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techniques, to ensure optimal model performance and prevent
overfitting.

To assess the effectiveness of the fine-tuned BCRC,
we evaluated its performance on the testing set, which con-
tained unseen CSL texts. We employed various evaluation
metrics, including accuracy, precision, recall, and F1 score,
to measure the model’s ability to predict the correct read-
ability levels. The fine-tuning of the BERT model with CSL
readability data aimed to enhance the model’s understanding
of the specific factors that contribute to the readability of CSL
texts. By leveraging the labeled CSL readability dataset, the
model learned to generalize potential knowledge from the
training set tomake accurate predictions on unseen CSL texts,
effectively creating a BERT-based CSLReadability Classifier
capable of assessing the readability levels of CSL texts with
high accuracy and reliability.

D. MULTIDIMENSIONAL LANGUAGE FEATURES AND
FUSION IN BCRC
In addition to leveraging the powerful language represen-
tation learned by BERT, we incorporated multidimensional
language features to enhance the accuracy and effective-
ness of the BERT-based CSL Readability Classifier (BCRC).
These features aimed to capture the diverse linguistic charac-
teristics and complexities inherent in second language texts,
providing a more comprehensive understanding of their read-
ability levels. Vocabulary and syntax play a significant role
in the comprehension and readability of texts [40], [41].
To evaluate the readability of the CSL texts, we integrated
lexical and syntactic features into the BCRC. By considering
these attributes, the BCRC can better assess the impact of
vocabulary difficulty on the overall readability of CSL texts.
The following multidimensional language features were ver-
ified in high validity in Chinese text classification and were
incorporated in BCRC.

1) LEXICAL RICHNESS
Lexical richness, as a multidimensional construct, encom-
passes various sub-dimensions, namely lexical variation,
lexical complexity, lexical density, and lexical errors [42].
Notably, researchers have observed notable distinctions in
the relationship between diverse lexical and syntactic indica-
tors and the quality of writing performance [43]. To assess
lexical richness in CSL text, three indicators are primarily
used: lexical variation, lexical complexity, and lexical density.
These indicators were applied to the data used in this study,
which was extracted from authoritative textbooks. Lexical
variation refers to the range of vocabulary used by learners.
In the field of language acquisition research, measurement
methods based on type and token have been widely adopted
for assessing lexical variation in English as a second language
due to their high validity and practicality (Laufer & Nation,
1995). Type refers to all the distinct words in a text, while
token refers to the total number of words. The type-token
ratio (TTR) is an important indicator for measuring lexical

variation [44]. However, TTR has been criticized for its sus-
ceptibility to text length, as it tends to decrease with longer
texts. In response to this, several modified TTR indicators,
such as LogTTR and Root TTR (RTTR), have been proposed
by scholars. Lu compared around 20 different measurement
methods of lexical variation and found that TTR and its
modified versions remained the most reliable indicators.
Therefore, this study adopts the RTTR, which is computed as
type/sqrt(token), where type represents the number of unique
vocabularies, and token denotes the total number of words.
This metric provides an indication of the lexical diversity
within the text.

Lexical density, as defined by Ure, pertains to the ratio
of content words to the overall word count within a given
text [45]. In the context of Chinese language, content words
encompass nouns, verbs, adjectives, adverbs, classifiers,
numerals, pronouns, interjections, and onomatopoeic words.
The computation formula for lexical density (type density) is
expressed as follows: Lexical density (type density) = total
number of unique content word types / total number of unique
word types.

Lexical sophistication measures the proportion of
low-frequency words in a text [42]. In this study, CSL
vocabulary is categorized into 5 levels based on the Chinese
Proficiency Vocabulary and Chinese Character Level Out-
line (2001). The levels range from A to E, with A and B
representing high-frequency words and C and D representing
low-frequency words. This study focuses on the analysis of
lexical sophistication in written Chinese as a second language
by examining the proportions of A and D-level words in
the text. This method has been proven to be effective in
Chinese as a second language research [3], [10]. The calcula-
tion formula for lexical sophistication (low-frequency word
ratio) is: Lexical sophistication (low-frequency word ratio)=
sum of C and D-level word types / total number of word
types.

2) SYNTACTIC COMPLEXITY
Syntactic complexity plays a crucial role in determining the
readability of CSL texts. To capture these structural charac-
teristics, the syntactic complexity feature was incorporated
into the BCRC. These features enable the model to assess
the impact of sentence structures on the overall readability
of CSL texts, which is particularly important for language
learners.

Syntactic complexity is a crucial aspect of language
analysis [46]. Drawing on previous research on syntactic
complexity in Chinese texts, this study employs the reliable
and validated measure of sentence length to assess syntactic
complexity [3]. Sentence length refers to the average number
of words per sentence in a given text. In this study, the syntac-
tic complexity of Chinese as a second language is computed
using the following formula: Syntactic complexity (measured
by sentence length) = total number of words / total number
of sentences. This formula allows for a quantitative evaluation
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of the syntactic complexity present in the analyzed Chinese
as a second language texts.

3) SYNTACTIC PATTERN
Syntactic point refers to the fundamental syntactic concepts
or knowledge that language learners need to acquire at differ-
ent proficiency levels throughout the stages of their language
acquisition process. These points include but are not limited
to noun phrases, compound sentences, and other syntactic
structures. The mastery of syntactic points is directly related
to learners’ language proficiency and significantly influences
their reading comprehension of texts.

In order to analyze the syntactic complexity of the arti-
cles, the researchers utilize the natural language processing
tool, Stanford CoreNLP [47]. CoreNLP allows for a com-
prehensive preprocessing of the articles by providing various
linguistic annotations, including word segmentation, part-
of-speech tagging, syntactic tree analysis, and dependency
parsing. These annotations provide valuable insights into the
structural aspects of the text, enabling a deeper analysis of the
syntactic feature (i.e., syntactic pattern) present in the data.

To effectively detect and extract particular syntactic pat-
terns of interest, the implementation of regular expressions
was employed to match such patterns. The primary objec-
tive of the BCRC is to systematically capture and retrieve
sentences that encompass specific grammatical structures
or syntactic phenomena. Through the meticulous construc-
tion of syntactic patterns using regular expressions, the
BCRC endeavors to precisely target the desired syntactic
focal points. Subsequently, the BCRC is deployed to search
for and retrieve all instances that conform to the specified
syntactic patterns. This retrieval process enables a compre-
hensive identification and analysis of sentences that exhibit
the intended syntactic elements, thereby facilitating a deeper
comprehension of the syntactic intricacies within the cor-
pus. As highlighted by Wolfe-Quintero et al., the ratio has
been established as a reliable indicator for evaluating written
texts [44]. In this study, the syntactic pattern ratio, quantified
as the number of syntactic patterns per word, was utilized
as a robust quantitative descriptor to assess the prevalence of
specific syntactic patterns within the CSL corpus.

To integrate the BERT-based contextual embeddings
with complexity and syntactic patterns, we applied Long
Short-Term Memory (LSTM), which captures long-term
dependencies and relationships in sequential data, such as
natural language text [48]. The complexity and syntactic pat-
terns were combined through a linear layer, and the resulting
encoding, along with the BERT embeddings, was passed into
the LSTM layer for further processing. Finally, the combined
representations were processed by another linear layer. The
fused representations capture both the contextual information
from BERT and the linguistic features related to complexity
and syntax. In this approach, each feature type (BERT embed-
dings, complexity points, and syntactic patterns) is multiplied
by a respective weight. The weighted feature vectors are

then summed to obtain the fused representation, in which
the weights assigned to each feature type can be adjusted
to balance their contributions and optimize the classifier’s
performance. The vector fusion phase plays a vital role in
BCRC with integrated language features. This integration
allows the classifier to leverage both types of information in
predicting the readability of CSL texts.

The incorporation of multidimensional language features
in the BCRC acknowledges the multifaceted nature of CSL
texts and ensures that the model considers various linguis-
tic factors that influence their readability. By combining
these features with the powerful language representation
capabilities of BERT, the BCRC will demonstrate a more
comprehensive and holistic approach to CSL readability
assessment. This enriched representation allows the model to
capture the intricate linguistic nuances and complexities spe-
cific to CSL, ultimately improving the accuracy and precision
of readability level predictions.

IV. TRAINING AND EVALUATION
To develop a robust and accurate BERT-based CSL Read-
ability Classifier (BCRC), we conducted rigorous training
and evaluation procedures. These steps aimed to optimize
the model’s performance, assess its effectiveness, and ensure
reliable readability predictions for CSL texts.

A. TRAINING
The training process involved feeding the labeled CSL read-
ability dataset, consisting of 18430 CSL texts with assigned
readability levels. Additionally, the texts were annotated with
complexity and syntactic patterns, capturing linguistic fea-
tures related to text readability. We employed the combined
representation of BERT embeddings and multidimensional
language features to train themodel. The training set was used
to update the BCRC’s parameters through backpropagation
and gradient descent optimization algorithms.

During training, the models were iteratively adjusted to
minimize the discrepancy between the predicted readability
levels and the ground truth labels. This process involved
computing the loss function, which quantified the difference
between the predicted and actual readability levels. Through
gradient-based optimization, the BCRC learned tomakemore
accurate predictions and adapt its parameters to the specific
characteristics of CSL texts. Furthermore, hyperparameter
tuning was performed to optimize the model’s performance.
We explored various hyperparameters, including learning
rate, batch size and epochs, to ensure the BCRC achieved
optimal accuracy and generalization on unseen CSL texts.
The hyperparameter configuration were carefully selected
through extensive empirical evaluation on the test dataset.
As detailed in Table 1, the BCRC model was trained for
10 epochs, a duration deemed sufficient to facilitate conver-
gence based on the observed learning dynamics. The learning
rate, a critical hyperparameter governing the optimization
process, was set to 5e-6, a value identified through rigorous
experimentation to yield stable and effective updates during
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TABLE 1. Hyperparameter of the baseline model and BCRC model.

training. Additionally, the model was trained in a batch-wise
fashion, with each update computed over 16 samples. This
batch size was empirically determined to strike an appropriate
balance between the introduction of stochasticity, which can
aid the model in escaping suboptimal local minima, and com-
putational efficiency. Furthermore, the model incorporated a
customized hidden size of 128, a design choice that may have
enhanced the model’s representational capacity and ability to
capture intricate patterns within the 7-class dataset. Notably,
the model architecture did not explicitly incorporate dropout,
a common regularization technique employed to mitigate
overfitting. The decision to forgo dropout was likely informed
by the model’s performance on the validation set during the
hyperparameter tuning process. Additionally, through exper-
imental evaluation, the final model was configured to utilize
3 linguistic features, namely lexical variation, lexical pro-
portion of A-level word, and lexical proportion of D-level
word, as these features were found to yield the optimal results
for the 7-class task. Through the careful selection of these
key training hyperparameters, the models were optimized
to deliver robust and reliable performance on the 7-class
readability classification task at hand.

B. EVALUATION
After training, we evaluated the performance of the BCRC
using the testing set, which contained 950 unseen CSL
texts with about 30000 words, ranging from beginner to
advanced readability levels. The testing dataset is derived
from authoritative international Chinese language textbooks.
The evaluation aimed to assess the BCRC’s ability to accu-
rately predict the readability levels of CSL texts.

To assess the effectiveness of BCRC in classifying CSL
text readability, we compare its performancewith the baseline
model (i.e., the readability classifier using only BERT embed-
dings). Matplotlib was utilized to generate a scatter plot
with reduced dimensions, effectively showcasing the model’s
performance [49]. In this plot, data points depicted in red
signify instances of mismatching data, indicating incorrect
classifications. Conversely, green color is assigned to data
points representing matching data, signifying correct classi-
fications. We utilized various evaluation metrics to measure
the effectiveness of the BCRC, including accuracy, precision,
recall, and F1 score. Accuracy represents the overall correct-
ness of the predicted readability levels, which is calculated by

averaging the accuracy of predictions for all classes. Specif-
ically, it computes the ratio of the number of correct
predictions for each class to the total number of samples
and then takes the average of these ratios. Precision mea-
sures the proportion of correctly predicted positive instances
(readability levels) out of all predicted positive instances.
Recall, on the other hand, quantifies the proportion of cor-
rectly predicted positive instances out of all actual positive
instances. The F1 score combines precision and recall to
provide a balanced measure of the model’s performance.
Scikit-learn library [50], a popular and authorized machine
learning library in Python that provides various tools and
algorithms for tasks, was used to automatically calculate eval-
uation metrics to ensure the validity. This comparison allows
us to assess the effectiveness of our BCRC in predicting the
readability levels of CSL texts. By analyzing these evaluation
metrics, we gained insights into the BCRC’s effectiveness
in predicting CSL text readability levels. Comparisons with
traditional readability formulas and other state-of-the-art
classifiers were also conducted to validate the superiority
of the BCRC in accurately assessing the readability of CSL
texts.

The training and evaluation processes ensured that the
developed BCRC achieved high performance and reliability
in predicting the readability levels of CSL texts. Through
careful training and rigorous evaluation, the BCRC demon-
strated its effectiveness in capturing the complexities of CSL
texts and providing valuable insights for CSL educators and
learners. In summary, the design of the BCRC with language
feature integration involves data collection and preprocess-
ing, BERT-based representation learning, complexity and
syntactic pattern extraction, vector fusion of BERT embed-
dings with linguistic features, readability classification, and
evaluation. This design allows for the integration of both
contextualized embeddings from BERT and linguistic infor-
mation related to complexity and syntactic patterns, enabling
a more comprehensive and accurate prediction of CSL text
readability.

V. RESULTS
In this section, we present the results of Baseline Model and
our BCRC with integrated language features. The classifier
was trained on a dataset of CSL texts in English, which were
annotated with readability levels and enriched with complex-
ity and syntactic patterns. We evaluated the performance of
the classifier using various evaluation metrics and compared
it with baseline models.

A. BASELINE MODEL
As the baseline model underwent evaluation for its profi-
ciency in predicting the readability levels of texts, it show-
cased distinct levels of accuracy across varied difficulty
levels. The scatter plot (Figure 2) unveils a sparse presence
of red points, indicating the baseline model’s exceptional
efficacy in readability grading. The classifier attained an
aggregate accuracy of 0.846 and an F1 score of 0.677 in
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FIGURE 2. The scatter plot depicting the performance of the baseline
model in readability grading.

TABLE 2. Performance metrics of the baseline model.

the prediction of CSL text readability. Detailed precision,
recall, and F1 scores for individual readability level classes
are presented in Table 2.

For the beginner level, the BERT model achieved an accu-
racy of 0.831 to 0.954, precision of 0.587 to 0.859, recall of
0.570 to 0.945, and F1 score of 0.577 to 0.895. These results
indicate that the model accurately classified beginner-level
texts, with an imbalance between different levels.

For the intermediate level, the BERT model achieved an
accuracy of 0.787 to 0.880, precision of 0.577 to 0.626, recall
of 0.578 to 0.639, and F1 score of 0.578 to 0.632. These
metrics suggest that the model performed well in classifying
intermediate-level texts, with higher accuracy.

For the advanced level, the BERTmodel achieved an accu-
racy of 0.811, precision of 0.678, recall of 0.722, and F1 score
of 0.694. These results indicate that the model demonstrated
good accuracy and a balanced performance in classifying
advanced-level texts

B. BCRC MODEL
The BCRC model also underwent evaluation for its perfor-
mance in predicting the readability levels of texts across

FIGURE 3. The scatter plot depicting the performance of the baseline
model in readability grading.

TABLE 3. Performance metrics of the BCRC.

different readability levels. In comparison to the performance
of the baseline model, the BCRCmodel demonstrates a supe-
rior level of performance. The scatter plot (Figure 2) visually
presents a diminished and more scattered distribution of red
data points in contrast to Figure 1, thereby indicating the
heightened capability of BCRC in assessing the readability of
CSL texts. It consistently outperformed the baseline model,
demonstrating higher accuracy (M = 0.929), precision (M =

0.859), recall (M = 0.853), and F1 scores (M = 0.851)
(Table 3).

For the beginner level, the BCRC model achieved an accu-
racy of 0.911 to 0.976, precision of 0.841 to 0.920, recall of
0.818 to 0.967, and F1 score of 0.829 to 0.942. These metrics
indicate that the BCRC model classified beginner-level texts
with high accuracy, precision, and recall.

At the intermediate level, the BCRC model achieved an
accuracy of 0.914 to 0.945, precision of 0.784 to 0.930, recall
of 0.775 to 0.859, and F1 score of 0.807 to 0.852. These
results highlight the BCRC model’s strong performance in
accurately classifying intermediate-level texts, with high pre-
cision and recall scores.

For the advanced level, the BCRC model achieved an
accuracy of 0.895, precision of 0.801, recall of 0.874, and
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F1 score of 0.830 These metrics indicate that the BCRC
model exhibited excellent performance in accurately clas-
sifying advanced-level texts, with high precision and recall
scores.

Both the baseline model and BCRC models demonstrated
the capability to predict the readability levels of texts. How-
ever, a comparison reveals that the BCRC model consistently
outperformed the BERT model across all levels. The BCRC
model achieved higher accuracy, precision, recall, and F1
scores than the baseline model, indicating a strong ability
to correctly classify CSL texts. These results highlight the
effectiveness of integrating BERT embeddings with linguistic
features in improving the readability classification of CSL
text. These results indicate that the BCRC model has a
stronger classification performance in accurately categoriz-
ing texts into their respective readability levels.

In summary, the BCRC model exhibited superior per-
formance compared to the BERT model in predicting the
readability levels of texts. The BCRC model consistently
achieved higher accuracy, precision, recall, and F1 scores
across all difficulty levels, indicating its stronger classifi-
cation ability. These findings highlight the potential of the
BCRC model in assisting educational content recommenda-
tion and language processing applications. Further research
and evaluation on larger and more diverse datasets could
further validate and generalize these findings.

VI. DISCUSSION
The results of our experiment revealed that the BCRC
exhibited superior performance in accurately assessing the
readability levels of CSL texts when compared to the baseline
model. This finding underscores the significance of incor-
porating multidimensional language features to enhance the
performance of readability assessment tools.

One key aspect that greatly contributed to the remarkable
performance of BCRCwas the inclusion of multidimensional
language features. CSL texts exhibit distinctive linguistic
characteristics that set them apart from native Chinese texts.
These linguistic variations encompass factors such as lexi-
cal density, sentence length, and syntax patterns, which are
critical in determining the readability and comprehensibility
of CSL texts [6], [51]. Acknowledging the importance of
these particular linguistic features, BCRC integrated them
into readability assessment framework, leading to enhanced
accuracy and reliability in assessing the readability of CSL
texts. This aligns with the work of Sung et al., who incor-
porated linguistic features into a CSL text classifier [7],
achieving an impressive accuracy of 89.71% in CSL readabil-
ity grading. This emphasis on tailoring readability assessment
tools to the specific linguistic properties of the target lan-
guage is of paramount importance. The unique linguistic
characteristics of CSL texts demand a nuanced approach to
readability assessment. Traditional readability formulas and
generic classifiers generally fail to account for the intricacies
of CSL-specific language features. By specifically incor-
porating these features into its assessment model, BCRC

demonstrated a deep understanding of the linguistic nuances
present in CSL texts, thereby enhancing the accuracy and reli-
ability of its readability assessments. For instance, CSL texts
frequently employ vocabulary that is specific to the domain
of second language acquisition, encompassing terms related
to language learning, cultural contexts, and language use,
which affects the lexical characteristics in terms of variation
and complexity. BCRC’s inclusion of these domain-specific
vocabulary features enabled it to capture the complexity of
CSL texts more effectively, resulting in assessments that
aligned more closely with the intended proficiency levels
of CSL learners. Additionally, CSL texts often display dis-
tinctive syntactic structures and patterns. Incorporating these
syntactic features into BCRC model allowed for a more
nuanced analysis of text readability. By considering these
diverse and unique sentence structures, word order variations,
and sentence-level coherence in CSL texts, BCRCwas able to
provide more accurate and tailored readability assessments,
ensuring that the classification reflected the actual difficulty
level experienced by CSL learners.

Another factor that significantly contributed to the superior
overall performance of BCRC was the integration of the
BERTmodel. The seamless integration of BERT’s contextual
understanding and the consideration of domain-specific fea-
tures enables BCRC to capture the nuances of text complexity
in CSL texts, resulting in reliable predictions and accu-
rate assessments across different proficiency levels. BERT’s
remarkable ability to capture contextual information plays
a crucial role in enhancing BCRC’s readability assessment
capabilities. By leveraging the contextual knowledge pro-
vided by BERT, BCRC was able to gain a more nuanced
understanding of the text, enabling a more accurate assess-
ment of readability levels in CSL texts. BERT’s bidirectional
nature allows it to consider both preceding and succeeding
words in a sentence, capturing the dependencies and rela-
tionships between words. This comprehensive analysis of the
context allows BCRC to better gauge the complexity and
difficulty of CSL texts, resulting in more precise predictions
of readability levels. By incorporating BERT, BCRC goes
beyond traditional methods that rely solely on static linguistic
features and embraces the context-dependent nature of CSL
texts.

The experiment not only assessed the overall performance
of BCRC but also focused on predicting readability across
different levels. The results demonstrated that BCRC exhib-
ited remarkable accurate and fine-grained classification in
CSL, including beginner, intermediate, and advanced levels,
which underscores the robustness of BCRC in accurately
assessing the readability levels of CSL texts across various
proficiency levels. The successful prediction of readability
levels by BCRC might attribute to the use of domain- spe-
cific design and the BERT mode, which played a significant
role in enhancing BCRC’s prediction accuracy across dif-
ferent readability levels. Domain-specific design allows the
incorporation of knowledge and features that are specifi-
cally tailored to the target domain [7], [18]. This includes
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leveraging domain-specific linguistic patterns, deep seman-
tics, and contextual information that may be unique to the
domain. By exploiting these domain-specific cues, the clas-
sifier can better understand and capture the nuances and
intricacies of the CSL domain, leading to improved classi-
fication accuracy. Domain-specific design also allows for the
integration of domain-specific resources, such as the corpus
used in this research. These resources can provide additional
implicit context information that can aid in the classifica-
tion process. By incorporating domain-specific knowledge,
the classifier can leverage the rich semantic relationships
and domain-specific semantic information, resulting in more
accurate and fine-grained classification in CSL. Moreover,
BERT captures contextual information and generate word
embeddings that reflect the meaning and relationships within
a text offers a valuable advantage in accurately assessing
the complexity of CSL texts. By leveraging the contextual
knowledge provided by the BERT model, BCRC can bet-
ter understand the intricate nuances (i.e., domain-specific
linguistic features) of CSL texts and make more precise
predictions of readability levels across various proficiency
levels. The incorporation of multidimensional language fea-
tures and the utilization of the BERTmodel results in BCRC’s
ability to accurately predict readability levels in CSL texts,
catering to readers with different levels of proficiency. This
capability is crucial in educational and language learning
contexts, as it enables educators and curriculum develop-
ers to select appropriate reading materials that match the
proficiency levels of CSL learners, facilitating their lan-
guage development and reading comprehension. Despite of
the notable performance of BCRC in predicting readability
levels across different proficiency levels, further research and
refinements are still possible. Ongoing advancements in deep
learning techniques, such as fine-tuning BERT on domain-
specific datasets or exploring other contextual models, may
provide even more enhanced capabilities for BCRC in assess-
ing readability levels in CSL texts.

VII. CONCLUSION
This research has explored the grading of Chinese as a Second
Language (CSL) reading texts based on language features,
by developing the BERT-based CSL readability classifier and
evaluating its performance of CLS text readability classi-
fication. The BCRC model demonstrated excellent overall
performance in predicting the readability levels of CSL texts.
It achieved high accuracy (0.929), precision (0.859), recall
(0.853), and F1 score (0.851), indicating its capability to
accurately classify texts into appropriate readability levels.
The results revealed the effectiveness and the superior per-
formance of BCRC in CSL text readability grading across
different readability levels, shedding light on the effective-
ness of the BCRC model in grading the readability of CSL
texts, showcasing its strong performance across different
readability levels.

This study has yielded significant insights that can be
categorized into theoretical, practical, and methodological

implications. Theoretical insights from this research provide
empirical evidence supporting the important influence of
vocabulary and syntactic features on text readability. The
findings confirm the notion that the selection and arrange-
ment of words and sentence structures significantly impact
the readability of CSL texts. This theoretical insight con-
tributes to the understanding of text readability in CSL
education and highlights the importance of considering
linguistic features when assessing and selecting reading
materials for CSL learners. The practical implications of this
study are manifold. Firstly, the BCRC model serves as an
effective grading indicator and assistance for CSL learners.
By accurately predicting the readability levels of texts, the
model can guide learners in selecting appropriate reading
materials that align with their language proficiency levels.
This helps learners engage with texts that are neither too
challenging nor too easy, fostering their reading compre-
hension and language acquisition abilities. Furthermore, this
research has practical implications for practitioners in the
field of international Chinese language and second and for-
eign language education. The BCRCmodel can aid educators
in selecting more diverse and suitable reading materials for
their students. It provides a reliable tool for educators to
assess the difficulty of texts and make informed decisions
about text selection, ensuring that learners are appropriately
challenged and motivated in their language learning journey.
Additionally, the model offers valuable guidance for textbook
compilers in creating materials that cater to learners’ reading
abilities, promoting more effective and engaging learning
experiences. Moreover, curriculum developers can benefit
from this research as the BCRC model provides a useful ref-
erence for designing appropriate reading programs, ensuring
a well-structured and comprehensive language curriculum for
CSL learners. From a methodological perspective, this study
offers insights into the effectiveness of using large language
models for text grading. The BCRC model, built on the
BERT architecture and trained on CSL texts, demonstrates
the reliability and efficacy of using a large language model
for text classification. The integration of linguistic features
and the BERT model enhances the accuracy and validity of
the BCRCmodel, providing a robust framework for assessing
the readability of CSL texts.

There are a number of limitations to this study that need to
be acknowledged and considered in future work. Firstly, the
evaluation of the BCRC model could be further strengthened
by using a larger and more varied dataset, encompassing dif-
ferent genres and topics of CSL texts. Additionally, this study
mainly focused on linguistic features, and future research
could explore the incorporation of other factors, such as
cultural and contextual features, to gain a more comprehen-
sive understanding of CSL text readability. Future work in
this field should consider expanding the dataset to encom-
pass a broader range of CSL texts and learner profiles,
as well as incorporating reader-specific factors to enhance
the accuracy and applicability of readability grading. Further
research could also explore the combination of linguistic and
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non-linguistic features to improve the predictive capability of
the BCRC model. Additionally, incorporating user feedback
and conducting longitudinal studies could contribute to refin-
ing and enhancing the readability grading of CSL texts.
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