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ABSTRACT The idea of the IoT began back in 1982 when a vending machine was connected to the internet,
then to the concept of MarkWeiser in 1992, then RFID, and so on. A detailed evolution of the IoT and how it
was transforming is given. Due to the wide embracement of IoT by industries and home users, it has become
the cornerstone of the Information and Communication Technology (ICT) market. The market value of the
IoT was worth $1.90 billion in 2018; $25 billion in 2020; $925.2 billion as of 2023; while it is forecasted to
hit $6 trillion in 2025 at 15.12% growth rate. This work presented some major technologies integrated with
the IoT to achieve a certain goal and improve an existing system. IoT’s capability to create smart applications
is demonstrated and some major distinctions between IoT & the Internet were highlighted.

INDEX TERMS IoT, embedded technologies, smart applications, cloud, AI in IoT, ML in IoT, blockchain.

I. INTRODUCTION
IoT Internet of things can be considered as the third wave of
the internet. The IoT aims to allow objects to get connected
to the wider internet. IoT is deployed on a larger scale in
industries, manufacturing plants, and smart homes, while the
number of connected IoT devices has surpassed the number
of people on Earth. IoT’s nature and capability have changed
many production processes and living experiences. With
IoT’s deployment in the environment, energy consumption is
minimized, farming is modernized, other objects are made to
perform certain tasks, etc [2].

When IoT devices are deployed in the field, they can
configure themselves, identify neighboring objects, and start
sharing information about the surroundings, information
reading about light, motion, orientation, sound, temperature,
pressure, humidity, etc. IoT devices are made to be intelligent
by sensing and transmitting sensitive data that could influence
a decision. To gain this intelligence, IoT objects must fully
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measure and report readings correctly, such as observation,
monitoring, record human user motions, locations, context,
environment, etc.

IoT’s applicability enters many domains such as home
automation, factory production, assembly line, etc. Users can
monitor and supervise home activities such as turning on/off
appliances, opening and closing doors, adjust the tempera-
ture. For example, when the occupant sleeps, a light goes
off automatically, an item contacts its vendor if the stock is
decreasing, a traffic light manages jams intelligently, senses
environmental pollution, and controls a normal distribution
of cars on the road in a smart city. In France, glass containers
equipped with ultra-sonic sensors were used to send informa-
tion when it was filled up. In the US, garbage cans attached
with sensors send alerts to the municipality to request for
emptying [3].

IoT paradigms are systems that embed the brain in an
item to let it learn about behavior, think about processes,
and understand its surroundings. Every day new IoT smart
applications are being developed and used. Physical devices
like the IoT have numerous limits in terms of computational
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capacity, energy usage, and storage space, making it difficult
to build a solid security solution on its own [4]. IoT inherits
the attributes of Wireless Sensor Networks (WSN) and the
internet such as limited battery constraint, multi-hop commu-
nication, scalability, and global accessibility [5].
This paper begins with an introduction and highlights the

motivation for conducting this research, and then an overview
of the evolution of IoT is given in section II. Section III
presents some embedded technologies with the IoT. Smart
IoT applications were explained in section IV and somemajor
distinctions between IoT and the internet were highlighted in
section V. Finally, this paper concludes with IoT future vision
in section VI.

A. MOTIVATION
This study aims to assess the evolution, adoption, technolo-
gies, and growth of IoT and report all the findings in a single
document to give readers the full awareness of IoT and its
application. Because of its immense benefits, IoT is gradually
being embraced by the day and it’s gaining more attention by
both researchers and industries to solve the problems associ-
ated with it. The figure below shows how research in IoT is
gaining momentum, this has indicated that more awareness,
more applicability, and more benefits would be derived from
the IoT. If this trend continues, and if the integration of
IoT into other technologies continues, one out of every ten
publications will feature IoT.

FIGURE 1. IoT research trend in the last decade.

B. RESEARCH QUESTIONS
The following research questions were listed to help
researchers especially those that develop interest and want to
delve into IoT research. In the method of thoroughly analyz-
ing the developments in IoT growth over the last decade the
following research questions need to be addressed:

1) RQ1: What does the literature on IoT in the last decade
entail?

2) RQ2: What attributes of a collaborative network in the
realm of IoT research are defined?

3) RQ3: What are the key theme trends responsible for
IoT development?

4) RQ4: What are the main problems associated with IoT
security and effective countermeasures for the IoT?

5) RQ5: What communication protocols are more com-
patible with implementing smart things for the IoT?

6) RQ6: What are the characteristics, performance, and
effectiveness of the messaging protocols used in
the IoT?

7) RQ7: What electronic devices and electronic plat-
forms are used to implement the scenarios in the IoT
environment?

Studying the above seven fundamental issues, researchers
can identify theme trends and state-of-the-art issues in the
IoT domain, entrepreneurs strategically compete in the IoT
industry, and governments can exploit these insights to design
more informed and professional action plans based on the
development trends of IoT [6].

II. OVERVIEW OF IOT
The history of IoT started way back in 1982 when a vending
machine of Coke mineral was connected to the internet and
set to display the number of bottles in the machine with its
temperature. In 1991, Mark Weiser introduced the concept
of ubiquitous computing, a concept that aligns with that of
IoT [5]. However, the first known and accepted technology
used in the IoT was Radio Frequency Identification (RFID)
in 1998. It was initially used in logistics and pharmaceutical
retail. RFID was widely used before it later became the main
component in IoT due to its affordability and availability. Bill
Joy in 1999 demonstrated in a taxonomy a working clue of
inter-connected devices which is termed as the IoT [7].

The most famous name who is the founder of IoT, Kevin
Ashton, 1999, was an executive director of the Auto-ID cen-
ter at the Massachusetts Institute of Technology (MIT), and
was however, the first to coin the term IoT. The Auto-ID
center as a collaboration between industries and private sec-
tors has 7 research laboratories across 4 continents, holding
60 researchers and 15 professional leading research networks
in IoT. This idea started in the same year the Auto-ID lab at
MIT, 2001 presented its vision of IoT, in 2003 a closed-door
meeting, and in 2005 is the year the International Telecom-
munication Union first mentioned the term IoT in its annual
reports [8].

The first conference on IoT was organized and held
in 2008, and from there many countries embraced it and
drafted action plans on the IoT. Countries such as Belgium
released their IoT – Action Plan in Brussels in 2009. China
published a 12-year development plan in 2010. In 2013,
the Kantara initiative was founded which solves open issues
and questions such as identity, ownership, object identifier,
authorization, authentication, data management, and privacy.
Auto–ID released a state-of-the-art report on IoT in 2014 [9].
In the last decade, there has been skepticism about embrac-

ing IoT until when tech giants such asGoogle, Samsung, Gear
Net Labs, and Apple IOS made IoT big business opportuni-
ties. Cisco revealed that IoT has a potential financial value
worth $14 trillion [10]. They reported that 25 billion devices
were connected before 2020 with 50 billion permanent con-
nections and over 200 billion intermittent connections [11].
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In [12], reports a projection of 29.4 billion in 2023. Intel pro-
jected that the market value for the IoT could hit 6.2 trillion
dollars by 2025, and a big percentage of it is in manufacturing
and healthcare [13]. Strategy Analytics predicted 38 billion
connections by the end of 2025 and 50 billion by 2030 [13].
The production of sensors will expandworldwide specifically
in areas of energy and mining to 33%, power and utilities
to 32%, automotive to 31%, industrial use 25%, health 22%
and retail 20% [14]. Another projection reported that the
IoT sector is worth $25 billion as of 2020, with a forecast
of $6 trillion in 2025 [1]. According to a market research
estimate, the global IoT industry was worth $1.90 billion
in 2018 and is predicted to grow to $11.03 billion by 2026
[5]. The European Union (EU), the United States (USA),
China, and other governments have all developed IoT-related
action plans [5]. Forbes in August 2014 reported that IoT
had overtaken big data as a topic of discussion, with 15,000
references in 2013 and 45,000 in 2014. And IoT will be the
main application area that will benefit from 5G & 6G [15].

FIGURE 2. IoT global market statistics.

In the last decade (IoT) has been gaining acceptance
gradually and the initial wireless communications systems,
RFID, IEEE 802.11.x, 3G, 4G, ZigBee, Bluetooth are appre-
ciated [16]. The first literature on IoT was published in
2002 when Schulenberg pioneered the use of IoT in stores,
claiming that a tiny wireless chip can store an eye. With
over two decades of development, many government offi-
cials, businesses, and researchers believe that IoT is a critical
technology for improving the quality of life and the environ-
ment [17].

The first technology used by the IoT is Radio Frequency
Identification (RFID). RFID is used for many purposes
including tracking, location authentication, etc [18]. Wireless
sensor networks (WSNs) are the second technology embraced
by IoT. Table 1 lists some early and current technologies
embeddedwith the IoT by researchers to come upwith amore
promising IoT security solution and usage.

III. IOT EMBEDDED TECHNOLOGIES
IoT enhances convenience and automation, but security and
user privacy remain the major challenges. Researchers are

TABLE 1. The evolution of IoT embedded technologies.

FIGURE 3. Research schemes integrating other technologies with IoT.

embedding other technologies to address these issues, result-
ing in promising solutions.

A. WIRELESS SENSOR NETWORKS
The Wireless Sensor Network (WSN) can be seen as the
originator of IoT. It has played a key role in propagating the
notion of IoT where every physical or virtual object can be
identified, sensed, accessed, and interconnected via the inter-
net. TheWSNwere sensor chips used formany purposes such
as surveillance, battlefield, monitoring, awareness, medical
purposes, etc. When such chips are thrown to the field or
mounted on any surface, the security of the data it generates or
reads is highly sensitive since any change or alteration of the
data could cause severe damage [19]. The IoTworks similarly
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to the WSN, but its network, devices, and technology are
bigger and higher than that of the WSN.

In the WSN, there is a gateway node which is usually
higher in capability than the sensor node. All the data being
transferred is stored in the gateway node and requests for
any data will go to the gateway node. In real-time demand
of the data such as in the battlefield, a specific authentication
algorithm is designed to verify the request to the data and
give access to the requesting node [20], [21]. WSNs are
deployed in a self-organized manner. Requests and responses
to and from the sensor nodes are of two methods. The first
is the access to perceptual data, the user sends a request to
a node or gateway and then gets perceptual data from the
node. The second is the real-time data where the user gets the
data generated instantly and continuously. However, in real-
time, devices need to be authenticated to join the network and
communicate [22].
The IoT application scenario has numerous constraints and

requirements. The implementation of test beds is critical for
assessing the functionality of these systems, but it is much
more important. It is extremely difficult to create and debug
software for these networks. To design a susceptible proto-
col, like the use of Contiki’s simulator environment (Cooja).
Cooja may use real-world commercial radio transmitters (TI
CC2420, CC2538) to simulate real hardware devices like
TMote Sky, Zolertia Z1 Mote, WiSMote, and so on. Cooja
may provide an identical network topology environment as a
genuine test bed [23].
Consider the Survivable Path Routing (SPR) protocol,

which uses many paths rather than the Contiki RPL protocol.
RPL is a single-path routing system that selects just the best
nodes for parent nodes. The package is passed to the parent
node, which is the next hop node from the root. However, the
authors in [24] alter the RPL functionality so that each node
retains information about all possible routes to the root. If a
DIO packet is received from an upstream node, the current
receiving node saves the parent rank value in its routing table.
When another package is received, the rank is likewise saved
based on the individual node, as seen in [25].

Again, consider GE’s US factory that deployed 10,000
sensors across 180,000 square feet [26]. The sensors are
connected via a high-speed Ethernet and sense and transmit
information. Wi-Fi nodes are deployed as gateway nodes.
Employers send requests via the gateway nodes using a secure
key agreement protocol to guarantee the integrity of the mes-
sages being exchanged [27].

B. CLOUD COMPUTING
Cloud computing is a concept that could allow the sharing
of network resources, enable convenience, and ubiquitous,
configuration among computing devices such as servers, net-
works, applications, and services, and above all bring those
services from the cloud nearer to the application layer for
utilization by the user [28].

Cloud computing is a storage system that operates
on the Internet and employs centralized or distributed

FIGURE 4. Wireless sensor nodes at the field.

computing technology. Parallel and distributed computing
can be coupled or integrated individually and deployed in
a data center, either physically or conceptually [29]. It is
important to all IoT systems. IoT devices are meaningful
when they are connected to the cloud. When linked to other
related sensors, data obtained from individual IoT sensors
becomes valuable. Cloud services offer large-scale storage
by linking huge virtual computers to accomplish certain
operations. Cloud computing skills and resources can help
IoT users overcome limits such as storage, processing, and
connectivity [30].

In another definition, cloud computing can be defined
as a concept that collects and processes big data generated
by humans, IoT, and other objects at a low-cost service in
the cloud, providing high performance, openness, accessibil-
ity, and versatility [31]. Cloud computing mainly provides
storage capabilities with lots of servers and is considered a
rapid on-demand network according to the National Insti-
tute of Standards and Technology (NIST). Big companies
such as Google, Amazon, Facebook, and eBay have already
embraced cloud computing and are benefiting from it. Cloud
computing is a migration from classical computing to the
cloud where resources are shared flexibly at a reduced
cost [32].

The primary goal of data processing is to collect and ana-
lyze the obtained information, such asmonitoring agricultural
production on greenhouse farms is done in real-time, dynami-
cally, and using awide range of production data. The adoption
of IoT technology allows for some storage and analysis of
this industrial data, allowing the identification of key data
patterns. Cloud computing technology is primarily used to
process data and offers an efficient option for storing, cal-
culating, and processing large-scale agricultural output data.
Various data services, including cloud computing, fog/edge
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computing, and artificial intelligence (AI), are integrated
with IoT technology and supported at the application level.
This allows greenhouse farming applications to implement a
variety of intelligent management operations, including auto-
matic irrigation, autonomous environmental control systems,
remote monitoring, fertilization, and ice prevention [33].
Three categories of cloud services are defined in the liter-

ature, these include private cloud, public cloud, and hybrid
cloud. A study by [34] demonstrated a three-layer architec-
ture for cloud computing. The end user layer, the fog layer,
and the cloud layer. The end user layer is the nearest to the
user, it has become an interface between the user and the fog
devices (i.e. gateway nodes) where all requests of the user are
serviced at the end user layer.Whereas the fog layer interfaces
between the user layer and the cloud layer. All the fog devices
and the data they hold reside in this layer. While the cloud
layer handles all the requests and devices virtually.

The security of cloud computing is of course important
for its being and continuous adoption by many. With robust
architecture and operational security, the needed security can
be achieved. However, the challenge will arise when each
individual or firm requires storage allocation and computing
capabilities according to its need [35]. The integration of
cloud computing with IoT has brought so many benefits.

First, IoT devices being resource-constrained have gained
additional storage and computing capability with effective-
ness supported by cloud servers. Second, a more stable
middle layer in the IoT (between IoT devices and applica-
tions) can be offered by the cloud by aggregating service
implementation. Therefore, cloud computing is an ideal com-
ponent of an IoT system [36], [37]. The convenience and
cost-effectiveness of cloud computing have made individu-
als and enterprises subscribe to cloud-assisted IoT services
where they can keep their data generated by IoT devices.
However, users need to be aware of any risks associated
with storing data in the cloud. What private information can
be kept securely? What if cloud computing providers obey
privacy requirements or not? What if the data in the cloud is
breached by intruders?

FIGURE 5. The concept of cloud computing.

1) CLOUD EDGE
A Cloud-Edge (CE) is a concept that divides the task of
processing power, communication capabilities, and part of the
intelligence between the edge devices, while heavy compu-
tations are carried out in the cloud. In the network setting,
the devices are closer to the user while the cloud is in the
sky, so all requests and processes handled by the devices
are closer to the user, so the user gets services easily and
accessibly.When IoT devices are tailored to the CE paradigm,
they fit into the 3 architectural stacks, i.e. the upper layer
which represents the cloud services for processing heavy data
and providing IoT systemmanagement control functionalities
to end users [38]. The lower layer contains heterogeneous
(edge) IoT devices. Then the middle layer which contains
nodes, and gateways acting as logical intermediaries between
terminal nodes and cloud services in a logic sub-network [39].

The cloud layer is incredibly strong and has a wealth
of resources at its disposal to handle demanding activities
like extracting insight from massive amounts of data and
executing extremely difficult assignments such as distributed
intrusion detection. In addition, there are numerous potent
instruments and sophisticated algorithms that can be used to
create strong applications [40]. The sky and the items are
related, they are typically situated far apart from direct lines
of communication with one another. It’s really expensive to
use many hops to transport all data from items to the cloud
arranging. However, cloud computing is not the best option to
enable IoT. Applications with characteristics like intense real-
time demands, great mobility or wide Geodistribution [41].

While heavy computation tasks are performed in cloud
data centers, the Cloud-Edges (CE) paradigm distributes
some intelligence, processing power, and communication
capabilities among the so-called Edge devices, which are
represented by highly heterogeneous appliances (from PCs to
smartphones, from smart devices to automation controllers,
etc.). These appliances are placed as close as possible to the
component, device, application, or human that produces the
data being processed. Such an architecture’s features present
serious security and privacy issues, primarily because there is
no centralized control and user-sensitive data is exposed [42].

IoT systems built using the CE paradigm are generally
divided into three architectural layers: (i) the cloud services
that handle large amounts of data and give end users access
to IoT system management and control functionalities are
represented by the upper layer; (ii) a variety of heteroge-
neous (edge) IoT devices, which are referred to as terminal
nodes are found in the lower layer; these devices generate
the data needed to process and potentially interact with the
physical environment; and (iii) a collection of (possibly het-
erogeneous) devices, known as gateway nodes, operate as
logic intermediaries between the terminal nodes in a logic
subnetwork and the cloud services [43].

Data tampering and spoofing attacks that target gateways
and terminal nodes in an attempt to steal sensitive informa-
tion are especially common with CE systems. In this case,
authentication is essential to building confidence between
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participating nodes and preventing illegal devices from join-
ing the network [44].Many different types of IoT applications
have needs that the current cloud architecture is unable to
fully meet.

First, there is a significant access latency and data trans-
mission cost between IoT devices and Cloud Data Centers
(CDCs) since CDCs are situated several hops away from
IoT devices. As a result, it presents a significant obstacle to
the effective service delivery of IoT applications that depend
on real-time and latency. Besides, the longer transmission
time needed to convey commands to remote Cloud Servers
(CSs) can have a negative impact on the service initiation
time of IoT applications [45]. Additionally, for IoT devices
with limited battery life, the longer transmission period and
increased latency result in higher energy usage.

Second, a multitude of IoT devices might cause significant
network loads and perhaps catastrophic congestion when
they start data-driven interactions with applications that are
installed on distant CSs. Thirdly, it may lower the comput-
ing efficiency of CDCs by adding to their computational
burden. Fourth, due to privacy and security issues, some
IoT applications cannot transmit sensitive raw data over the
Internet [46]. The Edge and Fog computing paradigms have
arisen in response to these limitations, bringing Cloud-like
services closer to IoT devices.

FIGURE 6. Cloud edge computing paradigm.

2) FOG COMPUTING
Recently, fog computing has gained popularity as an adjunct
to cloud computing, offering some unique features includ-
ing reduced latency, Geo-distribution, position awareness,
enhanced data security, and real-time processing [47]. Fur-
thermore, its goal is to bring network, storage, and computing
capabilities closer to the end users. Fog computing is almost
similar to cloud computing, it facilitates communication and
collaboration among universal and prevalent things [48]. Fog
can be deployed alongside cloud fog things.

An architecture known as fog or edge computing was
created to offer computing services to consumers and applica-
tions that are situated between end users and central networks.

Large volumes of data produced by various IoT device
types can be handled on the edge of the network instead
of being sent to a central cloud infrastructure in fog com-
puting, as a result of bandwidth and energy consumption
problems [49].
With its many benefits, fog computing should be prop-

erly integrated into IoT and taken into consideration for
future IoT infrastructure. It can handle large volumes of
data (better than the cloud due to energy consumption),
process data quickly, and produce high-quality results.
The features and concept of IoT should be studied to
develop and implement fog IoT infrastructure. For exam-
ple, IoT can link ubiquitous devices from many networks
to offer integrated, effective, and secure services at anytime,
anywhere [50].

The two characteristics of the IoT are as follows: (1) The
IoT is an extension of the net or internet, and interconnection
is a crucial architectural issue. These networks must be
compatible to transport information. (2) Things connected
in the IoT can encompass more than just objects; they can
also include information itself, behaviors, etc., so a more
comprehensive mechanism to manage this is required. The
study of IoT challenges, enabling technologies, and archi-
tectures helps novices comprehend the current status of IoT
development [51].
For example, when fog computing is implemented,

a request from a user may go to a specific node but if the
node is busy servicing another request, it may forward the
request to a free neighboring node. If for instance, all nodes
are busy due to high demand the request will then go directly
to the cloud where the cloud will process the request and
send back the response or service requested traditionally.
Traditional computing cannot handle the big data generated
on the internet; thus, cloud computing continues to be an
option [52]. Cloud computing has proved to be a promising
technology for solving big data problems.

A vast number of geographically dispersed and heteroge-
neous Fog Servers (FSs) are situated in an intermediary layer
between CSs and IoT devices according to the Fog computing
paradigm [44]. For IoT devices running a variety of applica-
tions, distributed file systems (FSs) such as Raspberry, Nvidia
Jetson platform, small-cell base stations, nano servers, and
core routers, provide heterogeneous computing and storage
capabilities.

Fog is a high-virtualization service that connects end
devices to cloud computing data centers, which are often
positioned at the network’s edge [53]. This means that cloud
computing comprises infrastructure-level services that may
be scaled to satisfy the storage and processing requirements
of IoT. However, certain applications, such as sensor moni-
toring, control, and analytical response, necessitate minimal
latency. As a result, delays induced by data transmission to
cloud servers and subsequent return to applications might
have a major impact on their performance. Fog and edge
computing frameworks are intended to overcome these
restrictions.
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FIGURE 7. Fog computing architecture.

3) EDGE COMPUTING
The idea of the edge layer, also known as the fog layer or the
gateway layer, is to bridge the gap between the cloud layer,
which has abundant resources, and the objects layer, which
has limited resources. The boundary layer has developed into
an essential layer in the IoT architecture. Typically, edge
gadgets are either close to the items or a short distance away
from them. In general, edge devices have greater resources
than items comprising storage capacity, processing speed,
and power supply. With their numerous interfaces for com-
munication, they can aid in hiding the things’ diversity and
offer additional services to things like transferring heavy
tasks [40].

Edge computing involves directing computer power to the
device’s sensors and delivering processing capacity using
low-powermicrocontrollers integrated in the devices. Despite
their limited processing capabilities, they can nevertheless
be used for image processing applications [54]. Cloud ser-
vices are being extended to the network’s edge [55] to
reduce latency and congestion. Edge computing devices
include wireless communication-capable sensors with micro-
controllers. An IoT system based on fog computing can make
decisions rapidly at the edge, reduce the volume of data
transported between the fog and the cloud, and reduce the
amount of data the cloud processes [56].
Edge computing is the placement of networked computing

units near end devices on the internet. Decentralizing comput-
ing resources to the edge addresses two significant challenges
in the cloud architecture. Distributing edge servers across
different locations prevents bottlenecks at certain hot spots
and allows for better application response times due to their
closeness to data sources [57].
Edge computing deployments often use networked com-

pute nodes scattered throughout an environment, as largescale
edge data centers may not be possible in certain contexts,
such as urban areas. Edge IT operations have significant tech-
nological hurdles due to the physical dispersion of servers,
which are only a few hops from end devices. Edge servers are
put outdoors in small buildings. Once that is done, small facil-
ities have hardware challenges such as rapid aging, power

FIGURE 8. Edge computing architecture.

outages, and physical damage, as well as security threats
including network attacks and tampering, etc. Maintenance
policies are essential for maximizing the benefits of edge
infrastructure’s closeness to data sources by addressing per-
formance and security concerns [58].

C. INTRUSION DETECTION SYSTEM
Intrusion Detection System (IDS) is a data protection concept
similar to cryptography. But IDS is enriched with capabilities
to detect and prevent attacks in a computing system [59].
The attacks to be detected can be passive, that is when
attackers impersonate a genuine node and tap communication
or remain in the network. Or active attacks, that is when
malicious acts are carried out on the data.

Several techniques for improving the security of IoT
networks have been investigated, with deep learning (DL)
intrusion detection being the most commonly employed.
Deep learning systems can learn patterns from existing data
sets and forecast invisible data. This feature allows an IDS
to detect harmful activities in network traffic based on mode
learning history from the training stage [60]. Furthermore, the
DL approach can give generalization to defend IDS against
unknown/unknown anomalies. However, the dataset has a
significant impact on the DL algorithm’s performance. As a
result, good DL models necessitate careful selection and
specialized data sets for training and testing.

To improve the security of IoT networks, DL algorithms
are employed to train IoT-specific data sets. It suggested and
trained a long short-term memory (LSTM) model using the
planned BoT-IoT data set [61]. The input dimension is set
to 10, which corresponds to the top ten features in the BoT-
IoT data collection. Other DL methods are proposed that use
fewer features from the same set [62]. Continuous neural
networks (CNN), LSTM, and gate repeat units (GRU) are

suggested and trained on the BoT-IoT data set. Their input
dimensions are limited to four functions, which are smaller
than the LSTM suggested in [61].

For instance, a model by [63] proposed Deep Learn-
ing based IDS is made up of three components: the data
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mirror module, the anomaly detection module, and the
counter measurement deployment module. Our IDS is
assumed to be built into the SDN environment controller. This
approach is similar to the one proposed in [64], however,
our Data Mirroring module just pulls data from Open Flow
messages and transmits it to the error detection module. The
last module is a deep learning binary classification model
that makes predictions based on the data from the previous
module. If the prediction is incorrect, the Counter Measure-
ment deployment module will add a new flow input to avoid
anomalous data. To reduce interference in the SDN network,
Ryu apps use data mirroring and countermeasure deployment
modules. Meanwhile, anomaly detection.

IDS is categorized into two distinct technologies. The first
is the Network Intrusion Detection System (NIDS) where the
system of the IDS have capabilities to intercept and analyze
the packet for abnormalities. Because all the communication
is in the cloud, a node can notice the activity of another node,
so this concept can allow the traffic to be listened to and
examined. The second is the Host Intrusion Detection (HIDS)
where an IDS is installed and used to analyze the data in
the node. The information is obtained from the activity log
files [65].

The IDS architecture is in three types. The Standalone IDS
is the architecture that operates independently and has detect-
ing capabilities against attacks. No information is shared in
this architecture but rather each node executes IDS. Another
type of architecture is the Distributed and Cooperative IDS
which is an architecture where the nodes have agents and can
decide by themselves, and the nodes can cooperate to have
a global detection. This architecture is considered more fit
for a flat network configuration than a cluster-based multi-
layer [22], [66]. The third is the Hierarchical IDS which is
sub-divided into clusters while having the cluster head as the
leader of it cluster. The cluster head is responsible for routing
all messages shared, exchanged, or transferred [67].

D. FUZZY LOGIC
Fuzzy logic uses the notion of trust as an ambiguous
component. Trust contains uncertainties, vague and hazy
relationships and therefore cannot be applied with probabil-
ity. Trust situations cannot be generalized. But in networks,
a more representative component is needed to visualize
exactly how an entity behaves or what it entails [68]. Thus,
fuzzy logic is a multi-valued logic derived from fuzzy set
theory to solve problems, it becomes a good choice for
actual representation. The rules of fuzzy are used in control
techniques to make decisions and recognize patterns. Fuzzy
logic contains a series of IF-THEN rules to solve control
problems [69].

The model addresses unstable behaviors such as contradic-
tory behavior and ON/OFF behavior. In contrary behaviors,
malicious nodes j and neighboring nodes k and l usually
send packets, malicious nodes h drop packets, and malicious
nodes j behave similarly maliciously ON & OFF. Fuzzy
systems and inferences are the main categories of machine

FIGURE 9. Description of IDS topology.

learning methods that prove the ability to handle ambiguities
and unpredictable conditions and accurately simulate human
brain decision-making behaviors [70]. This has shown the
robustness of fuzzy against changes in malicious behavior
and signatures during the test time.

A model by [71] is proposed to improve safety at two
levels: intra and inter-cluster. In the intra-cluster phase, the
cluster head employs fuzzy logic to assess the trust level
of the nodes, if the node is trusted, data is received and
transmitted. Reference [72] proposed a fuzzy logic-based
cross-layer optimization model (FL-CLOM) for WSN, they
combined fuzzy control and congestion control to dynami-
cally regulate queue sizes in dense nodes while mitigating
the effects of external uncertainty. Another model uses hybrid
characteristics, demographic information, and fuzzy logic
principles to enhance recommendation accuracy, capturing
uncertainty and inconsistency in user preferences for more
precise results [73].

E. NEAR FIELD COMMUNICATION
Near Field Communication (NFC) is a new technology that
was built on RFID standard, it engages in radio communica-
tion and provides short-range communication when touched
or brought to proximity just like the RFID, both have Unique
Identification (UID). But also, is similar to WSN for being
a bidirectional communication. NFC can be used in smart
networks which encompass decipherable NFC tags that if
data is transferred to the smartphone, it can be read from the
tag [74]. One of the core technologies of IoT is theNFCwhich
is being more widely used in mobile devices.

NFC is a high-frequency, non-contact, short-range auto-
mated identification wireless technology that operates at a
distance of less than 10 cm and uses the 13.56MHz fre-
quency band. It is the evolution and innovation of RFID
technology. It is frequently utilized in a variety of sectors,
including product security and electronic tickets [75]. It reads
merchandise information and allows for mobile payments.
Certain NFC authentication systems enhance functionality
and performance without taking security and privacy into
account, while other systems are very complex.
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FIGURE 10. Fuzzy logic technique.

Additionally, there is a security risk involving authen-
tication between the tag’s validity and the reader. NFC
communication is vulnerable to numerous malicious attacks,
including packet loss attacks, man-in-the-middle attacks, and
clone attacks because it is fully exposed to the wireless envi-
ronment. The NFC system has several limitations, including
processing speed, storage capacity, and power supply. Devel-
oping a reliable and effective NFC authentication mechanism
is a difficult undertaking. There isn’t a general applicability
system for NFC authentication, despite all the research and
proposed techniques [75].

The NFC comprises three components, the hardware, the
software, and themiddleware. Hardware is sensors, actuators,
fog devices, smartphones, smart objects, PDAs etc. Whereas
the software is the applications, algorithms, and protocols
that rely on the hardware to work effectively and provide the
services a user needs. An abstraction layer that sits between
the hardware and the programs that control it is known as
middleware. Apart from the programmer who finds and fixes
a specific problem, it conceals the specifics ofmany technolo-
gies. Semantic middleware and service-oriented architecture
(SOA) are the most often used middleware layers. While
SOA and REST (Representational State Transfer) based sys-
tems are more common in enterprise environments due to
their advantage of addressing both semantic and technical
interoperable issues, the semantic is dependent on Extensible
Markup Language (XML) meta exchange for interoperabil-
ity [76].

According to [77] NFC is utilized inmobile IoT for identity
identification and electronic payments. Few studies address
identity identification in NFC, but a large number concentrate
on electronic payments. Like readers and point-of-sale (POS)
systems, NFC devices are used to retrieve data from tags,
just like cards. Tags, readers, and even stored data retrieved
from NFC devices are authenticated by the cloud server [78].
A cloud server and several NFC devices, including NFC tags,
phones, watches, special NFC readers, and numerous more
NFC smart devices, are part of the system for the NFCmobile
IoT network. It is important to note that NFC smartphones are
extremely unique in this regard. The NFC mobile phone can
function in three different ways: as a tag on a card, as a reader,
or can facilitate peer-to-peer file sharing between phones.

One popular test-bed is the re-configurable intelligent sur-
face (RIS) that supports near-field communications in the
recent 6G wireless networks presented by [79]. Power scal-
ing laws and EDOFs are analyzed, and beam training and
beamforming design are discussed. A two-stage hierarchical
approach is proposed for cost reduction. Reference [80] high-
lighted how various novel antennas have arisen to meet the
need for its integration in NFC. Antennas have gone beyond
their basic role as signal conduits, becoming dynamic, flex-
ible, and intelligent components. Modern antennae actively
shape, control, and manage data flows to satisfy the complex
demands of modern wireless communications.

FIGURE 11. Application of NFC.

F. CYBER PHYSICAL SYSTEMS
Cyber-physical systems (CPSs) are built on the seamless
integration of computation algorithms and physical compo-
nents [81]. These CPSs operate often in larger and more
complex environments, and the concept of system (SoS) plays
an important role [82]. The CPS is an effective system that
integrates computers and physical components by integrat-
ing modern computing and communications technologies to
change the methods of interaction between the human, cyber-
netic, and physical worlds.

In other words, CPS are contemporary computer and com-
munications technologies that integrate cyber and physical
components. In CPS, cyber means modern communication
while physical refers to actual physical things in the net-
work, system refers to integration, diversity, and complexity,
and cyber refers to contemporary communication technol-
ogy with sensing and monitoring computing ability with the
physical components. The primary goal of the IoT is to link
different networks together so that heterogeneous networks
can be used for data collecting, resource sharing, analysis,
and administration [83].
As a result, to establish interconnection, the IoT is a hor-

izontal design that needs to combine all CPS applications’
communication layers. The primary distinction between the
IoT and the CPS is that the CPS is regarded as a system,
but the IoT is regarded as the ‘‘Internet’’. Additionally, the
following are the particular criteria for CPS and IoT: The
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FIGURE 12. Working Concept of CPS.

primary objective of CPS is efficient, dependable, accurate,
real-time control of the IoT, key services include high quality
of service (QoS) network, resource and management sharing,
data and management, interconnections between various net-
works, large data collection and storage, data extraction, data
aggregation, and information extraction [84].

Real-time, dependable, and secure are the common needs
for both CPS and IoT. In smart cities where many CPS
applications run concurrently are among the most exemplary
applications that combine CPS and IoT.

Part of the fourth industrial revolution (Industry 4.0),
cyber-physical systems (CPSs) are integrated technologies
like big data, healthcare IoT, industrial IoT (IIoT), smart
cities IoT, and AI that are used for innovation in smart
industries to promote data transmission between networks.
Several researchers have created CPS based on different
AI techniques to address the security vulnerabilities endan-
gering the IoT. To enhance edge computing, presented a
distributed service framework that facilitates the growth of
privacy protection and trustworthiness for multi-directional
data aggregation [85].

Part of the fourth industrial revolution (Industry 4.0), CPS
are integrated technologies like big data, healthcare IoT,
industrial IoT (IIoT), smart cities IoT, AI, and big data
that are used for innovation in smart industries to promote
data transmission between networks. Several researchers
have created IDSs based on different AI techniques to
address the security vulnerabilities endangering the Inter-
net of Things. To enhance edge computing, presented a
distributed service framework that facilitates the growth of
privacy protection and trustworthiness for multi-directional
data aggregation [85].

Existing IoT test beds and platforms, as well as compar-
isons with UMBRELLA, include wireless experimentation,
AI/ML test beds, robotic test beds, wireless sensor networks,
and smart cities. An IoT application, such as a city-wide air
quality monitoring use-case, uses sensors installed on street
furniture and building facades to collect data. The collected
data is transmitted wirelessly, post-processed, and stored on
local servers or a cloud system. The data can be visualized and
used to make recommendations to optimize system behavior,
either holistically or from a research perspective [86].

G. ARTIFICIAL INTELLIGENCE IN IoT
Today advances in radio technology, network protocols, arti-
ficial intelligence (AI) and machine learning (ML) make it
easier to design efficient IoT systems with appropriate device
selection, network architecture, and data processing capabil-
ities. Existing IoT test beds can be classified into three main
categories depending on their characteristics, support for use
cases, and main objectives: wireless experiments, robotics
research, and AI-related activities. Here are examples of three
AI in the IoT testbed applications.

1. AI Application for Monitoring Streetlight: This use
case entails monitoring the operation of lighting
to promptly detect abnormalities or problems. Any
unforeseen operation will alert the Council’s street-
light maintenance crew. Except for those with a unique
schedule, most lights are configured to turn out 15 min-
utes after sunrise and 15 minutes before nightfall. The
municipal street lighting crew performs manual checks
for appropriate functionality every four weeks. Nor-
mally, the team uses public reports to discover light
fixture issues. If several fixtures exhibit unexpected
behaviors, such as being triggered or being triggered
outside of the specified time, the team addresses these
issues by performing a batch correction throughout the
road to reduce expenses. Our implementation auto-
mates the process and offers a more cost-effective
method of managing fixed street assets [87].

2. AI System for Large-scale Federated Learning: Feder-
ated Learning (FL) is a decentralized machine learning
framework that parallelizes training across intercon-
nected devices. In edge, nodes collect raw data. How-
ever, network quality and energy constraints can hinder
model parameter sharing. This use case aims to develop
an FL system that minimizes model parameter trans-
mission, reduces bandwidth requirements, improves
service quality, and lowers energy consumption [88].

3. AI Model for Intrusion Detection: The AI’s flexibility
to model systems, which allows end-users to deploy
containerized experiments, raises security concerns
about the system’s operation. Attacks such as privilege
escalation can compromise both the host and the IoT
infrastructure. A semi-supervised FL solution to detect
edge issues and guarantee the platform runs smoothly
can be created. This use case can train and deploy
a real-time anomaly detection system across the IoT
infrastructure [89].

H. MACHINE LEARNING FOR IoT
Implementing ML capabilities can be used to improve the
reliability and performance of IoT systems in certain cir-
cumstances, such as predictive maintenance of IIoT devices,
energy optimization of intelligent buildings, traffic predic-
tion in intelligent transportation, and intrusion detection.
By using machine learning algorithms to evaluate sen-
sor data, predict events, optimize operations, and discover
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FIGURE 13. AI Applications Test-bed in IoT.

anomalies, IoT systems may becomemore efficient, resilient,
and dependable [90].

The integration of machine learning algorithms into IoT
applications is becoming increasingly significant. The testing
platform creates useful data that may be utilized to apply
these algorithms in new contexts. Recent research, such as
that conducted by the researchers in [91], has investigated
the application of neural networks in radio frequency finger-
printing data on the POWDER test bed. Similarly, supervised
learning algorithms [92] are trained on limited Wi-Fi perfor-
mance indicators derived from City-Lab data observations.
In addition, another study [93] examined and identified inter-
ference using data from 11 city-Lab entries. Researchers
have created a neural network model that can accurately
forecast interference using received signal strength indicator
(RSSI) readings. Finally, in [94], the authors developed a
deep-learning method to detect junctions using data from
the COSMOS test-bed. There are three main classes of ML
algorithms:

1) SUPERVISED LEARNING
In the realm of IoT integration, supervised learning algo-
rithms are used for a variety of tasks, including spectrum
recognition, channel estimation, adaptive filtering, and posi-
tioning. These algorithms rely on labeled datasets for train-
ing. There are two sorts of procedures in this field: regression
and classification. Polynomial and logistic regression are
two common regression algorithms used in prediction tasks.
These algorithms, often known as ‘‘Instance-Based’’ algo-
rithms, predict outputs for fresh observations using learned
models. Furthermore, classification algorithms such as deci-
sion trees, random forests, Naive Bayes, and Support Vector
Machines (SVMs) are often utilized to categorize tasks. And
in IoT security, these algorithms have seen widespread [95].
Consider integrating machine learning techniques into IoT
systems. Nonlinear constraints, for example, are included
in solution models using support vector machines (SVMs).
SVMs are useful, however, they have limits with huge data
sets. Random forest approaches, on the other hand, are sim-
ple and scalable, making them perfect for managing large
datasets. This leads to higher accuracy and faster predictions,
but training takes longer than SVM and Naive Bayes (NB).
Logistic regression and similar algorithms need significant
computer resources, particularly for processing feature-rich
datasets and memory use [96]. In IoT networks, supervised

learning algorithms are used on the cloud and communication
layers to detect attackers and prevent distributed denial of
service (DDoS) assaults.

2) UNSUPERVISED LEARNING
Unsupervised learning algorithms play an important role in
IoT integration because they use heuristics to discover pat-
terns in input data without labeling. These algorithms excel
in detecting abnormalities, identifying trends, and classifying
data. Unsupervised learning uses classification algorithms
to classify data. One of the primary benefits of IoT with-
out supervision solutions is their ability to operate without
the desired outcome being known. Common clustering tech-
niques, such as K-means and hierarchical clustering, use
unsupervised machine learning algorithms to organize data
effectively [97].
The most commonly used clustering approach in IoT

integration is K-means clustering. The method uses simple
algorithms to create clusters based on data point observations,
such as recognizing typical and anomalous traffic. Unsuper-
vised learning techniques, such as K-means, are frequently
employed in the IoT system’s communication layer to detect
anomalies and potential attacks [98].

3) REINFORCEMENT LEARNING
Reinforcement learning (RL) techniques are used in IoT
integration to discover the ideal combinations of actions
that maximize revenues. Through experimentation with vari-
ous actions in a specific situation, RL effectively addresses
numerous IoT security issues. Unlike other approaches,
RL interacts with the environment and learns via experi-
ence rather than depending on prior knowledge. Despite their
efficiency, RL approaches may require time to establish the
optimal line of action. In the dynamic network environment
of the IoT, the primary concerns are the progressive conver-
gence of RL and the design of ideal transition functions or
policies [99].

FIGURE 14. An illustration of ML-based malware detection using IoT.

I. BLOCKCHAIN
The term ‘‘blockchain’’ refers to the process of turning a
data chain into a block that is connected to the one before
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it [100]. The blocks that follow each other reinforce each
block even more. This is because the blocks that follow the
preceding one will include information about the last block.
Due to the use of blockchain technology in cryptocurrencies
like Ethereum and Bitcoin, it has recently attracted a lot
of interest and recognition. In essence, blockchain is a data
recording technology that makes data much harder to alter
or hack [101]. A distributed networking system of machines
is used by blockchain to duplicate and build a chain of data.
Each of these data points becomes a block in what may be
thought of as a ledger.

Furthermore, every block spreads throughout the network,
enabling any machine to access the complete chain and all its
contents and enabling several verifications. This guarantees
the integrity of the block and the authenticity of the data.
Blockchain’s distributed architecture makes it possible for it
to function as a transparent, safe, decentralized transaction
system. Blockchain technology has grown in promise as a
foundation for the future development of the internet and data
processing since it is not dependent on a centralized network.
The world will eventually depend on data processing and
storage as its network grows smartly [102].
This highlights the requirement for a quicker and more

effective way to provide a reliable system and secure data.
These intelligent and networked systems can take advan-
tage of blockchain technology, thanks to its distributed
and unchangeable structure which can offer data security.
Blockchain integration with IoT is a suggested solution for
IoT’s problem. Blockchain’s decentralized and distributed
architecture makes it extremely impervious to manipulation.
It is also appropriate for a minimal processing device com-
monly found in the IoT, as it requires less computing power
from each node or device [103].

This highlights the requirement for a quicker and more
effective way to provide a reliable system and secure
data. These intelligent and networked systems can take
advantage of blockchain technology, which thanks to its dis-
tributed and unchangeable structure, can offer data security.
Blockchain integration with IoT is one suggested remedy for
this. Blockchain’s decentralized and distributed architecture
makes it extremely impervious to manipulation. It is also
appropriate for aminimal processing device commonly found
in the IoT, as it requires less computing power from each node
or device [103].

Smart homes [104], smart cities [105], smart agricul-
ture [106], smart power grids [107], smart transportation
and automobiles [75], smart healthcare [32], and smart
manufacturing are just a few of the IoT applications [108]
domains that have effectively leveraged blockchains,
as figures 19 to 25 illustrate. Future applications, such as a
cloud constellation of nanosatellites creating an orbital data
center where businesses may upload their data and forego
the terrestrial network, are also aided by this technology.
Nevertheless, with the advantages of blockchain technology,
the advancement of IoT devices has just lately allowed for its
usage [109].

For instance, the use of blockchain in satellites would
improve the value chain’s efficiency, trust, and transparency
for logistical reasons. Using blockchain over satellite reduces
the risk of a data breach or compromise by doing away
with the need for terrestrial infrastructure for data trans-
port, storage, or calculation. Blockchain can facilitate record
keeping, enhance transparency, stop fraud, and protect data
privacy [110].

Industry researchers predict that blockchain technology
will be a game-changer in the management, control, and
security of IoT devices. A peer-to-peer P2P network of min-
ers timestamped and validated transactions (chained blocks
of data) register assets and transactions in the blockchain,
a decentralized, distributed, shared, and un-changeable
database ledger. Strong cryptography is provided by ECC
and SHA-256. The blockchain offers a cross-border global
distributed trust and contains a complete history of all trans-
actions [111].

1) BLOCKCHAIN AND IoT TESTBEDS
A model proposed by [112] is a combination of symmetric
and asymmetric encryption that is designed to be as light as
possible and able to provide security with minimum energy
consumption and computation. Fogify [113] is a simulation
framework for designing and deploying IoT services in fog
computing infrastructures. The framework makes it easier
to model, experiment with, and evaluate IoT services by
leveraging use case and failure simulation factors. Similarly,
MockFog [114] offers a framework for emulating cloud edge
resources, allowing them to be deployed simultaneously.

Kaala [115] is a scalable end-to-end IoT simulator that
integrates virtual cloud providers. The simulator can replicate
a large number of devices and accompanying events, allow-
ing you to compare IoT to cloud systems. However, it does
not consider any advanced aspects in the evaluation, instead
focusing solely on CPU and latency, and it does not use a
blockchain evaluation mechanism. The IoT NetSim architec-
ture [116] includes simulation-based IoT frameworks. Unlike
Kaala, each device requires a new virtual machine, which
might cause resource exhaustion issues, particularly with
light deployment schemes.

Only the simulation framework FobSim [113] supports
blockchain technology from the literature. However, their
blockchain implementation is quite limited and does not
take into account the most recent technology contained in
modern blockchains, such as digital signature systems and
block Merkle trees. This considerably reduces the feasibility
of building a system for evaluating such integration. Further-
more, the solution is a full simulation-based platform that
includes an emulation element.

In [117], sensors are used as transducers. A transducer is
a device that transforms one form of energy into another.
Physical events are turned into electrical impulses that can
be read by sensors or transducers. There are various meth-
ods for measuring the same thing. Actuators are the second
sort of transducer. The actuators operate in the opposite
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direction as the sensors. It engages in physical action through
electrical impulses. Temperature sensors, for example, are
capable of detecting heat. Sensors are classified into several
sorts, including temperature sensors, distance sensors, optical
sensors, light sensors, and environmental sensors.

Reference [118] identified the inability of many works to
provide an evaluation of this integration in practical terms
of full complexity and idiosyncrasies of real-world system
interactions. Therefore, a hybrid simulation/emulation test
platform for the deployment and evaluation of blockchain and
DLT technologies in the IIoT environment. Implementation
and deployment of the solution on a bespoke IoT test-bed
comes with three distinct development areas: software, hard-
ware, and orchestration.

2) COMPONENTS OF BLOCKCHAIN AND IoT
The applications of blockchain solutions for IoT are as such:

i) Address: IPV6 provides a 128-bit address space for IoT,
whereas blockchain has a 160-bit address space.

ii) A blockchain address is a 20-byte hash of the public
key produced by the Elliptic Curve Digital Signature
Algorithm (ECDSA), or a 160-bit hash. Blockchain
may therefore generate and allocate addresses offline
for about 1.46 × 1048 IoT devices using this 160-bit
address. Thus, the likelihood of an address collision is
roughly 1048, which is secure enough to offer a global
unique identifier (GUI).

ii) c. Blockchain technology can also resolve open
research concerns in the areas of supply chain manage-
ment, data privacy, and safe and reliable governance of
IoT device ownership [119].

On the other hand, scalability, efficiency, arbitration/regulations,
and key collision present problems for blockchain technology
itself. Even if they include intri-

cate calculations, the traditional procedures need to be
redesigned to be lightweight and energy-efficient, and ener-
gycollecting techniques need to be improved [120]. Fur-
thermore, blockchain has gained attention for its potential
to address several authentication-related problems with IoT
authentication protocols. The methods have made use of
various sophisticated encryption algorithms that meet mutual
authentication and access control requirements. Additionally,
these methods can merely prevent the Sybil attack from being
exploited. In addition, blockchain-based approaches applied
Lagrange interpolation mechanisms and pre-image sample
entryway techniques for mitigating the vulnerabilities of cho-
sen plain text message attack [121].

3) BLOCKCHAIN FEATURES INTEGRATED WITH IoT
As mentioned before, the name ‘‘blockchain’’ comes from
the way blocks in blockchain technology are arranged into
chains. But blockchain technology is far more intricate than
a simple arrangement of links and blocks. To genuinely
assemble the block and ensure that it won’t be tampered
with or compromised, numerous additional parts are needed.

Asymmetric-key cryptography, ledgers, and cryptographic
hash functions are a few of these crucial technologies [122].

a.) Blockchain technology’s cryptographic hash algo-
rithms are its primary constituent. A technique called
hashing can be used to determine a unique output for
any size input. If the recipient does not have the keys,
the material is encrypted into a safe format that can-
not be read. This demonstrates that the data has not
changed [123]. An output with a length of 256 bits is
produced by the SHA256 algorithm from inputs with
a length of less than 264 bits. There are sixteen 32-
bit words that make up its 512-bit block size. Through
a message scheduler, this 512-byte block is fed into a
message compression mechanism in 32-bit words. The
512-bit message block is then expanded into sixty-four
32-bit by the message scheduler.

b.) Asymmetric-key cryptography, sometimes referred to
as public-key cryptography, is a second crucial element
of blockchain [124]. Two keys are used in asymmetric
key cryptography: a public key and a private key. This
component’s primary function is to be employed in
cryptocurrency-related transactions. The public key is
used to safeguard blockchain activities and provide
open access to data stored in the block, including the
address of a single cryptocurrency across the network.
An individual uses the far more limited private key to
digitally sign transactions.

c.) The ledger is the third key component of blockchain.
All that would be a ledger would be a list of transac-
tions. Traditionally, one entity operated and consoli-
dated these ledgers. In the case of blockchain, however,
the distributed ledger is far more prevalent [125]. Digi-
tal ledgers known as distributed ledgers are dispersed
among nodes in a network so that each node has an
identical copy of the ledger. All nodes or holders on
the network will receive simultaneous updates from
this ledger. Distributed ledgers employ cryptography
signatures for information authentication as well. Dis-
tributed ledgers apply to blockchain technology.

To raise the total security level of IoT, the right technologies
and procedures must be used. The blockchain’s security fea-
tures have come to light because of its quick development,
and these could now be used as viable IoT security strate-
gies. Building distributed IoT systems using the blockchain’s
features of decentralization, consensus mechanisms, data
encryption, and smart contracts is a good way to prevent
possible threats and save transaction costs [126]. Blockchain,
being a decentralized and transparent database platform, can
improve IoT security performance to a greater extent.

4) BENEFITS OF BLOCKCHAIN IN IoT
IoT and blockchain are two cutting-edge technologies that are
getting a lot of attention. However, security is the most crucial
component that influences how well blockchain integrates
with IoT and how well IoT security performs. Some of the
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major advantages of the blockchain integrated in IoT are as
follows:

I) Blockchain uses consensus techniques to guarantee IoT
security. The absence of trust mechanisms amongst
IoT devices is the cause of the security problems.
Blockchain offers a method that eliminates the need for
nodes to trust one another.

II) Blockchain addresses IoT reliability. Blockchain’s dis-
tributed network architecture ensures that the system’s
data remains safe and dependable even in the event of
a node or nodes being attacked. The consensus process
can be used to identify a participant through the agree-
ment of 51% nodes when the system needs to ban them
from acting inappropriately. This can be done without
compromising the system’s overall performance.

III) Blockchain has the potential to greatly lower equip-
ment costs and improve the overall efficiency of the
IoT. Blockchain processes hundreds of billions of
IoT transactions by fully utilizing P2P computing.
Blockchain technology has the potential to lower setup
and maintenance costs for centralized databases. In the
meanwhile, the blockchain may fully utilize the inter-
net, computational power, and storage capacity of idle
IoT devices, which lowers computation and storage
expenses [127].

IV) Products and services can have a longer life cycle
thanks to blockchain. According to the blockchain
concept, IoT assigns equipment maintenance duties to
a community that takes care of itself. Regardless of
whether a device is nearing the end of its life cycle
or not, this fact keeps IoT relevant and will reduce
infrastructure costs [128].

Blockchain is designed as 1) a private network with permis-
sions that can be limited to a specific number of users.

2) A public, permission-less network that anybody can
join [129]. One of the earliest and most popular apps to
rely on blockchain technology is Bitcoin. Most well-known
cryptocurrencies have utilized the technology and/or platform
of the Bitcoin network. Digital currency transactions use Bit-
coin. In July 2015, the Ethereum blockchain became live and
became accessible to the public. The Ethereum blockchain
can run smart contracts like Hyper ledger, Eris Stellar, Ripple,
and Tender Mint in addition to storing records. Ethereum
facilitates the use of its own virtual money, ether. User-written
programs known as ‘‘smart contracts’’ can be uploaded to
blockchains and run [130]. Data that is immutable cannot be
deleted or changed. Blockchain increases access control and
privacy.

J. PHYSICAL UNCLONABLE FUNCTION
Physical Unclonable Function (PUF) is a circuit chip. Every
chip has a unique fingerprint that is formed during produc-
tion, just like human fingerprints [131]. By incorporating a
particular circuit architecture referred to as a PUF circuit
into the chip, this inherent feature can be extracted. PUF
circuits take an input consisting of a series of bits (so-called

FIGURE 15. Blockchain in IoT.

challenges) and output a response sequence of bits (so-called
replies). No two chips ever produce the same results for
a given stimulus. A challenge and the matching response
that goes with it are referred to as a challenge-response
pair (CRP) [132].

PUFs are one potential hardware solution for identity and
authentication in IoT applications. PUFs have the potential
to be an inexpensive and useful solution for secret key gen-
eration since they extract distinctive hardware properties.
Nonetheless, several obstacles restrict the PUFs’ use in key
generation. -based key generation approaches [133].
One strong and portable way to secure IoT devices is

to use PUFs. PUF interoperability with IoT devices with
constrained processing resources is its primary benefit over
existing conventional cryptography methods. PUFs have
been suggested as a scalable low-cost alternative. PUFs
hold significant value for IoT developers as they guaran-
tee completely secure authentication without requiring any
cryptography assets on the device, making them particularly
appealing for IoT devices with limited resources [134].

By including a unique PUF circuit, an IoT product can
incorporate a PUF, for example, as a stand-alone ASIC or as a
component of a system on a chip. Implementing a PUF circuit
on reconfigurable hardware, such as a Field Programmable
Gate Array (FPGA) is the alternative. With this second
method, IoT developers have more control over the PUF
architecture they employ andmaymore closely customize the
system to meet their unique application requirements [135].

The authors in [136] mentioned that users must remember
and continuously change their complex passwords. Users do
not utilize high-entropy passwords, hence password authen-
tication schemes are vulnerable to offline password-guessing
attacks. They devised a safe authentication technique that
combines password-protected biometrics and physical non-
cloning functions.

Another model was developed to create a new lightweight
mutual authentication protocol for RFID-based IoT systems
using multipurpose digital logic encoder architectures [137].
Model multi-function logic circuits produce various logic
outputs for each random selection of control inputs, signif-
icantly improving security. The protocol was described in
Verilog Hardware, implemented on the Altera DE2 Cyclone
II FPGA board (EP2C35F672C6), and synthesized into the
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technology platform for 180 and 90 nmASICs. The suggested
protocol was tested in real time on Jennic JN5168 test beds
running Contiki OS for IoT applications with low resources.

Reference [138] proposed a static random-access mem-
ory (SRAM) stack for fingerprinting and an auto-encoding
network (AEN) for fingerprinting and verification. They eval-
uated eleven AVR Harvard architecture probe devices from
various vendors in a diverse pool. The fingerprint’s indepen-
dence in the AENs allows for easy distribution and update,
and the observed assessment time (approx. 10-4 sec) and data
gathering time (approx. 1 sec) make the approach useful in
real-world applications.

FIGURE 16. A Depiction of PUF.

K. QUANTUM COMPUTING
Peter Shor introduced the idea of quantum computing
in 1994. It can calculate the physical properties of matter
and energy and can break the RSA crypto-system, whose
security depends on integer factorization, in polynomial time.
Furthermore, according to the publishing of Shor’s algorithm,
a strong quantum computer would be able to defeat every
contemporary communication security method, including
key exchange and digital data authentication. As a result,
every conventional public-key crypto-system was made
useless [139].

To give one example, the advent of quantum computing
will herald the end of conventional cryptography. The pub-
lickey crypto-system’s security will vanish with the creation
of the first quantum-factoring device. For public-key cryptog-
raphy systems like RSA, the post-quantum transition presents
numerous basic difficulties that must be resolved to prevent
further intimidation. Quantum computers will be able to crack
RSA with 2000 bits by 2030. Additionally, there is a risk to
those crypto-systems that give security of 80 bits or fewer that
were phased out between 2011 and 2013 [140].

Despite this, the use cases for post-quantum RSA rely
on the remote chance of significant advancements in attacks
against widely used alternatives, and the same critique is also
heavily utilized as covered in On traditional computers, it is
challenging to solve several hard crypto-system problems,
including the conventional RSA algorithm, confidentiality
and integrity, and other cutting-edge threats. Consequently,
when quantum mechanics is considered, the idea becomes
valid. This means that the traditional pre-quantum RSA

methodology needs to be changed to a safe post-quantum
cryptography-based RSA method.

Because IoT-based cloud applications require a lot of pro-
cessing power, there has been a noticeable increase in interest
in quantum computing in recent years [141]. Professionals
and experts in computers have been working on developing
quantum computers. These devices use quantum principles,
which enable them to use these phenomena to solve math-
ematical problems that are too complex and difficult for
classical computers, such as logarithmic problems and integer
factorization.

Furthermore, these gadgets have the potential to propel
advancements in artificial intelligence and effortlessly breach
the encryption safeguarding crucial computers for national
security. Public-key encryption is seriously threatened by this
security scenario because it is unable to withstand quantum
attacks by lengthening its keys faster than the rate at which
quantum computing is developing. Particularly when consid-
ering IoT-based cloud applications, such security risks would
jeopardize the secrecy and integrity of digital communica-
tions cryptography both online and offline. There is a lot of
concern about this security hazard obstacle [142].

1) QUANTUM CYBER SECURITY TEST-BED
Testing platforms focus on quantum capabilities, despite
security principles. Simulated systems avoid costs and com-
plexity but are limited due to parallel processing capacity
limitations. True quantum processing relies on superposition
states in non-quantum devices. The Quantum Cryptography
Secure Communication Project (SECOQC) in Vienna built a
test platform for encryption communications and video con-
ferences, demonstrating AES encryption and QKD protocol
distribution, but limited transmission capacity [143].

Many physical test-bed environments focus on commu-
nication, for example, the 2004-2008 SECOQC project in
Vienna utilizes AES encrypted communication and QKD
protocols, but with limited transmission capacity and secu-
rity guarantees in controlled networks. The IEQNET test
bed (2021) demonstrated 90% fidelity of teleportation over
approximately 44 km [144], demonstrating quantum entan-
glement and quantum teleportation. Oak Ridge National
Laboratory groups have also demonstrated full control of
frequencybin qubits, promoting frequency encoding poten-
tial [145]. Qubitekk and EPB collaborated on a commercial
quantum network in Chattanooga, Tennessee, recognizing the
maturity of quantum communications [146].

Other test-beds focus on computing capabilities such as
the Sandia National Laboratory’s QSCOUT research facility
aims to build a 32-qubit quantum calculator using trapped
ions, while services like AWS, Google, Quantinuum, IBM,
and IBM use quantum computing resources. Security con-
siderations are relevant in various areas, but the evaluation
of experiments varies [147]. Experts may learn about quan-
tum systems and their ‘‘red teaming’’ for vulnerability
assessments and penetration tests. However, domain-specific
knowledge and niche hardware resources may limit the need
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for quantum testbeds. A ‘‘user-facility’’ test bed is needed,
similar to largescale research infrastructures.

Quantum computing’s rapid development poses a sig-
nificant threat to current public key encryption standards,
including the Shor Algorithm. This algorithm, used in digital
applications like email, banks, and defense, could be bro-
ken by quantum machines, despite their development taking
30 years [IEEE]. Accelerated quantum computing has signif-
icantly impacted public key encryption standards, including
Shor Algorithms, making them unsafe. These algorithms are
crucial in digital applications like email, banking, and digital
currency. It’s too risky to ignore quantummachines’ potential
to break systems [147].

FIGURE 17. Quantum computing concept.

L. GREEN IOT (GIOT)
The GIoT is an energy-efficient IoT that aims to link every-
thing, anywhere, at any time, andwith a key characteristic that
energy needs must come first. The fact that the components
of the GIoT are identifiable, recognizable, intelligent, and
autonomous and that they can access and share data and
with other objects makes it an amazing technology. A GIoT
schematic. GIoT will be necessary in the future since it can
save energy and protect the environment for coming genera-
tions. As IoT (IoT) connects different objects anywhere, any-
time, and with anything, the large number of IoT gadgets and
their proximity to people, energy efficiency is a basic need for
this technology. In general, focusing on energy efficiency at
different IoT levels results in Green IoT (GIoT), which lowers
costs while lowering risks to human health [148].
Green IoT is crucial for reducing energy use and promot-

ing environmental sustainability. The GIoT program aims
to enhance energy efficiency across IoT systems, involving
academic and industrial research on software optimization
and hardware improvement. This research covers various
challenges and solutions in IoT energy efficiency. The
study focuses on energy efficiency in IoT networks and
devices, evaluating hardware and software components for
improvement. It also investigates ecologically-friendly man-
ufacturing processes and materials, examining the environ-
mental impacts of sound production methods and sustainable
materials [149].
The study emphasizes the importance of integrating renew-

able energy sources like solar and wind power into Green
IoT devices, incorporating optimization and data analytics
techniques to enhance energy efficiency and sustainability.

The study explores the potential of IoT sensors for envi-
ronmental programs, resource management, and e-waste
elimination. It explores strategies to prolong device life, pro-
mote upgradeability, and promote ethical disposal practices.
Compliance with environmental standards and legislation is
closely scrutinized, with recommendations for future policy
revisions.

Some literature such as [00] discusses energy consumption
and technology concerns, emphasizing green IoT, security,
trends, and global carbon footprint, offering solutions for
technical advancements and addressing the planet’s car-
bon footprint. Again, authors in [00] explore the trend of
IoT development, highlighting its potential for careless use
and the need for green IoT. It emphasizes the importance
of ecologically responsible technology use, particularly in
healthcare and agriculture. The article also discusses sensor
cloud integration models.

In [150] studies explore IoT development trends, empha-
sizing careless use and green IoT, especially in healthcare
and agriculture, and discuss sensor cloud integration models.
Other authors in [151] emphasize the importance of respon-
sible and efficient use of IoT in daily activities, emphasizing
the need for green energy-based technology development.
In [152], the aim is to transform IoT networking into an envi-
ronmentally friendly platform by enhancing network coding’s
functionality in communication and reliable storage.

We can say that if suitable industrial and scientific solu-
tions are offered to address difficulties like security concerns,
lack of standards, and technological limitations, GIoT will
prove to be a viable and suitable substitute for IoT. It is
believed that as GIoT develops and grows, CO2 emissions
from various businesses will be reduced and managed. The
four core components of the GIoT are communication,
architecture, hardware, and software. On the other hand,
there are certain technological difficulties, standards, security
concerns, and other unresolved issues with GIoT imple-
mentation. However, to speed up the recycling of GIoT
equipment, renewable materials need to be created.

FIGURE 18. A depiction of GIoT environment.

IV. SMART APPLICATION DOMAINS
IoT increased the connectivity of digital objects, called
intelligent objects, based on standard interoperability com-
munication protocols, which have their identity, physical

91372 VOLUME 12, 2024



J. S. Yalli et al.: IoT: Origins, Embedded Technologies, Smart Applications, and Its Growth

characteristics, and virtual characteristics [153]. Intelligent
objects are connected to wireless interfaces and integrate
the concept of object-oriented interfaces with RFID, which
enables objects to communicate through the Internet, receive
data, interpret the meaning of data, act intelligently, and react
appropriately to the environment. Internet connectivity brings
the concept of Internet-oriented. Then it followed seman-
tic oriented, where machine representations, in combination
with other intelligent technologies, demonstrated promise
in describing objects, sharing, integrating information, and
creating new knowledge by inference [154]. The following
are some of the major smart areas of IoT in use today.

A. SMART HOME
In recent years, smart homes have become increasingly pop-
ular. It is estimated that the average household will contain
500 ormore smart devices [107]. Smart homes have the vision
to add intelligence to everyday household objects such as
appliances, door locks, surveillance cameras, furniture, and
storage doors to build them and interact with existing Internet
infrastructure. The addition of intelligence to physical objects
offers many advantages, including better convenience, safety,
and efficient use of natural resources. For example, Smart
Home adjusts the blinds according to environmental changes
to save energy, automatically opens the garage door when
an authorized vehicle approaches, or automatically orders
medical services when an emergency occurs.

In smart homes, traditional household appliances are part
of existing Internet extensions. If the device is damaged, the
consequences may be severe. For example, a successful hack
of a smart lock can allow intruders to enter the house; a com-
promise of a baby monitor can scare a baby from intruders;
a hack of a microwave can cause a fire in the house. Smart
Homeowners may not want to live in Smart Home if safety is
a concern. Instead, they can expect to improve home security
through intelligent surveillance services [155]. In addition,
the privacy of smart homeowners must be maintained. How-
ever, continuous data collection from smart home devices can
reveal homeowners’ private activities. It poses serious threats
to the privacy of homeowners.

An essential component of this urban ecosystem is the
home, which is currently a sophisticated structure with sev-
eral interrelated systems and frameworks, including utilities,
security, and lighting [156]. Building complexity increases
with building growth, and buildings are susceptible to dis-
turbing disturbances that could jeopardize resources and life
safety. The potential for smart buildings should be to lessen
the effects of infiltration, enable proactive and intelligent
data management to support preventive activities and actions,
and enhance the overall quality of life [18]. It is anticipated
that effective control and security technology will reduce the
number of undesired items in private residences.

For instance, if a theft occurs while the house is unoccu-
pied and locked. Thanks to the IoT, many individuals can
now do things that previously seemed like dreams, such as
voice-activated heater control. IoT Smart Homes combines

FIGURE 19. A typical smart home.

technology and smartness. The IoT was first introduced in
the early 1980s, whereas the smart house was first offered
in 1975. Numerous scholars have expressed interest in this
subject since then. Since 2017, in particular, the research on
IoT applications in smart homes has advanced quickly.

The development of smart home systems has been made
possible by the IoT. Homeowners can operate their appli-
ances both manually and automatically with smart home
automation. Previous studies have shown that with the aid of
electronic platforms like Arduino, ESP8266, and Raspberry
Pi, the majority of IoT implementations on smart homes use
a certain kind of messaging/communication protocol, such as
the (Message Queuing Telemetry Transport) MQTT proto-
col [157]. Constructing an IoT-based smart house primarily
aims to provide smart home monitoring and control, which
can enhance quality of life and bring comfort, effectiveness,
and energy efficiency.

B. SMART CITY
IoT is used in the development, implementation, and upkeep
of smart cities. Urban expansion has reached a new tech-
nological level of user convenience and ease of life. The
term ‘‘smart city’’ refers to a broad notion that includes
managing and organizing a city using embedded technology.
A smart city must be able to use IoT-embedded technology to
integrate all of its infrastructures, administration, governance,
people and communities, health, education, and natural envi-
ronment [108]. These IoT technologies include electronics,
sensors, and networks that are connected to computer systems
that have databases, tracking, and algorithms for making
decisions.

Concerns about economic restructuring, environmental
challenges, governance issues, and public sector problems
that require more intelligent solutions are growing with the
increase in urbanization. The enormous rate of develop-
ment in modern cities is making the problems they face
more complex. Thus, wiser growth is promised by the smart
city. With smart cities utilizing the most recent technologi-
cal advancements to seamlessly accelerate urbanization, the
globe has truly become a global village where communica-
tion, information access, and distant interaction, integration,
and cooperation are now conceivable. Smart cities that are
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FIGURE 20. A typical smart city.

leading the way include Barcelona, Amsterdam, Singapore,
and France [158].

C. SMART GRID
Another typical IoT application is the construction of smart
grids. Smart grids are designed and implemented to improve
the reliability, cost savings, and performance of traditional
power networks. It aims to integrate green and renew-
able energy, such as wind power, geothermal power, and
solar power, and to improve the reliability and manage-
ment of traditional power networks more efficiently [159].
The intelligent grid data communication network connects
many intelligent grid devices and plays an important role in
achieving the above objectives. It not only collects energy
consumption data but also monitors the status of intelligent
network systems [160].

Many new applications can be developed based on smart
grid data communication networks. As an example, utili-
ties can better distribute and balance the load based on the
collected energy consumption information. It also helps to
design a fair but scaled pricing model taking into account
insufficient energy consumption in the time and space dimen-
sions. By building intelligent network status monitoring
applications, it is possible to detect network system failures as
soon as possible and design new failure-tolerant mechanisms
to better respond to failures.

Many technologies, including automatic measuring infras-
tructure [161], have been proposed to build intelligent
network communications networks. Intrusion into the intel-
ligent network and cutting off power supplies to a large
area may cause enormous physical and economic damage to
society. Analyzing energy use data can also reveal the daily
private activities of individuals [162]. Moreover, attack data
integrity and false data injections can interfere with the smart
network charging system, disrupt the network start-up state
estimate, disturb the electricity flow, and delay the response
to demand. Smart grids replace conventional energy grids
because they provide efficient, reliable, intelligent, and inter-
active features.

Smart grids not only manage power distribution but also
guarantee customers’ current and future needs. Smart grid
is a digital computing and communications technology
integrating digital computing and communications to

improve the traditional power grid and provide a secure,
efficient, reliable power supply and information exchange
between power plants, utilities, and consumers [163].

Therefore, the intelligent network is a smart power infras-
tructure that can maintain power providers, distributors,
and consumers’ operational needs in real-time. Through
smart grids, consumers can use efficient and higher-quality
electricity, communicate with smart meters or electricity
providers, andmanage their consumption. Conventional elec-
tricity distributes electricity in one way, so consumers cannot
participate and cannot tailor their consumption needs [164].

Smart grids are electrical distribution systems that dis-
tribute energy flows from manufacturers to users in two
directions and have electrical functions such as intelligent
meters, intelligent machines, sustainable energy resources,
and efficient energy supplies. Smart grids are the fun-
damental components of energy management, reliability,
cost-effectiveness, and sustainable environment energy inde-
pendence. IoT has become the largest computing platform.
It has been applied in many application areas such as logis-
tics [165], intelligent homes [166], intelligent cities [167],
intelligent health [168], intelligent connected vehicles [169],
and intelligent networks [170], smart farming [171].

Electricity suppliers have launched campaigns to replace
old electricity meters with smart meters that enable two-way
communication between the smart meters and the Metering
Data Management System (MDMS). Meter readings can be
sent directly and automatically to the MDMS to generate
bills etc. without the need for human intervention. Each smart
meter in the network monitors its neighbors and reports any
malfunctioning activity. The compromised node can launch
various types of malicious attacks, such as black hole attacks,
sinkhole attacks, injecting false information, and jamming the
channels [172].

FIGURE 21. A typical smart grid.

D. SMART HEALTHCARE
It is proposed that Smart Health improves the efficiency of
health systems and reduces health costs. Market Research
analyst predicts that the sector is worth $117 billion as of
2020. By integrating smart health devices into existing health
infrastructures, health professionals can monitor patients
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more effectively and use data collected from these devices to
determine who needs the greatest attention. In other words,
health professionals can build proactive management sys-
tems based on the collected data because prevention is more
important and effective than treatment and using a network of
devices.

Researchers also study techniques for installing sensors
into the human body to monitor their health [168]. Health
professionals can discover behavior changes in patients with
diseases and medications during treatment. Integrated health
and security is also an important concern. Networkedmedical
devices are convenient to collect data and verify the status of
devices, but are also dangerous, as instructions can be sent to
stop the device’s function.

In addition, most of the data collected in the system are
very sensitive medical data, privacy is an important issue
in intelligent connected health care [164]. Without a doctor
present, smart flexible wearable linkedwith RFID technology
in hospitals will be able to monitor patients’ blood pressure,
heart rate, temperature, and other vital signs. In an emergency,
a drone ambulance can fly with a medical kit to administer
first aid until an ambulance arrives or until the hospital is
reached.

FIGURE 22. A typical smart health.

E. INTELLIGENT TRANSPORTATION SYSTEM
Research has shown the synergy between Intelligent Trans-
portation Systems and IoT as a transformative paradigm in
the field of transportation. IoT sensors can be mounted on
vehicles to track their location, search for availability of
parking space, intelligent traffic management, information
about the road ahead, and so on. All this is achieved via the
analysis of the data generated and shared from the sensors in
the field, on the cars, and in other places and objects. A smart
transportation system added to the development of a state.
Intelligent traffic management is essential in any populated
city, it helps reduce the time people spend on the road, helps
reduce accident rates, and gives information that helps the
driver make certain decisions. Road signs are again helpful
to drivers as they help connect and navigate through the road
network [173].

Smart infrastructure can be realized when IoT technology
is embedded in modern transportation systems such as traffic
lights, and adaptive traffic management systems. Consider
for example four-side traffic that allocates an equal amount
of time of say one minute to every side of the traffic while
in reality, one side is denser than the others, it will create a
long traffic queue on that side and leave other less traffic sides
empty. But with intelligent traffic, the system will decide on
the amount of time to be allocated to each side and permit
those that need to pass if there is no one at the moment.

Therefore, IoT technology integration into transporta-
tion systems has the potential to produce more effective,
Ecofriendly, and user-friendly mobility solutions; neverthe-
less, security, privacy, and legal issues need to be carefully
taken into account [174]. Smart infrastructure can be realized
when the IoT technology is embedded in modern trans-
portation systems such as traffic lights, and adaptive traffic
management systems. Consider for example four-side traffic
that allocates an equal amount of time of say one minute to
every side of the traffic while in reality, one side is denser
than the others, it will create a long traffic queue on that side
and leave other less traffic sides empty.

But with intelligent traffic, the system will decide on the
amount of time to be allocated to each side and permit those
that need to pass if there is no one at the moment. Therefore,
IoT technology integration into transportation systems has the
potential to produce more effective, Eco-friendly, and user-
friendly mobility solutions; nevertheless, security, privacy,
and legal issues need to be carefully taken into account [174].

FIGURE 23. An intelligent transport system.

F. SMART EDUCATION
The term ‘‘smart education’’ describes the application of
cutting-edge ideas and technology to improve the educational
process. To make education more interactive, individualized,
and accessible, it entails integrating digital tools like artificial
intelligence, online learning environments, and interactive
whiteboards. The goal of smart education is to use technology
to enhance instruction, involve students, and streamline the
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learning process as a whole. By using cutting-edge technolo-
gies to change the classroom, smart education goes beyond
conventional teaching techniques [175]. It entails utilizing
technologies like artificial intelligence, augmented reality,
and virtual reality to produce engaging and dynamic learning
environments.

Themain goals of smart education are to accommodate dif-
ferent learning styles, encourage teamwork, and give teachers
and students immediate feedback. This method seeks to
prepare students for the challenges of a quickly changing
digital world by making learning more dynamic, interesting,
and customized to meet their individual requirements [104].
Smart education takes place in a smart environment that
integrates various ICT tools and a whole range of new tech-
nologies (e.g. AI, ubiquitous, and cloud computing) into the
traditional classroom to enable a high-quality and interactive
educational process [176].

Smart school management with solutions for smart man-
agement of transportation, energy consumption, school and
campus security, access to classrooms and other facilities,
monitoring student activity and participation in the learning
process, etc. These functions are achieved through special-
ized applications such as IoT sensors and actuators, cameras,
data collectors, cloud computing, artificial intelligence, and
machine learning algorithms. Temperature, lighting, humid-
ity, and oxygen levels are a few of the physical aspects of the
school environment that have an impact on learning [177].
To provide the best possible learning environment, they are

appropriately observed and managed. An enormous amount
of data about the classroom environment is gathered and
analyzed by several sensors. Through the use of wearable
technology, cameras, motion sensors, RFID readers, and
other devices, the learning process flow is monitored. They
monitor students’ participation, keep an eye on their pres-
ence, identify inappropriate behavior, and keep tabs on how
students communicate within the learning system.

The IoT changes the conventional classroom setting into an
intelligent, next-generation setting with improved and more
effective learning procedures. To do this, intelligent systems
for access control, lighting, heating, air conditioning, air qual-
ity monitoring, and other facilities must be integrated with
intelligent systems that handle the actual learning process,
such as keeping an eye on student behavior, noise levels, in-
class fidgeting, etc. These systems are linked to a cloud-based
control center that processes and analyses sensor data to
control other environmental factors [178].

G. SMART AGRICULTURE
To improve farming methods, smart agriculture makes use
of technology such as sensors, data analytics, and the IoT.
Precision farming is included, where resource usage is opti-
mized through data-driven decision-making. Farm manage-
ment software, robots, and automation simplify operations,
while remote monitoring allows for fast reactions to shifting
circumstances. Enhancing productivity, minimizing the

FIGURE 24. A typical smart education system.

FIGURE 25. A typical smart agriculture

impact on the environment, and advancing sustainable agri-
culture are the objectives [179].

A high-tech farmingmethod known as ‘‘smart agriculture’’
uses cutting-edge technologies to provide the best possible
agricultural management. It transforms conventional farm-
ing methods by fusing sensors, data analytics, and the IoT.
Cloud-based IoT design for precise agriculture [180] has been
presented and has emerged as a prominent technology with
widespread applications in a variety of industries, including
agriculture. Farmers can acquire information about green-
house farms for a minimal cost by using video, pictures, and
short message services.

Furthermore, cloud computing is capable of manag-
ing large-scale intelligent computing systems [181]. The
integration of IoT-based agriculture with cloud computing
accelerates monitoring, facilitates maintenance, simpli-
fies understanding, and precisely addresses greenhouse
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TABLE 2. Differences between IoT and the Internet.

cultivation issues [182]. A model in [183] described an
IoT-based greenhouse network architecture built on cloud

technology. The model allows greenhouse resource managers
to manage a large number of requests while also efficiently
managing resources.

Their platform consists of three types of cloud services:
software as a service (SaaS), platform as a service Platform
as a Service (PaaS), and Infrastructure as a Service (IaaS).
The network can give data for a variety of reasons within the
greenhouse, such as pest management information, meteoro-
logical conditions, irrigation information, and so forth [184].
Developed cloud integration solutions that evaluate big data
quantities and automate agricultural monitoring despite inad-
equate network information.

The new method also accelerates data processing and aids
pest management in smart greenhouse plants [184], [185].
The agricultural system used cloud computing, IoT tech-
nology, and sensor data. The primary goal of this system
is to successfully control all environmental parameters of
intelligent greenhouse farms using fuzzy controllers to reduce
complexity [185]. To put it simply, smart agriculture uses
technology to build an ecosystem of farming that is efficient,
data-driven, and sustainable.

Farmers may increase productivity, lessen their impact
on the environment, and support the long-term survival
of agriculture by adopting these innovations [164]. Green-
houses will benefit from smart agriculture’s ability to regulate
temperature, monitor soil nutrition, lighting, humidity, and
precise watering and fertilizing. The merchant will be able
to keep track of the goods and products that are available,
together with their smart supply chain management and
retailing. The things themselves can even make orders auto-
matically when they are about to run out.

V. IoT VS INTERNET
RFID, Zigbee, Bluetooth, and other short-range wireless
technologies are used to connect the IoT to the internet. The
Internet Assigned Numbers Authority (IANA) depleted the
IPV4 addressing scheme in February 2011, making the tran-
sition to IPV6 necessary as billions of connected devicesmust
be identified online. IEEE standards body is responsible for
implementing IoT in terms of privacy, security, and network
architecture.

VI. CONCLUSION AND IOT FUTURE VISION
Imagine a situation in which someone wakes up from a nap,
imagine a situation where someone resides in a smart city,
and a series of events take place after the person wakes up
from sleep and ends when he gets back home (i.e. work
hours events). He uses the restroom first. The door to the
bathroom opens automatically, next, thewater faucet is turned
on for a variable interval of time. The apartment door opens
as he walks in front of it. The elevator’s door will open as he
approaches it, and it will be adjusted to stop at the person’s
preferred level. These actions are performed from when he
wakes up and go on until he reaches his workplace.

Standardization is a good solution to IoT problems. It will
assist in resolving issues with cost, complexity of com-
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munication, and compatibility and generally simplify IoT
problems. For example, contacting an IoT refrigerator is to
contact the owner at home but if the refrigerator is in a hos-
pital who to contact requires multiple parameters, therefore a
need for standardization. Three stand-alone IoT applications
are marketing, transportation, and healthcare. However, the
issue of duplication can be solved if these three applications
are combined into one and made into smaller apps.
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