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ABSTRACT In the recent past, algorithmic stock market trading for financial markets has undergone
significant growth and played a major role in investment decisions. Several methods have been proposed
with the objective of designing optimum trading strategies to maximize profitability, economic utility,
and risk-adjusted returns. Although traditional methods including mean reversion, momentum, and trend
following approaches show good results, but have poor generalization and often performwell in specific time
frames. Presently, Reinforcement Learning (RL) approaches are more adaptable and continually perceive the
environment by making optimum trading decisions. However, it is still difficult to develop a lucrative trading
approach in a complicated and dynamic stock market. The primary challenges in RL methods are effective
state representation to reflect current market situations and a suitable trading reward to encourage agents to
make more informed decisions. To address such challenges, this research presented a multifaceted strategy
for multi-stock market trading using RL that incorporates enhanced state representation based on daily
historical data, technical indicators, and fundamental indicators from balance sheets, income statements,
and cash flow statements. To inform the agent about the impact of decisions taken on a day-to-day basis by
considering risk, a novel reward function named PSR is also proposed. The proposed RL agent is trained
in a multi-stock environment in which investors have multiple shares and trading signals are needed with
the quantity of shares by using Advantage Actor-Critic (A2C), and Deep Deterministic Policy Gradient
(DDPG) algorithms. Furthermore, the proposed multifaceted strategy is validated on 30 Dow Jones stocks
and the proposed model outperforms the benchmark Dow Jones Industrial Average index during backtesting.

INDEX TERMS Artificial Intelligence, Algorithmic trading, stock market trading, reinforcement learning,
technical indicators, fundamental analysis.

I. INTRODUCTION
Stock trading is the process of purchasing and selling a
company’s shares on the financial market. By means of
recurring orders to purchase and sell, the major objective
is to maximize capital returns by leveraging market volatil-
ity. The main theme is buying at a lower price and then
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selling for a higher price generates profit. However, in the
age of rapid scientific breakthroughs, financial markets have
experienced revolutionary shifts, affecting the fundamentals
of stock trading techniques and market behavior [1]. This
ever-changing environment of stock market conditions con-
tinues to draw the interest of investors, economists, as well as
researchers. Designing an appropriate trading strategy is the
most important aspect of stock trading in order to make more
optimal decisions at the right time to attain more profits and

VOLUME 12, 2024

 2024 The Authors. This work is licensed under a Creative Commons Attribution 4.0 License.

For more information, see https://creativecommons.org/licenses/by/4.0/ 90041

https://orcid.org/0000-0002-1982-0848
https://orcid.org/0000-0003-2904-2223
https://orcid.org/0000-0002-2709-0849
https://orcid.org/0000-0003-1936-6785
https://orcid.org/0000-0002-3367-1711


Y. Ansari et al.: Multifaceted Approach to Stock Market Trading Using Reinforcement Learning

FIGURE 1. Stock trading system assisting in buying and selling of multiple stocks owned by investors.

prevent financial losses on time [2]. In this context, expert-
designed trading techniques may not yield positive returns
under all market situations [3]. With the emergence of com-
putational methods in finance in the early 1990s, different
researchers have introduced the use of Artificial intelligence
(AI) to financial transactions in the stock market [4]. More
precisely, to assist investors, different AI-assisted approaches
have been devised including stock market prediction models
[5], algorithmic trading agents [1], portfolio optimization
and management [6], etc. Such strategies are quite useful in
making better informed and profitable decision-making.

One of the primary benefits of employing these methods is
to get rid of emotional decision-making, judging patterns that
are overlooked by humans, and consuming information more
quickly [4]. It is observed from existing studies that human
trader’s decision-making is often biased because of their
sentiments and as a result, final profits are frequently lower
than expected [7]. In addition, stock prices fluctuate often,
making it difficult for human traders to respond effectively.

To address such issues, the concept of Algorithmic Trading
(AT) is developed and going to evolve from time to time.
A pictorial representation of stock trading systems assisting
investors in buying, selling, and holding multiple stocks to
increase the portfolio of an investor or entity is depicted in
Figure 1. Algorithmic trading can be seen as a computer pro-
gram that executes trades based on rules and logic specified
by a programmer. In terms of analysis, a computer-based
trading agent took less time in comparison with humans.
In the existing literature, different algorithms for trading have
been proposed e.g. mean reversion [8], momentum [9], and
rules discovery methods [10]. Nevertheless, these rules-based
methods show poor generalization and their performance

is usually good in specific market situations [11]. Some
forecasting-based methods have also been devised, in which
future stock values are predicted and later on, rules for trading
have been defined [12]. Various kinds of supervised learning
techniques including linear models [13], tree-based models
[14], and deep neural networks [15], are also employed. How-
ever, because of different factors of the stock market such as
high volatility and the noisy nature of the stockmarketmake it
difficult to estimate future prices properly [16]. Furthermore,
there is a significant disparity is observed between forecast
signals and profitable trading actions [17], [18].

The usage of supervised machine learning for trading is
quite challenging since the training of the model is done
to anticipate prices with the objective of minimizing the
prediction error [19]. Moreover, mapping between predic-
tive signals to trading positions is non-trivial e.g. horizons
of predictions are usually short (one to few days based on
daily data) [20]. In practical trading, the handling of risk and
portfolio are also important while trading. Hence, to improve
stock trading strategies, more advanced approaches, such
as Reinforcement Learning (RL), are also employed. One
key advantage of using RL in Quantitative Trading (QT)
is its ability to do market analysis and decision-making
without explicitly anticipating future prices of stock. The
usage of RL for Algorithmic trading can be thought of
as a decision-making process, with the problem being to
continually perceive the environment and make optimum
trading decisions. These algorithms have also the capabil-
ity to enhance their policy over time through self-learning
which ultimately makes them suitable and adaptable to be
employed for AT. Various methods have been used to build
the trading algorithm utilizing reinforcement learning. Some
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research studies has just used historical stock data [21], while
others have used news sentiment trends [22] and approached
data fusion models i.e. technical indicators and candlestick
charts [2], and fusion of macro-economic and sentiment
data [23]. On the other side, several algorithmic advance-
ments have also been devised, such as ensemble models
[24]. The fundamental challenge of all these algorithms is
the precise awareness of the stock environment, the more
knowledgeable an agent is about the stock market, the more
accurate decisions it can make. In this aspect, environment
perception necessitates accurate and strong feature represen-
tation of the stock market. In accordance with that, designing
a good reward function is highly critical to aid the RL
agents in making more informed judgments. In comparison
to the existing methods, although most adaptive and flexi-
ble trading techniques based on reinforcement learning have
been developed, but still the research gap in improving the
strong feature representation of the stock market exists to be
filled.

In this paper, a multifaceted approach to stock mar-
ket trading has been designed i.e. integrating multi-factors
analysis in which states of RL-agent are comprised of
daily historical data, technical indicators, and fundamen-
tal indicators computed from income statements, cash flow
statements, and balance sheets. The rationale for taking
many aspects into account is to make RL agents capa-
ble of capturing a larger variety of market characteristics
and making better trading decisions. To be more spe-
cific, fundamental data involving companies’ balance sheets,
income statements, and cash flow statements also have
a crucial role in demonstrating the financial performance
of companies [25]. A very strong positive relationship
between stock market returns and fundamental ratios has
been observed in [26]. Hence, integrating fundamental data
into stock trading methods helps investors make more
informed decisions by providing a full view of a company’s
fundamentals.

Hence, here in this study, one major research question
arises what if these factors including daily data, technical
indicators, and fundamental data from companies’ balance
sheets, income statements, and cash flow statements are mod-
eled as state space features in the RL-based agents?More pre-
cisely, in this research study, we have proposed an RL-based
stock trading agent that assists investors in making trading
decisions by not only considering the historical stock price
records but also the technical indicators and fundamental data
conditions of the stock market and companies. Secondly, this
study also approaches the problem of stock market trading
as a multi-stock environment in which investors have diverse
portfolios made up of shares in various companies. The
designed agent not only gives buying and selling signals
but also specifies how many shares to purchase and sell for
particular stocks per day. In addition, we have designed a
PSR (Portfolio-Sharpe-Returns) based novel reward func-
tion to make agents make informed decisions considering
risk management, daily returns, and increase in portfolio

values. The pin-point contributions of this study are written as
follows:
• A multifaceted DRL-based trading agent is designed
to perform multi-stock trading with the objective of
increasing the overall portfolio returns.

• Daily historical stock data, technical indicators, and
fundamental data of companies from balance sheets,
income statements, and cash flow statements are merged
to create a rich feature representation of the stock
market.

• A novel PSR reward function is proposed to provide
agents with insights into the short-term profitability and
impact of decisions taken on a day-to-day basis while
also modeling risk associated with trading decisions.

The remainder of the article has been divided into different
sections: Section II provides the related work, Section III
discusses the proposedwork, and Section IV shows the exper-
imental results with a discussion, followed by Section V,
which provides a comparative analysis, limitations, future
directions, and conclusions.

II. RELATED WORK
This part includes a thorough review of the literature, as well
as discussions of research gaps, limitations, and analysis.
Currently, there exist different methods for stock market trad-
ing including traditional and rule-based methods, machine
learning methods, and deep reinforcement learning tech-
niques. Following is a detailed discussion of those methods:

Algorithmic trading, also referred to as quantitative trad-
ing is a subdomain of finance that can be thought of as a
technique to make decisions regarding stock’s buying and
selling to attain maximum profits. The underlying algorithms
are reliant on the collection of rules used to derive these
decisions. In the initial stages, the majority of the approaches
for algorithmic trading are designed by mathematicians,
economists as well as traders in which there is no use of
AI was found [27]. In this aspect, some common examples
include trend following [28], momentum [9], and mean rever-
sion strategies [8]. In these methods, expert knowledge from
the domain of finance is of ultimate requirement to identify
the financial market’s fundamental trend. Following on, some
research studies have employed the TTR (Technical Trading
rule) based methods [29]. For instance, Metghalchi et al.
[29] employs five TTR methods including moving average,
relative strength index, momentum, etc. for trading deci-
sions and validates their approach to Turkish indices. In line
with that fuzzy-rules-based approaches are also exploited.
For instance, Lauguico et al. [30] proposed the fuzzy-logic
controller to generate the trading signals of buy, sell, and
hold. In addition, features of candlesticks as well as Bollinger
Bands (BB) were also employed as technical indicators. Like-
wise, Kim et al. [31] proposed a hybrid method for stock
trading in which trading rules are constructed using rough
sets and genetic algorithms. To validate the performance
of their trading algorithm, data from the Korea Composite
Stock Market Index 200 (KOSPI 200) was utilized and good
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performance is reported. Although these rule-based methods
show good performance, they are limited to performing well
in different market situations and have limited generalization
ability.

In the recent past, machine learning algorithms have devel-
oped much interest among researchers in different kinds
of applications such as computer vision, natural language
processing, and voice-based systems [32], [33], [34], [35].
In accordance with that, machine learning algorithms have
also been used in financial markets [36], [37], [38]. Different
studies have carried out stock market predictions or future
trends prediction to generate stock trading decisions. For
instance, Banik et al. [36] proposed LSTM (Long short-term
memory networks) to predict future stock prices along with
technical indicators such as MFI, relative RSI, MACD, etc.
An investment success score is computed based on the report
of these predictions which is later on used by traders to
make their trading decisions. Shah et al. [37] proposed a deep
learning approach coupled with CNN and LSTM models to
perform a time-series modeling having a look-up duration
of 20 trading days. Following this forecasting, trading rules
have been designed to assist investors regarding trading deci-
sions. Thakur and Kumar [38] proposed a decision support
system in which historical data of stock along with technical
indicators were used to carry out algorithmic trading using a
weighted multicategory generalized eigenvalue support vec-
tor machine (WMGEPSVM) and achieves the lowest MDD
in comparisonwith existingmethods.Most recent approaches
have investigated directional changes-based algorithmic trad-
ing as well as machine learning algorithms [39], [40].
Following on, Deep Reinforcement Learning (DRL) is

regarded as the third pillar of learning when it comes to
stock market trading. For instance, Li et al. [41] proposed
DRL strategy based deep-Q-Networks for stock market trad-
ing. Their models exhibit good profits on data of historical
daily prices of different U.S stocks. Carta et al. [42] pro-
posed multi-layer and multi-ensemble stock trader using
DRL. They have employed historical stock price data along
with the fusion of Gramian Angular Field images gener-
ated through time-series data. These two types of data are
fed into the two Deep-learning-based agents followed by
an assembling layer to generate intra-day trading signals.
Kwak et al. [43] proposed recurrent reinforcement learning
along with a self-attention mechanism for stock market trad-
ing. The experimentation is performed on historical data of
stocks of S&P500, and their method shows good results in
terms of Sharpe ratio. It is also indicated in their findings
that the performance of their approach will eventually be
determined by stock selection as well as portfolio alloca-
tion. In order to extract hidden features from stock data,
Zou et al. [44] proposed Cascaded Long Short-TermMemory
(CLSTM-PPO Model) as a feature extractor in the DRL
algorithm. In addition to stock historical data some other
technical indicators involving Moving Average Convergence
Divergence (MACD), Relative Strength Index (RSI), Com-
modity Channel Index (CCI) are also computed, and Average

Directional Index (ADX) is also involved in the state-space of
DRL algorithm in terms of different evaluationmeasures such
as Sharpe ratio, and Cumulative Return (CR), etc. Other than
involving only historical price data and technical indicators,
some research studies have also involved the news sentiments
into the states of DRL algorithms as feature representatives of
the stock market [45], [46]. It is observed from these studies
that the inclusion of news sentimentsmakesDRL agentsmore
powerful. For instance, Chen and Huang [45] proposed a
sentiment-aware DRL agent and the findings of their study
show that the intended RL agents increased their revenues
by integrating pricing information and news sentiment across
many channels. However, in their model, only price as well
as financial news is employed but other kinds of social media
data and government policies should also need to be taken
into account. In addition, a reward function based on only
profits is not sufficient as there is a need to consider some
other metrics e.g. Sharpe ratio. Similarly, Nan et al. [46] also
proposed the sentiment and knowledge-based algorithmic
trading technique based on Q-learning. In this method, time
series data of stock prices is merged with news headline
sentiments along with knowledge graphs for investigating
news regarding implicit associations. It is observed that with-
out sentiment the Sharpe ratio is about −1.357 while with
sentiment, the Sharpe ratio is improved up to the value of
2.432 in the case of MSFT stock. Their proposed method,
although shows good results but views trading as a single
stock environment at one time.

In comparison to the existing studies, the proposed method
captures a wider view of stock market conditions enriching
the state representation of RL with rich features. The pro-
posed makes trading decisions by taking into account daily
returns, profits, and risk-aware trading decisions.

III. PROPOSED METHODOLOGY
In this section, the working of the proposed RL agent is dis-
cussed step by step. A pictorial representation of the proposed
work is depicted in Figure 2.

Reinforcement learning, a branch of machine learning,
involves powerful agents interacting with the world around
them to increase their cumulative rewards. For instance,
In 2015, Alpha Go outperformed the human professional
players [47]. It also facilitates driven-objective learning and
optimal decision-making processes. More explicitly, RL can
be defined as a learning strategy in which interaction with
environments is done iteratively to self-adjust the learned
policies of trading agents. The environment is represented as
Markov Decision Process (MDP) denoted as (S,A,T ,R, γ )

i.e. states S, action A, state transition T , reward R, and
discounted factor γ . The return represents the total of future
discounted rewards having a discount factor γ ∈ (0, 1].
The agent will be awarded for correct actions as well as
punished for improper acts. Compared to humans, the agent
develops its learning by increasing rewards while minimiz-
ing penalties. RL is primarily divided into different types
including the value-based reinforcement learning methods
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FIGURE 2. A pictorial overview of the proposed methodology for automated stock market trading.

as well as the policy-based reinforcement learning methods.
Rather than these, there also exist actor-critic reinforcement
learning methods that combine both value-based as well as
policy-based methodologies.

To solve any problem using RL, it is necessary to formulate
states, rewards, actions, and environment based on the design
approach and desired outcome. In algorithmic trading, the
state is formed through a series of observations as they are not
directly given. To compensate for this, the MDP model has
been amended with an observation probability P(o|s, a). This
enhanced model is known as the partially observable MDP
(POMDP) paradigm [48].

A. MARKOV DECISION PROCESS (MDP) FORMULATION
The MDP consists of random variables that are employed
to model stochastic procedures, switching from one state to
another based on a few assumptions as well as probabilistic
principles. In order to define RL, MDPs are the best math-
ematical models. In this aspect, the agent is referred to as
the decision maker or learner, and the world around the agent

in which the agent performs interactions is referred to as the
environment. At each time step, i.e. t ∈ {1, 2, 3, . . . ,T } the
agent interacts with the environment. In this study, the MDP
ofmultiple stockmarket trading is a trading environment with
the objective to imitate real-world trading procedures.

1) STATES FORMULATION
Accurate representation of states of the environment is crucial
for assisting agents in learning optimal policies. The agent’s
environment in the stock market is determined by the present
market conditions. Selecting a set of data inputs is crucial for
traders to understand the stock market and make trade rules.
Similar to investors who take into different factors while mak-
ing trading decisions, the proposed RL agent also considers
different factors in its observation space. The proposed RL ’s
states include daily historical data of stocks including open,
high, low, close, and volume i.e. ot , ht , lt , ct , vt ∈ Rn

+. More
exactly, ot shows the price of the stock’s first transaction
when the market opens, ht and lt is the highest and lowest
price of the stock being traded at time t , ct is the terminal
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price on which stocks are traded prior to market close, while
vt is the total number of shares being tradedwithin a particular
trading session. At any time in step t , the sum of the balance
remaining in the account is denoted as bt ∈ R+, and available
shares for every stock in the portfolio are denoted as ht∈ Zn

+

is also encoded into states. In addition, the technical and
fundamental data listed below is calculated and incorporated
into the state representation.

a: TECHNICAL INDICATORS
Technical factors are heuristic as well as mathematical com-
putations reliant on historical data of stocks, often utilized by
investors to make trading decisions. The following are some
technical indicators computed in this study:
•Moving Average Convergence Divergence (MACD)
It is one of the popular indicators used for technical analy-

sis to exploit the changes in strength, direction, momentum as
well as the duration of patterns in prices of stocks [49]. It is
also referred to as a momentum indicator which recognizes
moving averages. We have computed MACD for each stock
present in a portfolio denoted as Mt∈ Rn

+ where n is the
number of stocks.
• Relative Strength Index (RSI)
In financial markets, RSI is another technical indicator

used by investors [49]. Depending upon the closing prices in
the latest trading session, it is designed to show the present as
well as historical strength or weakness of a stock or market.
It also indicates the level of fluctuations happening in the
recent prices. According to RSI, the stock has been oversold
if within the support line, the price swings. This suggests
that we can make buying decisions. Similarly, the stock is
overbought, if the price swings around resistance and this
implies the decision to sell. We have computed RSI for each
stock present in a portfolio denoted as Rt∈ Rn

+ where n is the
number of stocks.
• Commodity Channel Index (CCI)
This metric is a momentum-based oscillator and is com-

puted by employing high, low, and close prices [50]. To show
the buying and selling decisions, this metric contrasts the
current price to a mean of prices within the specific window
size. Moreover, when this metric is zero then it shows price is
higher than the mean of historical prices. We have computed
CCI for each stock present in a portfolio denoted as Ct∈ Rn

+

where n is the number of stocks.
• Directional Movement Index (DMI)
This metric is employed to determine the direction

whereby the price of an asset moves [51]. It measures both
the direction and magnitude of price movement and can be
computed using high, low, and close prices. It has multiple
lines i.e. positive and negative directional movement line
(+DI) and (−DI), directional index (DX), average directional
index (ADX), and EMA for ADX. In this study, we have
computed DX for each stock present in a portfolio denoted
as Dt∈ Rn

+ where n is the number of stocks.
• Turbulence

This metric is defined as periods of high volatility, unpre-
dictability, and discord in financial markets. In this study,
we have computed turbulence for each stock present in a
portfolio denoted as Tt∈ Rn

+ where n is the number of stocks.

b: FUNDAMENTAL INDICATORS
Fundamental data consists of company data from their bal-
ance sheets, income statements, and cash flow statements to
compute several ratios. This analysis is carried out to identify
the security’s intrinsic or true value, therefore it could be
contrasted to the security’s value on the market. Following
are the fundamental ratios computed from fundamental data
of different stocks collected fromAlpha Vantage API in terms
of balance sheets, income, and cash flow statements [52].

• Current Ratio The current ratio is one of the liquidity
ratios which indicates the capacity of a company to repay
immediate liabilities using present assets.

• Acid Test Ratio Acid-test ratio is also one of the
liquidity ratios that indicates the capacity of a com-
pany to repay immediate liabilities with cash and cash
equivalents.

• Operating Cash Flow Ratio The operating cash flow
ratio is also one of the liquidity ratios that is an indicator
of in a specific time frame, howmany times an organiza-
tion is capable of paying present liabilities utilizing the
cash that is earned.

• Debt Ratio This ratio is one of the leverage financial
ratios which indicates the total number of assets of an
organization that are provided from debt.

• Debt to Equity Ratio In this ratio, the ratio of all debt’s
overall financial obligations to stockholders’ equity is
determined.

• Interest Coverage Ratio Interest Coverage ratio indi-
cates how much a company is able to submit its interest
expenses.

• Asset Turnover Ratio The asset turnover ratio is the
ability of a company to generate sales with the help of
its assets. It is one of the metrics of efficiency ratios.

• Inventory Turnover Ratio The inventory turnover ratio
is the total number of times an inventory is sold as well
as updated in a given time frame.

• Day Sales in Inventory Ratio The day Sales in Inven-
tory ratio is the mean of total days for which a company
holds their inventories prior to selling them to its clients.

• Return on Ratio The return on Asset ratio is a prof-
itability ratio and it is computed to indicate how well
a particular company is successful in employing their
assets to produce profits.

• Return on Equity Ratio The return on Equity ratio is
also the profitability ratio, and it is calculated to deter-
mine how well a particular company is successful in
employing its equity to produce profits.

Above all, technical and fundamental indicators are com-
puted and merged with historical data of stocks to generate a
rich representation of the stock market.
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FIGURE 3. Detailed pictorial representation of proposed reinforcement model.

2) ACTIONS IN THE TRADING ENVIRONMENT
Actions are the agent’s response after interacting with the
trading environment. In this, the agent makes buy sell, and
hold decisions after observing different aspects of the stock
market including fundamental, technical, and daily data.

These actions a ∈ A denoted as a ∈ {−1, 0, 1} in which
−1 shows to sell, 0 shows hold while 1 show buy. Here, the
actions are taken over different shares, hence action space is
{−k, . . . ,−1, 0, 1, . . . , k}, in which symbol k shows the total
shares. In this study, we set k = 100.

3) PSR REWARD
Agents are rewarded with numerical points based on the
quality of their actions at each step. Rewards are feedback
from the environment to the agent to guide its learning. In this
study, we have proposed the PSR (Portfolio Sharpe Returns)
based reward function. The proposed reward is capable of
informing the agent about the short-term daily return it made
after making buying, selling, and holding decisions over mul-
tiple shares. Mathematically, the proposed reward function is
defined below in equation (1):

Reward = Change in Portfolio+ Sharpe ratio

+ 0.9 ∗ daily_returns (1)

where Sharpe ratio is given below:

Sharpe ratio =
E[Ra − Rb]

σa
(2)

In the above equation, E denotes expected value, Ra denotes
asset return, Rb denotes risk-free return, and σ indicates the
standard deviation of asset excess return. Here, value 0.9 is
tuned by carrying out different simulations.

4) STATE TRANSITIONS
After deciding on an action by the RL agent according to
its present state and policy (for example, buying or selling a
specific number of shares of an asset), the RL agent executes
that action in the market. As an example, if the agent chooses
to purchase 100 shares of a company, a market transaction is
executed, altering the agent’s portfolios as well as the finan-
cial situation. Hence, after taking action, the dollar amount
of shares, balance, and trading shares are updated followed
by updating the states of RL for the next day. For instance,
if the agent purchases stock, the dollar value of shares owned
in that asset increases, whereas the current balance falls by
the sum of money paid on the transaction. After updating
the portfolio as well as trading shares, the RL agent moves
to the subsequent state in the state space. The state provides
an instantaneous view of the outside world and the agent’s
position following performing the action.

B. PROPOSED REINFORCEMENT AGENTS
In this study, we have employed two different reinforcement
learning models namely: Advantage Actor Critic (A2C), and
Deep Deterministic Policy Gradient (DDPG). The detailed
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FIGURE 4. Stock prices over time for DOW Jones 30 companies.

FIGURE 5. Correlation matrix of DOW jones stocks.

pictorial representation of the proposed model is depicted in
Figure 3. Following is a detailed description of those models:

1) ADVANTAGE ACTOR-CRITIC (A2C)
Actor-critic algorithms of RL integrate the features of both
value-based and policy-reliant techniques for instance actor-
critic algorithms address the problem of high variance which
occurs in the back propagation of policy-based techniques
[53]. Hence, integrating actor-critic approaches with gen-
eralized advantage estimation considerably minimizes the
variability of gradient updates. In this context, A2C [54] is
one of the popular algorithms designed to enhance policy
gradient updates. In A2C, the advantage function is added to
overcome the variance of the policy gradient. More precisely,
the critic module computes the advantage function, rather
than solely estimating the value function. The assessment
of an action taken by a trading agent is not only reliant on

the benefit of the action i.e. by selling, buying, and holding
stocks, but also its potential for further improvement. This
decreases policy network variance as well as improves model
robustness. By employing different data instances, the A2C
model employs the same network for agents to update the
gradients of the model. For interaction, every agent observes
the environment on their own and takes action. In order to
pass over the mean gradients from all agents to a global
model, a coordinator is employed by A2C in every iteration
when the agents are finished with the computation of their
gradients. This global model later on can be used to update
the actor and critic model. Synchronized gradient updates are
efficient, quicker, and suitable for larger batch sizes of stock
data. Hence, the A2C model is ideal for stock trading due to
its reliability. The mathematical form of the A2C objective
function is given below in equation (3):

∇Jθ (θ) = E

[
T∑
t=1

∇θ logπθ (at | st)A (at | st)

]
, (3)

In the above equation, πθ (at | st) indicates the policy net-
work, while the advantage function is shown by A (at | st).
This advantage function can be re-written as:

A (at | st) = Q (at | st)−V (st ) (4)

Or

A (at | st) = r(st , at , st+1)+ γV (st+1)− V (st) (5)

The term r(st , at,st+1) + γV (st+1) is the temporal differ-
ence error of a state-value function. In this study, the actor
and critic network are based on a multi-layer perceptron.

2) DEEP DETERMINISTIC POLICY GRADIENT (DDPG)
Deep Deterministic Policy Gradient (DDPG) algorithms
integrate the ideas of both deep Q-learning as well as deter-
ministic policy gradients and for function approximation,
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TABLE 1. Data collected from income statements of each stock of DOW jones.

TABLE 2. Data collected from balance sheets of each stock of DOW jones.

TABLE 3. Data collected from cash flow statements of each stock of DOW jones.

neural networks are employed [55]. In comparison with deep-
Q-learning, in which learning of the model takes place via
Q-values, it faces the challenges of the curse of dimension-
ality. However, opposing that, DDPG carries out learning
in a direct manner from observations via policy gradients.
In DPG, a parameterized actor function denoted as µ(s|θµ)
is retained to indicate present policies by performing the
mapping of states into particular actions in a deterministic
manner. The critic Q(s, a) performs learning by employing
the equation of Bellman. By utilizing the chain rule on the
anticipated returns from the initial distribution J depending
upon the weights of the actor are indicated in the below

equations (6)-(7):

∇θµ≈ Est∼ρβ

[
∇θµQ

(
s, a | θQ

)
|
s=st ,a=µ(st |θµ)

]
, (6)

=Est∼ρβ

[
∇aQ

(
s, a | θQ

)
|
s=st ,a=µ(st )∇.θµ µ(s | θµ)|s=st

]
(7)

However, because of non-linear function approximations, the
performance is not as good. Hence, in DDPG neural networks
are employed for function approximates. For this, consider a
stock trading agent based onDDPG taking a decision of either
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TABLE 4. List of DOW jones stocks.

buy, sell, and hold i.e. action at at st and obtains PSR reward
rt and moved to state st+1 at time step t . Such collection
of transitions (st , at , rt , st+1) are kept in in replay buffer R.
Following on, N collection of transitions is pulled from the
buffer and change the Q-value yi as follows:

yi = ri + γQ′
(
si+1, µ′

(
si+1 | θµ′

)
| θQ

′
)

(8)

The critic model is updated by minimizing the loss function
as follows:

L =
1
N

∑
i

(
yi − Q(si, ai|θQ

)2
(9)

While the actor is updated as follows:

∇θµJ ≈
1
N

∑
i

∇aQ
(
s, a | θQ

)
|
s=si,a=µ(si)∇.θµ µ(s | θµ)|si

(10)

In the last, the target networks of DDPG are updated as
follows:

θQ
′

← τθQ+(1− τ )θQ
′

(11)

θµ′
← τθµ

+(1− τ )θµ′ (12)

The DDPG’s ability for handling continuous action space
makes it ideal for stock trading.

IV. EXPERIMENTS AND RESULTS
In this section, we describe the data, evaluation criteria uti-
lized to study the model, and the findings of our proposed
technique, as well as analysis of findings.

A. DATA PREPROCESSING
In this research, the proposed model is validated on the
Dow Jones 30 constituent stocks as a multi-stock trading
strategy. The daily data is collected from Yahoo Finance API
within the time frame of 2010-01-01 to 2023-03-01 from
which training data is from 2010-01-01 to 2021-10-01 while
the backtesting is done from 2021-10-01 to 2023-03-01.
Similarly, the fundamentals of companies including balance

sheets, income statements, and cash flow statements are col-
lected fromAlpha Vantage [52]. The data available in balance
sheets, income, and cash flow statements are provided in
Tables 1, Table 2, and Table 3. Given that fundamental data is
given quarterly, we used rolling techniques to change their
frequency to daily, allowing smooth integration with daily
stock data and technical indicators. The stocks for which
income statements, cash flow statements, and balance sheet
data are scrapped from Alpha Vantage are given in Table 4.
Every value in Table 4 corresponds to a certain stock symbol,
which acts as an abbreviated identification for the company’s
shares, and the full name of the company it represents. More-
over, the historical stock prices of DOW Jones stocks and the
correlation matrix are depicted in Figure 4 and Figure 5.

B. EVALUATION METRICS
We used several kinds of evaluation metrics to determine how
effective the suggested agent is at generating stock trading
decisions. Following are our evaluation metrics:

• Cumulative ReturnThe number of returns at the ending
of trading session is referred to as a cumulative return.

• Sharpe Ratio The metric measures the performance
of an agent in terms of returns on an investment by
considering risk.

• Max Drawdown This metric measures the agent robust-
ness by determining the greatest loss from a peak to a
trough throughout a certain time period, showing the
worst fall in the value of the portfolio that the proposed
agent might have suffered.

• Annual Return This metric measures the total returns
in terms of profit and loss for an investment strategy
within a 1-year time frame.

• Annual Volatility This metric also measures model
robustness by computing the standard deviation of
portfolio returns.

• Calmar Ratio This measures the efficiency of invest-
ment companies like hedge funds or commodities
trading advisors (CTAs).
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TABLE 5. Results of proposed agents and baseline ^DJI index using DTF.

TABLE 6. Results of proposed agents and baseline ^DJI index in terms of ratios using DTF.

FIGURE 6. Performance of RL agent’s vs baseline ^DJI index during backtesting with DFT experimental setup.

• Omega Ratio This is defined as the risk-return perfor-
mance of an investment strategy executed by a trading
agent.

• Tail Ratio The tail ratio also indicates risk-adjusted
performance which is employed to determine the
investment’s downside risk.

• Sortino Ratio The Sortino ratio also indicates the
risk-adjusted performance of a trading strategy by doing
penalization of returns that fall under the needed rate of
return.

C. RESULTS OF PROPOSED TRADING AGENTS WITH DTF
PROTOCOL
To validate the proposed method, we have designed different
experimental setups. For instance, in the DTF protocol or

setup, we have taken daily historical data, technical indi-
cators, and fundamental indicators into state representation.
Following on, we trained A2C and DDPG models, on DOW
Jones comprising 30 companies. The stock trading agents are
trained from 2010-01-01 to 2021-10-01 by taking into differ-
ent information including historical stock data, fundamental
indicators, and technical indicators. The feedback provided
to the model is in terms of PSR which considers portfolio
value, Sharpe ratio, and daily returns. By combining these
components, PSR provides a comprehensive evaluation of
portfolio outcomes, managing risks, and investment plan effi-
cacy. The results in terms of evaluation metrics are computed
after training. More precisely, both models are trained for
50000-time steps, with an initial amount of 1000000, with
an allowable quantity of shares selling and buying set to
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TABLE 7. Results of proposed agents and baseline ^DJI index using DT.

TABLE 8. Results of proposed agents and baseline ^DJI index in terms of ratios using DT.

FIGURE 7. Performance of RL agent’s vs baseline ^DJI index during backtesting with DT experimental setup.
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TABLE 9. Results of proposed agents and baseline ^DJI index using TF.

TABLE 10. Results of proposed agents and baseline ^DJI index in terms of ratios using TF.

FIGURE 8. Performance of RL agent’s vs baseline ^DJI index during backtesting with TF experimental setup.

100. The results of the A2C and DDPG models are shown
in Tables 5 and 6. In Table 5, the performance in terms of
cumulative returns, stability, annual returns, max drawdown,
and annual volatility is given while the performance in terms
of ratios including Sharpe, Calmar, Sortino, tail, and Omega
is given in Table 6. In addition to that, the comparison with
the baseline ∧ DJI index has also been carried out. The results
in Table 5 show that both models perform better than the
baseline ∧ DJI Index particularly, in terms of the Sharpe ratio,
and Sortino ratio. The annual return generated by DDPG is
also higher in comparison with the baseline ^DJI index. This
means that during the trading period, investors who followed
the DDPG approach outperformed and were able to generate
more profits than those who invested in the baseline index.

However, if performance has been contrasted then results of
DDPG are better than A2C. Moreover, the Sharpe ratio is a
fundamental indicator for assessing the risk-adjusted return
of an investment technique. A Sharpe ratio of 0.17 as shown in
Table 6, for DDPG, indicates that the strategy’s returns, after
considering the amount of risk, are good and encouraging.
The baseline index ^DJI has a Sharpe ratio of around −0.10,
indicating that its returns could not effectively account for
the degree of risk involved, leading to inferior risk-adjusted
performance.

Similarly, the Sharpe ratio of A2C is also positive in
comparison with the baseline ^DJI Index. If the analysis
has been performed using Max drawdown, then baseline
^DJX generates a somewhat biggerMax drawdown of around
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FIGURE 9. Comparative analysis of RL agent’s vs baseline ^DJI index during backtesting.

−22%, indicating a greater degree of loss for investors track-
ing the index. But the RL agents, especially, DDPG have
less drawdown of about −19.492%, showing that the DDPG
approach demonstrates stronger abilities to manage risks or
more resistance to market downturns, making it possibly
more appealing to investors looking to reduce downside risk.
Moreover, the proposed RL agents also perform well in
terms of Omega, Sortino, and Calmar ratios. For instance,
the Omega ratio of baseline ^DJI Index is about 0.98 while
the RL agents have 1.027647 and 1.013462 respectively.
This shows the good performance of RL agents in compar-
ison with the baseline ^DJI index over the testing trading
period during back testing. Likewise, the portfolio values
of DDPG, A2C, and baseline index ^DJI have also been
plotted as shown in Figure 6. It is clear from Figure 6 that
the performance of the DDPG agent is excellent over the
complete trading period, however, the A2C performance is
not as much better, particularly at the time frame 2022-07,
but performs goods at the end of the trading period i.e. 2023-
01 to 2023-03. These results show that RL agents have a
strong ability to not only generate trading buying, selling, and
holding signals but also have a good ability to generate how
many shares should be sold, bought, and held on a particular
day.

D. RESULTS OF PROPOSED TRADING AGENTS WITH DT
PROTOCOL
In the next experimental setup, we have evaluated the pro-
posed RL agent on DT protocol. In DT protocol or setup,
we have taken only daily historical data, and technical indi-
cators into state representation. Similar to the previous setup,
we trained the A2C and DDPG models on the Dow Jones
Index, which includes 30 companies. The stock trading agents
have been trained from January 1, 2010, to October 1, 2021,
using historical market data and technical indicators. The
major rationale behind this experimental setup is to determine
whether fundamental indicators have any impact on improv-
ing stock trading strategy or not. Through rigorous testing
and evaluation, the study strives to determine the extent how
fundamental factors impact portfolio returns, volatility, and
risk-adjusted performance. Similar to the DTF protocol, the
feedback provided to the model is in terms of PSRwhich con-
siders different components including portfolio value, Sharpe
ratio, and daily returns. By merging such components, PSR
provides a comprehensive evaluation of portfolio outcomes,
managing risks, and investment plan efficacy. The results in
terms of evaluation metrics are computed after training. More
precisely, all parameters are kept same such as both models
are trained for 50000-time steps, with an initial amount of
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FIGURE 10. Comparative analysis of RL agent’s vs baseline ^DJI Index during backtesting in terms of (a) Comparative analysis ‘‘with’’ and ‘‘without’’ PSR
(b) Comparative analysis in terms of Cumulative returns.

FIGURE 11. Comparative analysis of RL agent’s vs baseline methods.

FIGURE 12. Comparative analysis of RL agents on S&P500 index.

10000000, with permissible quantity of shares selling and
buying is set to 100. This indicates that at any time t, the
agent is allowed to buy and sell of shares between 1 to
100. The results of the A2C and DDPG models are shown
in Tables 7 and 8. Table 7 shows results with respect to
cumulative returns, stability, annual returns, max drawdown,
and annual volatility, whereas Table 8 shows performance
in terms of Sharpe, Calmar, Sortino, tail, as well as Omega
ratios. In addition to that, the comparison with the base-
line ^DJI index has also been carried out. The results in
Table 8 show that both models perform better than the base-

line ^DJI Index particularly, in terms of Sharpe ratio, and
Sortino ratio. However, if performance has been contrasted
then the results of DDPG are still better than A2C in this
experimental setting. The Sharpe ratio of DDPG is 0.07,
whereas the baseline index ^DJI has a dismal Sharpe ratio
of around −0.10. Figure 7 illustrates the portfolio values
of DDPG, A2C, and baseline index ^DJI. More precisely,
the first graph in Figure 7 shows that the outcome of the
DDPG agent is excellent across the whole trading period;
nevertheless, the A2C performance is not as good, especially
during the time frame 2022-07, but performs well at the end,
from 2023-01 to 2023-03. If the analysis is done between
two different experimental protocols, then it is observed that
the highest results are obtained with DDPG in the DTF
protocol. This is due to the reason that in this case all factors
are taken into account including daily stock data, technical
indicators, and fundamental indicators. Hence, in the DTF
experimental setting, the RL agent is also aware of the fun-
damental ratios of each stock or company to make trading
decisions instead of only considering daily data and technical
indicators.

E. RESULTS OF PROPOSED TRADING AGENTS WITH TF
PROTOCOL
In the third experimental setting, we tested the suggested RL
agents using the TF technique.

In the TF protocol or setup, we solely used technical
indicators, close values, and fundamental indicators for state
representation. Similar to the previous setups, we trained the
A2C and DDPG models on the Dow Jones Index, which
included 30 companies. The stock trading agents have been
trained from January 1, 2010, to October 1, 2021, using tech-
nical indicators, close values, and fundamental indicators.
The primary goal of this experimental setting is to examine
whether daily stock data has an influence on stock trading
techniques. Similar to the DTF and DT protocol, the feedback
provided to the model is in terms of PSR which considers
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different components including portfolio value, Sharpe ratio,
and daily returns. By merging such components, PSR pro-
vides a comprehensive evaluation of portfolio outcomes,
managing risks, and investment plan efficacy. The results
in terms of evaluation metrics are computed after training.
More precisely, all parameters are also kept the same in this
third experimental setup, such as both models are trained for
50000-time steps, with an initial amount of 10000000, with
the permissible quantity of shares selling and buying set to
100. The results of the A2C and DDPG models are shown
in Tables 9 and 10. Table 9 shows results with respect to
cumulative returns, stability, annual returns, max drawdown,
and annual volatility, whereas Table 10 shows performance
in terms of Sharpe, Calmar, Sortino, tail, as well as Omega
ratios. In addition to that, the comparison with the baseline
^DJI index has also been carried out. The results in Table 10
show that both models perform better than the baseline ^DJI
Index particularly, in terms of the Sharpe ratio, and Sortino
ratio. However, if performance has been contrasted then in
this third experimental setup the results of A2C are better
than DDPG. The Sharpe ratio of A2C is 0.13, whereas the
baseline index DJI has a poor Sharpe ratio of approximately
−0.10. This assessment demonstrates the efficacy of the A2C
approach to obtaining higher risk-adjusted compared to the
baseline index. Moreover, Figure 8 shows that the outcome
of the A2C agent is good, especially within the time frame
of 2022-03 to 2023-03. It is observed that although A2C
performance in this setup is good but still it is lower than
DDPG with the DTF protocol. Hence, it is concluded that
DDPG agents with DTF data i.e. daily stock data, technical
indicators, and fundamental indicators will make good trad-
ing decisions. More precisely, if the analysis is done between
all experimental protocols, then it is observed that the highest
results are obtained with DDPG in the DTF protocol. This
is due to the reason that when an RL agent incorporates a
variety of data sources, such as fundamental data, techni-
cal indicators, and daily stock information, its performance
improves dramatically. This enhancement can be given to
the complete structure of the data input, which gives the
agent a full picture of the market environment and underlying
information useful for managing asset values. In boosting the
capacities and efficacy of RL-based investing methods, this
DTF information emphasizes the significance of data diver-
sity and thorough analysis of the stock market. Following on,
agent-by-agent analysis has also been done with all different
experimental setups. Figure 9 shows the comparative analysis
of the baseline ^DJI Index with all stock trading RL agents.
More precisely, first graph in Figure 9 shows the performance
of A2C with different protocols, second graph in Figure 9
shows the performance of DDPG agents across different
protocols, and third graph in Figure 9 shows the com-
bined results indicating that DDPG performs best with DTF
protocol.

Furthermore, the impact of PSR reward is shown in
Figure 10 (a), and it becomes apparent that with PSR, the RL
agent makes better trading decisions.More specifically, in the

absence of PSR, we solely utilized change in portfolio value
as a reward function, but we observe that agents make more
accurate decisions when risk management and daily returns
are encompassed. Likewise, Figure 10 (b) shows the cumula-
tive return of the proposed RL agent vs the ^DJI index which
is also high in comparison with the traditional buy-and-hold
strategy.

To further validate the performance of the proposed RL,
we validate it against non-reinforcement learning methods
such as baseline index i.e. Dow Jones Industrial Average
(DJIA), Mean-variance optimization with different objec-
tives [56], machine learning-inspired Hierarchical Risk Parity
algorithm [57] and Critical Line Algorithm [58]. In Figure 11,
Mean Var (Sharpe) indicates that the objective is based on
Sharpe, Mean Var (risk) indicates that the objective is set
to maximize return for a provided target risk, and Mean
Var (return) indicates that the objective is set to minimize
risk for a provided target return, CLA stands for Critical
Line Algorithm, and HRPA stands for Hierarchical Risk
Parity algorithm. Figure 11 shows the Sharpe ratio and
cumulative returns of several standard trading techniques as
well as the proposed method. More explicitly, Figure 11
shows that the reinforcement learning technique presented
in this study produces promising results, with higher per-
formance in terms of both the Sharpe ratio and cumulative
returns. In this context, the proposed trading strategy’s
elevated Sharpe ratio indicates that it not only produced
significant returns but also efficiently managed risk-adjusted
returns.

F. RESULTS OF PROPOSED TRADING AGENT ON S&P500
INDEX
To further evaluate RL-agent’s performance and illustrate its
usefulness across other markets, we have performed experi-
mentation on the S&P 500 index, which included 500 stocks.
Here, we focused on a selection of 23 stocks from the
Energy sector. This experimentation allowed us to evaluate
the performance of the proposed RL agent in a specific
industry environment, revealing important information about
its performance. To eliminate bias, the historical data is
obtained within the same time range as that of DOW Jones.
More specifically, the daily data is collected from Yahoo
Finance API within the time frame of 2010-01-01 to 2023-
03-01 where the training data range is from 2010-01-01 to
2021-10-01 while the back testing is done from 2021-10-
01 to 2023-03-01. Following on, from Alpha Vantage API,
we have collected data in terms of balance sheets, income
statements, and cash flow statements for preparing funda-
mental data for this S&P500 Index. In the experimental phase,
the reward function is modified to improve model perfor-
mance. Particularly, the hyperparameter coefficient in PSR
is reduced, which was originally set at 0.9 for the DOW
Jones stocks, to 0.1 after extensive tuning of its value. The
main reason for changing its value is to balance the impor-
tance of daily returns against risk-adjusted returns. Figure 12
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shows the outcomes of the proposed RL agent in terms of
yearly and cumulative returns, Sharpe ratio, Sortino ratio,
and Calmar ratio. The results depicted in Figure 12 indicate
that the proposed RL agent performs very well in different
stock markets or on stocks belonging to a particular sec-
tor i.e. Energy sector, and also outperforming the baseline
index.

G. DISCUSSIONS AND IMPLICATIONS FOR PRACTICE
In the finance domain, algorithmic trading is a very hot
research topic, since it is of ultimate requirement for
investors to assist them with the best trading decisions. These
algorithmic trading techniques have several benefits over
individual traders, including increased reliability, faster and
more accurate execution, and not influenced by emotional
bias. Traditional human trading approaches have natural con-
straints. For example, information cannot be properly priced,
and rigid operational frameworks cannot adjust to changing
environments. To design optimal trading strategies, although
traditional methods have been designed, including mean
reversion, and trend-following methods, their performance
is limited and often performs well in specific timeframes.
To cope with this, RL-based methods are designed to do
stock trading with the objective of improving overall annual
returns. However, the major challenge in stock trading is
the effective representations of states which make agents
more knowledgeable about the stock market. Hence, in this
research, we have designed a multifaceted approach to stock
trading by incorporating daily stock data, technical indica-
tors, and fundamental indicators which are collected from
Alpha Vantage API comprising balance sheets, income state-
ments, and cash flow statements for each stock in DOW
Jones. The RL agents comprising A2C and DDPG perfor-
mance has been validated by designing different experimental
protocols and it is observed that DDPG agents outperform the
^DJI Index. In addition, to make agents capable of handling
increases in portfolio values, promoting daily returns, and
handling risk management, PSR reward is designed. Fur-
thermore, daily returns represent a percentage increase or
decrease in the portfolio’s value across one single trading
day, providing RL agents with insights into the portfolio’s
immediate performance patterns. The inclusion Sharpe ratio
in reward works as a significant measure of the portfo-
lio’s ability to generate returns in proportion to the risk
absorbed.

The implications of proposed RL agents are significant
for the finance industry involving practitioners and investors.
One of the key benefits of the proposed RL is the absence
of bias and emotions, and its decisions are not influenced
by external factors that are often present in human traders.
Moreover, due to RL paradigm, the proposed model has con-
tinuous learning properties and has the capability to evolve
depending on the market dynamics. By taking into account
multiple dimensions of the stock market, the proposed model
is a holistic decision-making framework and allows prac-
titioners to evaluate market dynamics from a variety of

viewpoints, resulting in more thorough and well-informed
trading decisions. The proposed model’s multifaceted strat-
egy for market analysis makes it more resilient to market
swings and unpredictability. In today’s evolving world, con-
sidering both technical and fundamental analysis are modern
trading strategies, and modeling such themes into the world
of RL agents brings a new line of strategies, consequently
getting a competitive advantage in the marketplace. Funda-
mental data, like balance sheets cash flow statements, and
income statements provide knowledge of a company’s intrin-
sic worth and financial health, allowing for the recognition
of undervalued or overpriced equities. On the other hand,
the use of technical indicators in the proposed RL leads to
the capturing of trends and patterns in the historical daily
data and makes agents capable of trading signals for possible
price changes. Since the underlying agents are designed for
effective daily trading, the daily returns are also modeled
into the reward to make it informed about the daily returns
it gets from trading decisions. Moreover, the stock market
is volatile and for this, adaptable methods to the dynamic
conditions of the stock market are quite important, and the
proposed RL paradigm perfectly suits this requirement. It will
do continuous improvement from continuous feedback in
different aspects, including portfolio values, risk manage-
ment through Sharpe, and daily returns. This adaptive risk
management strategy assists investors in protecting capital
and preserving wealth during unstable market conditions.
The proposed method is also quite helpful for investors hav-
ing multiple shares in different companies instead of only
single-stock trading strategies. This will lead to more generic
and practical scenarios which are captured in the proposed
RL-agents.

Alongside the strength of the proposed method, it is cru-
cial to give some future work initiatives. Currently, the state
representation of the RL agents is based on daily stock data,
technical indicators, and fundamental ratios, however, one
possible future endeavor is to exploit the performance of
the proposed method under other factors such as macroe-
conomic variables, news, and Twitter sentiments and hybrid
of different variables. Moreover, the design of different
reward functions including e.g. Calmar ratios is also a
potential future research direction. Furthermore, we acknowl-
edge that reinforcement learning approaches take longer
to execute than standard trading strategies. For example,
RL-trading methods might include the time required to train
the reinforcement learning model, optimize trading strate-
gies, backtest, and evaluate performance. To address such
issues, parallel processing, distributed computing, algorith-
mic improvements, and model compression are some of the
options available for reducing execution time. In some stud-
ies, human feedbacks are combined with RL to speed up
its training [59], [60]. For example, in stock trading, human
traders can evaluate the RL agent’s performance on a regular
basis and offer feedback on its trading decisions. The agent
can then utilize the input to enhance its policy in the fol-
lowing training rounds. Furthermore, in some studies, model
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level modifications weremade, such as applying synchronous
deep reinforcement learning to overcome the execution time
problem [61]. Likewise, learning process of RL methods
has also been adapted to improve learning time e.g. reduce
exploration space of RL by supervisory control theory (SCT)
[62]. Moreover, although speed or execution time matters a
lot, especially in high frequency trading, accuracy is also not
a negligible metric. Since, accurate trading signals in stock
trading assist investors for risk management, capital preser-
vation, as well as long-term performance. Hence, establishing
a balance among execution speed and accuracy is a key
research challenge for designing strong and efficient trading
strategies.

V. CONCLUSION
Stock market trading serves as one of the study fields that has
profited from the current popularity of reinforcement learn-
ing (RL) in handling complicated decision-making issues.
Considering the huge number of studies conducted, mod-
eling the stock trading issue in an RL context remained
a potential research topic for a variety of reasons, such
as effective state representation, optimum rewards, optimal
RL agents, and MDP formulation. Hence, in this research
study, a new multifaceted approach is designed which con-
siders daily stock data, technical indicators, and fundamental
indicators computed for each company’s income statements,
cash-flow statements, and balance sheets. Later on, all data
is fused to create rich stock market representations that
are used as input to the RL. In addition, to make the
model aware of risk management, profitability on daily
returns, and portfolio values, a PSR reward function is pro-
posed. The performance of RL agents has been validated
on DOW Jones stocks having a sufficient degree of volatil-
ity with different experimental setups. It is concluded from
the results that proposed RL agents outperform the base-
line ^DJI Index during backtesting in terms of Sharpe ratio,
cumulative returns and annualized returns. In a nutshell, the
adoption of reinforcement learning methods in stock trad-
ing has major implications for investors, including improved
processes for making choices to the automation of trading
strategies.
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