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ABSTRACT Channel bonding is a technology that increases the transmission rates by bundling and using
multiple continuous channels. However, its communication performance decreases over time because of
the channel competition caused by nearby wireless LAN devices. Dynamic channel bonding (DCB) is
projected to becomemainstream based on efficient channel utilization, which can overcome this performance
degradation even under severe competitive conditions. However, because the implementation of the DCB
in actual hardware products and simulators is still in the preliminary stage, its performance has not been
evaluated in detail. The performance of DCB has not been evaluated at the frame level with carrier-sense
multiple access/collision avoidance (CSMA/CA) functions under diverse channel competition conditions.
In this study, we employed a theoretical approach (2×M/M/1/K) based on the frame level to evaluate
the performance of DCB with the CSMA/CA function. Furthermore, we implemented a channel bonding
mechanism in the Scenargie simulator and verified its effectiveness by comparing the simulation results with
theoretical results. The simulation results show that the DCB inevitably undergoes performance degradation
owing to a performance anomaly caused by airtime unfairness. Therefore, we propose a dynamic A-MPDU
adaptation method to achieve airtime fairness among the nearby wireless LANs. The proposed method can
maximize throughput performance while achieving airtime fairness.

INDEX TERMS Airtime fairness, A-MPDU, dynamic channel bonding, Wi-Fi.

I. INTRODUCTION
With the rapid development of mobile devices and expansion
of various applications, the monthly global average usage
per smartphone is projected to exceed 20 GB by the end
of 2023 [1]. IEEE 802.11ax (hereinafter ‘‘11ax’’) is a
wireless standard for coping with such rapid increases in
traffic and high-density Wi-Fi environments. Furthermore,
11ax improves the throughput of the WLAN by up to
9.6 Gb/s [2]. 11ax devices were commercialized in late
2020. The 11ax features include orthogonal frequency
division multiple access (OFDMA), 1,024 QAM, chan-
nel bonding (CB), multiuser multiple-input multiple-output
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(MU-MIMO), and BSS-coloring. CB and MU-MIMO use
multiple channels/antennas for high-speed communications.
Furthermore, IEEE 802.11be, which enables further high-
throughput performance through multilink operations by
aggregating multiple radio interfaces of one pair of access
points (APs) and stations (STAs), is currently considered
an emerging Wi-Fi standard for standardization. Wi-Fi tech-
nology enables high-throughput performance by bundling
physical interfaces, channels, or antennas.

Herein, we focus on CB technology, one of the 11ax’s
technologies [3]. The CB achieves high-throughput com-
munication by bundling and simultaneously using multiple
continuous channels. However, in an actual dense WLAN
environment, channel competition between multiple Wi-Fi
devices is inevitable because of the deep penetration of
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FIGURE 1. Static channel bonding (SCB) with channel competition from
nearby WLAN (80-MHz SCB).

Wi-Fi networks. Because channel competition can cause
significant performance degradation, two bonding channel
management methods- static CB (SCB) and dynamic CB
(DCB) [4]- are employed to mitigate their negative impacts
on communication performance. When some channels to
be bonded are occupied for other communications (channel
competition), the SCB must wait until the end of the
channel competition, and the predetermined number of
bonded channels is always used for communication, as shown
in Fig. 1. Alternatively, the DCB shrinks the channel
width until there is no channel overlap and then maintains
communication without interruption, as shown in Fig. 2.
Therefore, the DCB can improve the efficiency of channel
utilization compared to that of the SCB, even when the
channel is contended by multiple communications. In this
case, the width of the bonded channel changes dynamically
at every transmission time of each frame, and its transmission
rate changes frequently.

Furthermore, because the aggregation of MAC protocol
data unit (aggregated-MPDU, A-MPDU) was mandatory
in IEEE 802.11n (hereinafter ‘‘11n’’), IEEE 802.11ac
(hereinafter ‘‘11ac’’) and 11ax, the overhead of stop-and-
wait automatic repeat request (ARQ) can be decreased.
In 11n/ac/ax, aggregation MAC service data unit (A-MSDU)
can also be used but it is optional. The A-MPDU aggregates
multiple MPDUs comprising a MAC header, payload, and
frame check sequence (FCS). It aggregates multiple payloads
with only a MAC header and FCS. When a frame error is
detected, all aggregated payloads must be retransmitted in
the case of the A-MSDU, whereas, only the error frame is
retransmitted in the case of the A-MPDU.

When the size of the A-MPDU is fixed, the communication
duration required for each frame transmission (hereinafter
‘‘airtime’’) is considerably different, particularly in the case
of the DCB. The difference in airtime among frames severely
affects the communication performance of all wireless
devices, which is referred to as ‘‘performance anomaly
(PA)’’ [5]. Because DCB has not been well implemented
in real WLAN devices and simulators, their performance
has been extensively investigated. In this study, we evalu-
ated DCB performance based on the frame level through

FIGURE 2. Dynamic channel bonding (DCB) with channel competition
from nearby WLAN (80-MHz DCB).

theoretical analysis and simulations. First, we evaluated the
DCB performance analytically by applying the queueing
theory [7]. We then modified the Scenargie simulator [6]
to apply the DCB, and verified the performance of the
developed DCB. Furthermore, we compare the simulation
results of the developed DCB with our analytical results.
Based on the obtained results, we propose a dynamic
A-MPDU adaptation method to overcome the PA problem
caused by the DCB function and implement the proposed
method in the Scenargie simulator [7]. Through simulations,
we evaluated the performance of the developed method in a
channel competition environment.

The major contributions of this paper are summarized as
follows:

• We promote the implementation of the DCB function in
Scenargie, which has not yet been implemented in actual
WLAN APs.

• We analytically evaluated the effectiveness of the DCB
using queueing theory and verified the reliability of the
DCB function implemented in Scenargie by comparing
its results with the analytical results.

• We propose a dynamic A-MPDU adaptation method to
overcome the PA problem in the DCB.

• We demonstrate the effectiveness of the proposed
method through simulations.

The rest of this paper is organized as follows: Section II
explains the basics of the CB and FA; Section III reviews
some related reports; Section IV describes the queueing
analysis of 40-MHz DCB with a channel competition
environment; Section V describes the proposed dynamic
A-MPDU size adaptation method; Section VI presents the
simulation results; Section VII discusses the limitations
of our proposed method and our future research; and
Section VIII summarizes the study.

II. CHANNEL BONDING AND FRAME AGGREGATION IN
IEEE 802.11 WLAN
IEEE 802.11n/ac/ax includes both the CB and FA as
high-speed communication technologies for WLAN.

FA enables the simultaneous transmission of frames
and can improve the performance of wireless networks
by reducing the overhead of CSMA/CA associated with
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transmitting small packets. This reduces the 802.11 protocol
overhead because multiple packets can be sent with a single
set of PHY and MAC headers instead of each packet having
its own headers. The numbers of ACKs and interframe spaces
were also reduced. Two FA methods were defined: A-MPDU
and A-MSDU.

The A-MSDU (Fig. 3) aggregates MSDUs, which are
frames with anMSDU subframe header received by theMAC
from the upper layer. Two or more subframes are bundled
together and placed in an 802.11 MAC frame, and a MAC
header and trailer are added. The A-MSDUs are transmitted
using a single PHY header.

The A-MPDU (Fig. 4) aggregates MPDUs, one of which
has a MAC header and a trailer. Multiple MPDUs were
bundled and transmitted using a PHY header. The A-MPDU
aggregates the MPDUs; therefore, only the MPDUs with
errors can be retransmitted. However, if an A-MSDU is
applied, the entire A-MSDU frame should be retransmitted
even if some MSDUs have errors.

CB is a promising technology with broad bandwidth that
uses multiple adjacent channels. A CB enables high-speed
communication; however, it can be used only when multiple
adjacent channels are not busy. Therefore, two CB types are
defined: static CB (SCB) and dynamic CB (DCB). Suppose
an AP with SCB; the AP will wait to send data frames until
all channel sets for SCB are clear. Meanwhile, an AP with a
DCB will use only clear and adjacent channels, including the
primary channel; in other words, only some channels set for
the DCB will be used when it is applied.

In CB, the communication band comprises of one primary
channel (20 MHz) and one or more secondary channels.
Suppose an AP operates with SCB, where the AP commu-
nicates only when all channels preliminarily set in the AP
are simultaneously clear. The request-to-send (RTS)/clear-to-
send (CTS) function is applied for channel access (Fig. 1),
where channel(s) is the measured duration of the PIFS in the
secondary channel(s). If a CTS is generated as a response to
the RTS in the entire channel, the sender node can send its
data frame to its destination. If otherWLAN communications
are detected, the sender must wait until all channels are clear.

Comparatively, suppose an AP operates with a DCB
in which the AP communicates with available continuous
channels from the primary channel and the RTS/CTS function
is applied for channel access (Fig. 2). If a CTS is generated as
a response to the RTS in some channels, the sender node can
send its data frame to its destination within continuous, clear
channels. If another WLAN communication is detected, the
sender uses only clear 1,2, or 4 channel(s) in the DCB.

In SCB, preliminary set channels were used for data
transmission. Therefore, the bandwidth is fixed and stable;
however, transmission rights are difficult to obtain simultane-
ously if otherWLANs on the secondary channel(s) frequently
transmit data, and the waiting time until all channels are clear
can be lengthened. The DCB uses only the continuous clear
channels from the primary channel. Thus, it can efficiently
use the channels. However, the bandwidth is easily variable

FIGURE 3. A-MSDU frame format.

FIGURE 4. A-MPDU frame format.

and unstable if other WLANs in the secondary channel(s)
frequently use the channel. Suppose that frames of the
same size are transmitted using DCB. The airtime of data
transmission differs significantly depending on whether the
channel width is reduced.

Therefore, to increase the throughput performance and
airtime fairness if the channel width is unstable, we propose
adaptively aggregating the frames in an A-MPDU frame
based on the channel width of the WLAN using DCB.

III. RELATED WORKS
Previous studies have investigated the effects of FA on
WLAN. These studies mainly focused on improving the
throughput using A-MPDU, A-MSDU, or a combination
of both, depending on the bit error rate (BER) of the
channel and Wi-Fi environment (SNR, node movement, and
density) [8], [9], [10], [11]. The authors in [12] and [13]
analytically investigated the impact of the BER and payload
size on the effectiveness of A-MPDU and A-MSDU in IEEE
802.11n. They improved the throughput at the MAC layer
by choosing either A-MPDU or A-MSDU frame aggregation
in IEEE 802.11n without considering dynamic changes in
the aggregated frame size. In [14], the authors analytically
improved the performance of A-MPDU frame aggregation
compared with that of A-MSDU and proposed a dynamic
method for adjusting the number of aggregated frames of
A-MPDU depending on the BER of the channel. In [15],
frame aggregation was used to improve the energy efficiency
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of IEEE 802.11n/ac WLANs. A dynamic A-MPDU frame
sizing scheme considering the energy consumption in a
WLAN using a channel with a high error rate was proposed
to improve the throughput performance and energy efficiency
through experiments in a Linux-based lab-level testbed.
Reference [16] proposed an adaptive selection method for the
number of aggregated frames and rate selection, depending
on the BER. These studies aimed to change the number
of aggregated frames based on the BER of a channel but
did not consider PA. Reference [17] treated airtime fairness
in sharing a wireless channel between two heterogeneous
stations, known as the PA problem, with different data
rates and frame sizes. The authors proposed a frame-size
adaptation scheme that controls the number of aggregated
frames, data rate, and selection of A-MPDU and A-MSDU
to overcome the PA problem in IEEE 802.11n WLAN.

Reference [18] proposed a method that estimates the
average delay of MPDUs for each queue of enhanced
distributed channel access (EDCA) and clarified the optimal
number of aggregated MPDUs for each queue to maximize
the system throughput while satisfying the delay requirement
of each queue in IEEE 802.11ac. Reference [19] also
considered the delay requirement of the VoIP application.

In addition, [20] proposed a queueing-based solution for
the PA problem in cases where the AP connects to some
STAs with heterogeneous Wi-Fi standards, and investigated
the airtime distribution of user datagram protocol (UDP)
downlink traffic using a Linux-based system. The authors
employed multiple traffic identifier queues and proposed the
enqueue and dequeue methods to achieve airtime fairness.
However, these studies did not consider channel bonding or
competition in WLAN. In this study, we achieved airtime
fairness between two competing WLANs using another
channel bandwidth.

References [21] and [22] discussed the effects on through-
put and fairness of CB types and how to use the secondary
channels in DCB in WLANs by using a Markov chain.
Furthermore, [23] revealed the adaptive environment of DCB
and SCB, and the appropriate bandwidth depending on the
CB type and Wi-Fi environment using Markov chains.

For airtime adaptation, [24] proposed the transmission
opportunity (TXOP) duration adaptation for FA on IEEE
802.11ac and discussed its performance depending on the
method of EDCA Access Categories (ACs) employed. This
study calculated themaximumTXOP duration and number of
aggregated frames that were adapted within the TXOP limit.
Similarly, [25] applied FA and size adaption to minimize the
power consumption period and achieve energy efficiency in
IEEE 802.11ad.

Previous studies have discussed the appropriate FA
method, frame size, CB type, and CB bandwidth for various
Wi-Fi environments; however, they did not consider the
differences in the airtime and frame size adaptation of
A-MPDUbetween shrunken and unshurunkwidths inWLAN
with DCB.

FIGURE 5. Network model.

IV. PERFORMANCE ANALYSIS OF DCB USING THE
QUEUEING THEORY
Bianchi’s performance evaluation method [26] is a typical
analytical method for evaluating the performance of conflict
models in WLAN channel. Bianchi’s model expresses the
back-off counter and stage of each terminal in a Markov
chain, and evaluates the performance of a WLAN operating
in a distributed coordination function (DCF) when multiple
terminals compete in a channel. Performance evaluation
at frame level can be achieved using a queueing system.
However, it can only consider the conflict model in a
channel in aWLAN, and cannot model an AP simultaneously
using multiple channels. However, performance evaluation
considering CSMA/CA and CB through experiments [27],
simulations [28], and analytical approaches [29], [30] have
been reported. However, none of these studies simultaneously
considered CSMA/CA, DCB behavior in the presence of
multiple WLANs, or performance evaluation at the frame
level. Therefore, we define the number of frames in a buffer
waiting for transmission as the status of the 11acAP interface.
Then, we consider the transmission time of one frame,
including the DCF interframe space (DIFS), average back-off
time, short interframe space (SIFS), and sending ACK frame,
as the frame transmission time. Thus, we can analytically
evaluate the performance of the DCB at the frame level using
the queueing theory.

A. NETWORK MODEL
Fig. 5 shows the proposed network model. Two 11ac AP-STA
pairs are deployed, and AP1-STA1 operates a 40-MHz-
width DCB in 36 and 40 ch as its primary and secondary
channels, respectively. Another AP-STA (AP2-STA2) does
not operate the CB, and uses only 40 ch as its primary
channel. Frames are transmitted from the APx to STAx
(x = 1, 2). Specifically, AP2 usually transmits frames to
STA2 in 40 ch of the 20-MHz bandwidth when AP2 obtains
a transmission opportunity. On the other hand, AP1 transmits
frames to STA1 with a CB of 40-MHz bandwidth when AP1
obtains transmission opportunity in 40 ch. Otherwise, AP1
transmits frames to STA1 in a single channel (only 36 ch)
with a 20-MHz bandwidth. Channel competition occurs only
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FIGURE 6. Queueing model of our network model.

in 40 ch based on the DCF. For example, channel competition
occurs when AP1 transmits frames to STA1 and AP2 already
obtains channel access and transmits frames to STA2. AP1
dynamically changes the bonding channel width based on the
DCB algorithm.

B. APPLYING THE QUEUEING THEORY TO OUR NETWORK
MODEL
In the evaluation model, we assume that the frame arrives at
APx (x = 1, 2) with buffer size K according to a Poisson
process with parameter λx , and the frame transmission rate
follows a Poisson process with parameter µx . Therefore, the
frame transmission from APx to STAx can be modeled by
an M/M/1/K queueing system. In the proposed evaluation
model, frame transmission is modeled in both 36 and 40 ch
for two pairs of AP-STA; thus, the 2×M/M/1/K queueing
system [31], which treats the statuses of two independent
queueing systems simultaneously, is applied.

Fig. 6 shows the 2×M/M/1/K queueing system used in
this study. When AP2 obtains a transmission opportunity in
40 ch, AP1 transmits a frame withµ1 for 20-MHz bandwidth.
On the other hand, when AP1 obtains a transmission
opportunity in 40 ch, AP1 transmits a frame with µ1+µ2 for
40-MHz channel bonding. Here, parameter γ (0 ≤ γ ≤ 1)
represents the average ratio of transmission opportunities
with the CB of AP1. γ is defined as the probability of
obtaining the channel access rights of AP1 on the secondary
channel. Hence, γ depends on whether there are waiting
frames in the buffer of AP2 buffer on the secondary channel,
and is defined as follows:

• When the number of waiting frames in the buffer of AP2
is zero, because there is no waiting frame on AP2, AP1
can always use the secondary channel, 40 ch, to transmit
frames with 40-MHz-bandwidth CB. Thus, the service
rate of AP1 is always equal to µ1 + µ2; then, we could
recognize that γ temporarily equals 1.

• When the number of waiting frames in the buffer of AP2
is not zero, because one or more waiting frames exist
in AP2, the transmission opportunities of 40 ch by AP1

and AP2 compete in the CSMA/CA. If AP1 obtains a
transmission opportunity of 40 ch with a predetermined
probability γ , bonding across the 40-MHz bandwidth
can be performed. Thus, the service rate was µ1 +

µ2. However, if AP1 does not receive a transmission
opportunity of 40 ch with probability (1 − γ ), AP1
transmits a frame using the 20-MHz-bandwidth. Thus,
the service rate of AP1 is µ1.

As described above, because the service rate of AP1
dynamically changes in response to the access determined by
the CSMA/CA function in 40 ch, the frame transmission rate
of AP1 is eitherµ1 (20-MHz bandwidth) orµ1+µ2 (40-MHz
bandwidth). However, the service rate changed according to
the average bonding ratio γ . Therefore, the service rate of
AP1 approximates µ1 + γµ2, and that of AP2 approximates
(1 − γµ2) from a long-term perspective. Thus, we applied
the 2×M/M/1/K queueing system to the proposed evaluation
model, as shown in Fig. 6.

Using a random variable X (x) (t), which represents the
number of waiting frames in APx at a certain time t ,
we define the steady-state probability p(x)i of APx as p(x)

i =

limt→∞ Pr{X (x) (t) = i; 0 ≤ i ≤ K }.
Then, we can obtain a balanced equation for AP1 as

λ1p
(1)
0 = (µ1 + γµ2)p

(1)
1 ,

(λ1 + µ1 + γµ2) p
(1)
i = λ1p

(1)
i−1 + (µ1 + γµ2)p

(1)
i+1,

if 0 < i < K ,

λ1p
(1)
K−1 = (µ1 + γµ2)p

(1)
K . (1)

Furthermore, we can also obtain a balanced equation for
AP2 as follows:

λ2p
(2)
0 = (1 − γ )µ2p

(2)
1 ,

(λ2 + (1 − γ )µ2) p
(2)
i = λ2p

(2)
i−1 + (1 − γ )µ2p

(2)
i+1,

if 0 < i < K ,

λ2p
(2)
K−1 = (1 − γ )µ2p

(2)
K . (2)

In the 2× M/M/1/K queueing system, we treat the two
statuses of the two M/M/1/K queues simultaneously. Thus,
we define the state transition matrix of APx as Qx =

[q(x)l,m = lim1t→0 Pr{X (x)(t + 1t) = m|X (x)(t) = l}; 0 ≤

l ≤ K , 0 ≤ m ≤ K ], the state transition matrix of
each M/M/1/K queueing system can be derived from (1)
and (2). Furthermore, 2× M/M/1/K queueing system can
be constructed using two state transition matrices of each
M/M/1/K queueing system as follows:

Q = Q1 ⊕ Q2. (3)

Here, we define a random variable vector Z(t), which
indicates the entire system, as follows:

Z (t) =

(
X (1) (t) ,X (2) (t)

)
. (4)

Let sj = {(s1, s2) ; 0 ≤ si ≤ K , i = 1, 2}(0 ≤ j <

(K+1)2) denote the state vector, which indicates the possible
state space of the number of waiting frames in AP1 and
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AP2, respectively. Subsequently, the steady-state probability
ysj (= y(s1,s2)) is defined as follows:

ysj = lim
t→∞

Pr{Z(t) = (s1, s2); 0 ≤ j < (K + 1)2} (5)

Furthermore, if y = [ys0 , ys1 , · · · , ysk , · · · , ys(K+1)2−1
]

denote the steady state probability vector, then y and the state
transition matrix Q satisfy the following equations:

yQ = 0, ye = 1, (6)

where 0 is a raw vector with all elements equal to 0 for
dim(0) = (K + 1)2, and e is a column vector with all
elements equal to 1 for dim(e) = (K + 1)2. Therefore, the
steady-state probability of the 2×M/M/1/K queueing system
can be obtained by solving (6).

As described above, the simplest model with only one
AP-STA pair in each of the 36 and 40 channels was assumed
in the analytical model for the simplest explanation. In the
model, if the number of AP and STA pairs and the traffic
load can change, the superposition of multiple Poisson
distributions is equal to the sum of the arrival rate, λ; hence,
the number of AP-STA pairs can be increased by changing the
λ value in the equations. Furthermore, γ is the probability of
obtaining the transmission rights of 40 channels, γ enables
the network model evaluation when SCB is applied to AP1.
The SCB will only communicate with the channels if the
AP receives a channel access right of the secondary channel
to be bonded with probability γ (Fig. 6). Therefore, the
performance of SCB can be evaluated by changing (µ1 +

γµ2) in (1) to γ (µ1 + µ2).

C. DEVIATION OF PERFORMANCE MEASURES
We used the bonding probability Pb and average throughput
TH1 of AP1 to evaluate the performance. AP1 can perform
bonding when either the number of the waiting frames of AP2
is zero or AP1 obtains a transmission opportunity of 40 ch
with probability γ by CSMA/CA. Therefore, the bonding
probability Pb of AP1 can be expressed as:

Pb =

K∑
s1=0

y(s1,0) + γ

1 −

K∑
s1=0

y(s1,0)

 . (7)

The average throughput TH1 of AP1 is expressed as
the sum of the achievable throughput of the CB and the
throughput of only one channel as follows:

TH1 = (µ1 + µ2)Pb + µ1 (1 − Pb) . (8)

Furthermore, the average throughput TH2 ofAP2 is expressed
as the throughput only when the secondary channel is
available:

TH2 = µ2 (1 − Pb) . (9)

FIGURE 7. Probabilities of channel bonding (AP1).

D. PARAMETER SETTINGS
In this analysis, the service rateµx of APx was set as follows:

µx =
1

framesize[bit]
PHYrate[b/s] + T [s]

, (10)

T [s] = DIFS + slottime+
CWmin

2
+ SIFS + ACK , (11)

where PHY rate is the physical-level rate of the 11ac
standards, and T is the average duration of DIFS, back-off
time, SIFS, and ACK.We assume that both AP1 and AP2 use
11ac and frame aggregation functions; thus, the PHY rate of
AP1 is 135 Mb/s when frames are transmitted by 40-MHz
DCB, with a modulation scheme of 64 QAM and a coding
rate of 5/6. In addition, when AP2 does not use CB, other
settings remain the same as those of AP1, but the PHY rate
becomes 65 Mb/s. Equations (8), (10), and (11) show the
relationship between AP2 and DCB use.

E. ANALYTICAL RESULTS
First, we show the analytical results of a case in which AP1
uses 40-MHz DCB (e.g., 36 and 40 ch) and AP2 uses a
20-MHz secondary channel (40 ch). Therefore, AP2 did not
employ channel bonding. We assumed that the A-MPDU
size of AP2 is the same as that of AP1. In this analysis,
the maximum number of waiting frames in the queue K ,
is set to 40. Furthermore, the service rate of AP1, µ1, was
set according to (10), and the frame service rate of AP1, λ1,
was set to 1.5µ1. Thus, the traffic load is heavy for AP1.
Furthermore, γ is set to 0.5 which means that there are two
contended WLANs on the secondary channel, and they can
obtain the channel access rights equally.

Fig. 7 shows the bonding probability Pb of AP1 derived
from (7). The x-axis indicates the traffic load of AP2, that
is, the channel utilization of the secondary channel of AP1.
Pb linearly decreased as the traffic load of AP2 increased;
however, it remains at 0.5 when the traffic load of AP2 was
greater than 0.5 because the transmission opportunities for
AP1 and AP2 were equal.

Figs. 8 and 9 show the impact of A-MPDU size on the
average throughput of AP1 and AP2, respectively. The x-axis
indicates the traffic load of AP2, and the y-axis indicates
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FIGURE 8. Impact of A-MPDU size on the average throughput of AP1.

FIGURE 9. Impact of A-MPDU size on the average throughput of AP2.

the average throughput. The average throughput of AP1
decreases as the traffic load of AP2 increases (Fig. 8).
However, the average throughput of AP2 increases as the
traffic load of AP2 increases. Furthermore, the average
throughput of AP1 and AP2 increases as the frame size
(A-MPDU size) increases. In the case where the frame size is
1,173 bytes, the overhead of the CSMA/CA expressed in (11)
is large. Thus, the average throughput of AP1 and AP2 is
lower than that of when the frame size was larger. When the
frame size increases, AP1 and AP2 can transmit more bits per
transmission opportunity. Therefore, the A-MPDU should be
large. However, the frame sizes of AP1 and AP2 were equal,
and the airtime of AP2 was twice that of AP1. Furthermore,
if the frame size was 64,000 bytes, the throughput of AP1 was
stable at a maximum PHY rate of 0.8, whereas that of AP2
was stable at a PHY rate of 0.5. Thus, an imbalance in the
throughput of both APs affects both the wireless LANs.

Therefore, we should equalize the airtime of APs compet-
ing in a channel. However, we could not dynamically change
A-MPDU size during the analysis. Therefore, we modified
the simulator and used it to evaluate the proposed A-MPDU-
size adaptation method.

FIGURE 10. Throughput of AP1 when ρ2 = 0.

FIGURE 11. Throughput of AP1 when ρ2 = 1.

F. VALIDITY VERIFICATION OF THE MODIFIED SIMULATOR
We implemented the DCB algorithm in Scenargie 2.2 and
compare the communication performance of the simulator
and the analytical model described in this section. For
example, the throughput of AP1 obtained using Scenargie is
compared to the analytical results obtained from (8), (10),
and (11). Furthermore, we implemented the DCB algorithm
in Scenargie 2.2 as described in Section II.
In the simulation, we assume that AP1 uses DCB but AP2

does not, and the parameters in Section IV-D are applied.
However, the traffic model differed from the analysis,
and a constant bit rate (CBR) with UDP was assumed
in the simulation. The traffic generation rate of AP1, λ1,
was set to 1.5µ1, and µ1 depended on the frame size.
In both the analysis and simulation, we assumed that the
traffic load was heavy; therefore, the differences in the
packet generation models had no significant impact on
the performance evaluation. Furthermore, in the analytical
model, we assumed that the frame size includes transport, IP,
andMAC headers (MPDU delimiter, MAC header, and FCS);
however, the simulation results did not include these headers.
Suppose that one frame includes a 1,500 Byte payload,
which includes a UDP header (8 bytes), an IP header (20
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bytes), application data, and MAC headers (34 bytes, which
is the sum of the MPDU delimiter, MAC header, and FCS).
The header overhead was 1, 472/1, 534. Thus, in this section,
the throughput values obtained by the analysis are multiplied
by 1, 472/1, 534 for comparison with the simulation results.

Figs 10 and 11 show the throughput of the simulation
and theoretical analysis, respectively. Both results vary with
the change in frame size, where the utilization of AP2, ρ2,
is 0 or 1. The throughput obtained from the simulations
was almost the same as that calculated by the analysis for
both cases of ρ2 = 0 and 1. Therefore, the modified DCB
simulator was effective for the performance evaluation.

V. PROPOSED METHOD: DYNAMIC A-MPDU SIZE
ADAPTATION METHOD
A. IN THE CASE OF FIXED A-MPDU SIZE
The airtime for each frame transmission in the 11ac WLAN
can significantly differ from each other because the PHY
rate fluctuates owing to the DCB function (i.e., shrinking of
the channel width), and the A-MPDU size is predetermined
and fixed by each AP. Diverse airtime inherently cause
PA [3], resulting in performance degradation. To overcome
the PA problem and maintain fairness with contended
communication, there is a need to adjust the airtime (duration
of frame transmission), considering the effect of shrinking the
channel width in the DCB. For example, if a small A-MPDU
is employed at the AP with a DCB, because the number
of frame transmission opportunities for a certain period is
increased, the number of channel assessments for CB and the
probability of CB increase, but the number of bits transmitted
by one frame remains small. By contrast, if a large A-MPDU
is employed at the AP with DCB, the number of channel
assessments for CB and the probability of CB decrease owing
to the decrease in the number of frame transmissions in a
certain period. However, the number of bits transmitted by
a single frame increases. This indicates a trade-off between
the probability of frame transmission by CB and the amount
of data transmitted by one A-MPDU frame, as shown in
Fig. 12. Consequently, the goal of our proposal is to adapt the
airtime, namely, the A-MPDU size of the DCB, based on the
number of frame transmission opportunities and the available
bandwidth fluctuated by the DCB of each frame for airtime
fairness between competitive WLANs.

B. DYNAMIC A-MPDU SIZE ADAPTATION METHOD
To achieve the goal described in Subsection V-A, we propose
an A-MPDU-size adaptation method in which the size of the
A-MPDU dynamically changes in response to the width of
the available channels determined by the DCB mechanism.
The proposed scheme allows the best utilization of channel
resources for efficient communication in the secondary
channel. We assume that two contended WLANs, one of
which uses the DCB function and the other does not use the
CB, and attempt to obtain a channel right at the secondary
channel. The outline of the proposed scheme is as follows.

FIGURE 12. Trade-off between the probability of frame transmission by
CB and the amount of transmitted data by one A-MPDU frame.

We assume that the number of contended WLANs in
the secondary channel is set to n, and we assume n = 2
for a simple explanation of our proposed method. In the
secondary channel, there are two contended communications,
one of which is Communication 1 (C-1) and the other
is Communication 2 (C-2). We then define the following
requirements for C-1 and C-2.

• Thr requirement for C-2: 1n for the maximum throughput
should be guaranteed, where n is the number of
contended communications on the same channel. In this
case, 50% ( 1n ) throughput should be guaranteed.

• Requirement for C-1: Throughput performance should
be maximized while satisfying C-2’s requirement.

To satisfy the requirement for C-2, we equalize the sum
of airtime for C-1 and C-2 on the secondary channel.
Simultaneously, we increased the airtime for C-1 on the
bonded channels (80 MHz) as much as possible, thereby
improving the throughput performance of C-1. To achieve
this, we adjust not only the number of frame transmissions
but also their airtime on the bonded channels (whose width is
expressed here as X MHz). Because these parameters highly
depend on the shrinkage of the channel width (whose width is
here after expressed as Y MHz), the airtime (AT ) determined
by both the A-MPDU size and the PHY rate significantly
affects the communication performance. Parameters X and Y
MHz in the DCB are defined as follows:

• DB: Duration of DIFS + Back-off
• ATCBR1−X (ATCBR1−Y ): Transmission duration of one
frame when C-1 transmits at X (or Y ) MHz width.

• ATCBR2: Transmission duration of one frame on C-2.
AT includes all durations (DB, data transmission, and

ACK). Herein, we consider only a case where ATCBR1−Y
is greater than ATCBR2. ATCBR1−X which satisfies the
requirements for C-1 and C-2 simultaneously are calculated
using the following equations: Notably, ATCBR1−Y is an input
parameter for calculatingATCBR1−X . If we define the duration
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of C-2 on the secondary channel as TIMEC2, the following
equation can be derived to satisfy the requirement for C-2:

ATCBR1−X = TIMEC2,

= ATCBR2 · x. (12)

where x is the number of frame transmissions in TIMEC2.
In this case, x depends on the lengths of ATCBR1−Y and
ATCBR2 and can be expressed as follows:

x =
ATCBR1−Y
ATCBR2

. (13)

The expected number of frame transmissions for C-2
in TIMEC2 is expressed as Ex . The probability of frame
transmissions for C-1 owing to CSMA/CA is approximately
1/n. In such a case, if C-2 achieves frame transmission two
consecutive times (the probability is 1

n2
), C-2 can occupy the

secondary channel for 2×airtime of x. Thus, the available
airtime increases with the number of consecutive acquisitions
of transmission opportunities, k . In summary, the expected
airtime EATx can be expressed as:

EATx = Ex · ATCBR2,

= ATCBR2 · x ·

∞∑
k=1

k
(
1
n

)k

. (14)

Because (14) is the sum of an arithmetic-geometric
sequence with a common difference k and a common ratio
1/n, EATx can be expressed as:

EATx = ATCBR2 · x · n. (15)

From (12), (13), and (15), ATCBR1−X can be expressed as

ATCBR1−X = n · ATCBR1−Y . (16)

If the bonded channel is shrunk to Y MHz, CSMA/CA and
ACK transmissions occur n times for n frame transmissions
on average during ATCBR1−X in the secondary channel.
Therefore, the overhead of CSMA/CA andACK transmission
should be reduced, and the optimal ATCBR1−X value is given
by

ATCBR1−X = n · ATCBR1−Y − (n− 1) · Tov, (17)

where Tov indicates the overhead of one frame transmission,
which is defined as the sum ofDB, airtime of the PHY header,
SIFS, and airtime of the ACK frame.

Finally, if the message segment size of the original packet
is MSS bit and the PHY rate of X MHz width is RX Mb/s,
the appropriate A-MPDU frame size PKTX MHz can be
expressed as follows:

PKTCBR1−X = ATCBR1−X ·
RX
MSS

. (18)

In the proposed method, the optimal number of aggregate
frames can be calculated using (17) and (18) to determine
whether the channel width of the bonding AP is shrunken
or bonded. In the equations, the airtime of one frame (that
is, the non-aggregated frame) transmission of the competing

FIGURE 13. Simulation environment.

AP is required, and we assume that it can be obtained by
measuring the busy period of the secondary channel in the
bonding AP. Therefore, information exchange between the
APs is not needed and the bonding AP can autonomously
calculate the optimal number of aggregate frames depending
on its bonding width.

VI. PERFORMANCE EVALUATION
In this study, we evaluated the DCB performance when the
width of the bonded channels was dynamically changed to
either 80 or 40 MHz. Notably, this competition pattern is
likely to occur in actual environments. Therefore, we set
X = 80 and Y = 40 in (18); hereafter, this situation is
referred to as 80–40-MHz DCB. Note that we evaluated the
DCB performance in other competitive environments, but we
show only the results for X = 80 and Y = 40 herein for
brevity.

A. SIMULATION ENVIRONMENT
In this study, we verified the effectiveness of the A-MPDU-
size adaptation method described in the previous section
using Scenargie 2.2, in which the DCB was implemented.
Fig. 13 shows the simulation environment and settings.
Two pairs of AP and STA were deployed. The distance
between the AP and STA was 5 m, and the distance between
each pair was 2 m. Each AP sent a CBR flow to each
STA with the transmission rate shown in Fig. 13. DCB
communication (hereinafter ‘‘flow 1’’) occurs from AP1 to
STA1 and communication from AP2 to STA2 competes with
flow 1 (hereinafter ‘‘flow 2’’). flow 1 performs DCB up to
80-MHz bandwidth in the environment, as shown in Fig. 14.
During the simulation, flows 1 and 2 were generated by the
CBR/UDP from 4 to 16 s, and the seed value was randomly
changed 10 times.

To verify the effectiveness of (18), we compared the
80–40-MHz DCB using (18) with a method that employed
a fixed A-MPDU frame size (conventional method as 11ac).
In the proposed method, we effectively used communication
in a wide channel by adjusting the A-MPDU size dynamically
according to the available channel width. To satisfy the
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FIGURE 14. Definition of parameter values in 80–40-MHz DCB.

FIGURE 15. Number of aggregated packets derived from (18).

requirement of flow 2 by equalizing the use of each flow time
of the contention channel in flow 1 (maximum bonding
width) and flow 2, the utilization time of the contention
channel for each flow was used as an evaluation index.
Furthermore, it is necessary for the contention throughput
of flow 2 to maintain 50% of the single-unit throughput
performance. Thus, we used the throughput of each flow and
the ratio of the airtime in the secondary channel in the
simulation to evaluate the performance.

B. SIMULATION RESULTS
First, we determine the optimal A-MPDU size for the
environment, as shown in Fig. 13. Fig.15 shows the optimal
number of aggregated packets determined from (18) when
X = 80 and Y = 40. Furthermore, the ratio of the sum
of airtime on the secondary channel for flows 1 (in the case
of 80 MHz) and flow 2 to the simulation time (12 s) is shown
in Fig. 16. Furthermore, Jain’s fairness index [32] of the ratio
of the sum of airtime of flows 1 and 2 on the secondary
channel is shown in Fig. 16. Jain’s fairness index can be
derived from:

Fi =

(∑n
i=0 ATi

)2
n

∑n
i=0 AT

2
i

, (19)

where ATi indicates the ratio of the sum of the airtime of
flow i, n is the number of flows. Then, all ATi values are the
same if Fi equals 1. In Fig. 16, x1 on the x-axis indicates
the A-MPDU size of flow 1 in the case of contention with
flow 2, and x2 is the maximum A-MPDU size of flow 1.

FIGURE 16. Ratio of airtime on the secondary channel for flows 1 and 2,
and their fairness index.

FIGURE 17. Throughput of flow 1.

In the case of (5, 27) and (10, 49), the difference between
the ratio of the utilization time of the 80-MHz-width channel
for flow 1 and that of the channel for flow 2 is smaller than
that of the existing fixed-size A-MPDU method (the case of
(1, 1) and (64, 64)). We can see that flows 1 and 2 can use the
contention channel evenly in the case of (5, 27) and (10, 49),
and then the Fairness index almost equals 1. Therefore,
our proposed A-MPDU adaptation method achieves airtime
fairness between two contended flows at the secondary
channel.

Suppose the AP employs SCB; it cannot transmit any
data until it obtains access to the entire channel for the
SCB, including the competitive channel. The airtime of
the AP with the SCB was the only airtime of flow 1 in the
secondary channel (Fig. 16). Hence, the throughput of the
AP with SCB decreases because it cannot use the airtime
of flow 2. However, if the AP employs a DCB, it can send
data within the shrunken channel during the airtime of flow 2.
Therefore, DCB with A-MPDU adaptation is more effective
in improving resource utilization in a channel-competitive
environment.

Figs. 17 and 18 show the simulation results for the
throughput performances of flows 1 and 2, respectively.
Furthermore, Fig. 19 shows the total throughput of flow1
and flow2. The x-axis in Figs. 17, 18, and 19 represents
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FIGURE 18. Throughput of flow 2.

FIGURE 19. Total Throughput of flow 1 and 2.

(x1, x2), where x1 is the A-MPDU size of flow 1 in the case
of contention with flow 2, and x2 is the maximum A-MPDU
size of flow 1. ‘‘Existing method’’ in the figure indicates
the throughput for a fixed A-MPDU size (64 packets). For
the proposed method, we focused on the throughput of
flow 1. The throughput increased as the A-MPDU size of
flow 1 increased. This is because, as the A-MPDU frame size
increases, the amount of data to be transmitted increases, and
the overhead (e.g., frame header, DIFS, and back-off of the
CSMA/CA function) decreases. In contrast, the throughput
of flow 2 obtained using the proposed method is smaller
than that obtained using the existing fixed A-MPDU method
because of the decreased competition in obtaining channel
access. However, because 50% of the throughput without
contention is 16.87 Mb/s, the requirement for flow 2 is
almost satisfied when the number of aggregated packets
is set to (5, 27), (10, 49), and (13, 62). Alternatively, the
throughput of flow 1 for DCB communication increases by
more than 20 Mb/s when the number of aggregated packets
for flow 1 is (5, 27), (10, 49), and (13, 62). For the total
throughput of flows 1 and 2 in Fig. 19, our proposed method
achieved a maximum at the (10, 49), and we found the
optimal number of aggregate packets for air-time fairness in
the WLAN with DCB.

These results show that in the environment shown in
Fig. 13, the requirements for flows 1 and 2 can be satisfied

simultaneously, and (18) is applicable to 80–40-MHz DCB.
We also confirm that the proposed method is also effective in
40–20-MHz and in 80-20-MHz DCB environments, however
we are afraid that the details of the simulation results of
40-20MHz and 80-20-MHz are not shown for lack of the
space.

VII. DISCUSSION
Our evaluation environment was an ideal wireless envi-
ronment with a high SINR and no interference; therefore,
we assumed that there was no frame retransmission. Fur-
thermore, we assumed that the required bandwidth of the
application was heavy; therefore, the traffic load was heavy
for the two competitive WLANs. Thus, the simulation
results indicated the maximum effectiveness of the proposed
method. Hence, we have discussed the revised points required
for the proposed method.

First, the frame retransmission must be addressed. Frame
retransmission occurs frequently in low-SINR environments.
The number of aggregated frames and the DCB bandwidth
should be determined based on the retransmission frame
size and number of retransmission frames. However, the
communication procedure implementation for frame retrans-
mission differs between commercially available APs and
STAs [33], [34]. Therefore, we calculated the number of
aggregated frames for retransmission based on various frame
retransmission procedures.

Second, we need to consider the power consumption
of wireless devices. Internet of Things (IoT) devices are
widely available and connected to the Internet. Many of
these are small devices driven by batteries. Therefore, the
power consumption of battery-driven wireless devices should
be considered. A DCB can increase the power consumption
of APs and STAs depending on the channel bandwidth; for
example, the power consumption doubles if two channels are
bonded. Thus, the application of CB is not recommended
for WLANs from the perspective of power consumption.
Furthermore, FA can increase the power consumption of APs
and STAs, depending on the frame transmission duration.
APs are always connected to wall sockets; hence, there is no
power consumption issue. Meanwhile, battery-driven STAs
have power consumption issues that should be addressed,
particularly when considering the power consumption of
STAs in WLAN with DCB and FA. The proposed method
should also be adapted to the power consumption of battery-
driven STAs. We expect resource unit (RU) allocation in
IEEE802.11axWLANs to be useful for addressing the power
consumption issues of battery-driven STAs because each RU
has a lower bandwidth than the entire channel bandwidth
with CB. Therefore, the proposed method can be adapted to
IEEE802.11ax OFDMA.

VIII. CONCLUDING REMARKS
In this study, we investigated the DCB performance based
on the frame level with CSMA/CA. We introduced the
2×M/M/1/K queueing theory and implemented the DCB
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mechanism in Scenargie. We validated the effectiveness
of the simulations by comparing the obtained results
with analytical results. The DCB performance significantly
decreases in an environment in which a WLAN employing
DCB competes with another WLAN, resulting in partially
overlapping channels. This is attributed to the PA problem.
Therefore, we propose a dynamic A-MPDU-size adaptation
method to achieve airtime fairness. Simulation results show
that the proposed scheme can improve throughput perfor-
mance because of the dynamic A-MPDU-size adaptation
while ensuring 50% throughput performance for competitive
communication. These results demonstrate that dynamic
A-MPDU-size adaptation, according to the DCB channel
width is essential for achieving fair resource utilization in
DCB-based WLAN environments.

In future studies, we will develop a dynamic A-MPDU-
size adaptation method based on the RU tones in the OFDMA
employed in the IEEE 802.11ax standard.
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