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ABSTRACT The increasing popularity of video streaming services and the widespread accessibility
of high-speed internet underscore the importance of delivering cost-effective and seamless streaming
experiences. Shared internet connections may lead to varying speeds, impacting Quality of Experience
(QoE). Rate adaptation techniques aim to ensure smooth video transmission, but overly optimistic
adaptations can compromise user experience. Objective video quality assessment is crucial for efficient rate
adaptation to ensure smooth QoE. This research proposes a novel method incorporating temporal channel
shifting into Convolutional Neural Networks (CNN) for video quality assessment while maintaining the
computational simplicity of a 2D CNN model. The proposed approach relies on the EfficientNet architecture,
initially pre-trained on quality-aware images, and fine-tune it using datasets of rate-adaptive videos. The
model is trained and evaluated on two benchmark datasets, namely ‘“Waterloo sQoE III”” and “LIVE
Netflix II,” which consist of rate-adaptive videos annotated with subjective quality scores. Experimental
results encompass the evaluation of Pearson, Spearman, and Kendall correlation coefficients, along with the
computation time ratio for the proposed approach. The outcomes reveal competitive scores of 0.795, 0.652,
0.772, and 0.216 for the “Live Netflix II dataset” and 0.782, 0.713, 0.721, and 0.230 for the ‘“Waterloo
sQoE III dataset.” Our proposed method, compared to 24 approaches for “Waterloo sQoE III"” and 25 for
“LIVE Netflix II,” attains the highest correlation scores while maintaining near-real-time processing
efficiency. These results affirm the efficacy of our approach in accurately predicting human judgment (QoE)
with computational efficiency.

INDEX TERMS Video quality, image quality assessment, rate adaption, video streaming, quality of
experience, QoE.

I. INTRODUCTION

The popularity of video applications has increased due
to the rapid advancements in digital multimedia devices
and the widespread availability of inexpensive, high-speed
internet. This has resulted in a notable rise in internet
traffic that is attributed to multimedia data, specifically
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images and videos [1], [2], [3]. Smartphones, equipped with
high-definition cameras and versatile connectivity options
such as Wi-Fi and cellular networks, exemplify these
multifunctional devices contributing to the escalating demand
for multimedia content. Cisco’s annual internet study reveals
that video data constitutes a staggering 82% of internet
traffic [4]. This trend intensifies the competition among video
distribution systems and streaming services [5], where the
success of these platforms is intricately linked to the end
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user’s Quality of Experience (QoE) [6]. Consequently, there
is a critical need for robust quality assessments to gauge
users’ QoE and optimize the distribution of video content
effectively [7], [8].

The shared nature of internet connections introduces vari-
ability in connection speeds, heavily influenced by network
traffic generated by other users. In the context of adaptive
bitrate streaming, where seamless content delivery necessi-
tates adaptive bitrate adjustments [9], ensuring perceptual
quality becomes pivotal for overall QoE. Overly optimistic
rate adaptations may lead to a reduction in throughput
requirements, adversely affecting QoE [9], [10]. To address
this challenge, perceptual quality assessment of video streams
becomes essential, guiding efficient rate adaptation by
optimizing network channels based on improved perceptual
quality assessment models.

Objective quality assessment methods fall into three
categories: Full-Reference (FR), Reduced-Reference (RR),
and No-Reference (NR) [11]. FR methods compare original
and reproduced content for accurate assessment, while
RR methods use additional features transmitted with the
original content [12]. NR methods, though challenging,
operate blindly on the original content, making them more
practical in various applications where reference content
is unavailable [1]. Developing accurate and efficient NR
Video Quality Assessment (VQA) methods is crucial for
widespread applicability.

Despite advances in image quality assessment, videos
have received less attention in the NR quality assessment
domain, primarily due to the temporal complexity introduced
by video’s dynamic nature [13], [14]. For streaming videos
incorporating rate adaptation, considering the temporal
element in quality evaluation becomes crucial, capturing
scene transitions and temporal artifacts. Recent efforts in
developing objective algorithms for predicting visual quality
have involved traditional approaches leveraging natural
scene statistics or other features for regression algorithm
training [15].

Perceptual quality evaluation is conducted using both
subjective and objective methods [7], [11]. While subjective
assessment involves human observers assigning quality
scores [16], objective methods offer a cost-effective alter-
native across multimedia applications [17], [18], [19], [20],
[21]. Objective methods are classified as Full-Reference
(FR), Reduced-Reference (RR), or No-Reference (NR) [11].
Despite their limitations, NR methods are useful in situations
where reference content is not available [1]. Video quality
assessment is challenging due to its dynamic nature [13],
[14], and recent efforts aim to incorporate temporal elements
for accurate evaluation [15]. The rising trend in deep learning,
particularly Convolutional Neural Networks (CNNs), has
gained prominence in VQA research [22]. Two approaches
exist in VQA: one incorporating temporal elements and
another that does not. While CNN-based approaches provide
frame-by-frame predictions, three-dimensional CNNs offer
spatiotemporal learning by considering multiple frames as
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input. However, these approaches often incur high com-
putational costs, limiting their deployment on end devices
and real-time online video understanding [23], [24]. This
research addresses VQA for rate-adaptive video streaming,
leveraging the EfficientNet 2D CNN architecture pre-trained
on quality-aware datasets BIQ2021 and KonlQ-10K. Intro-
ducing channel shift for temporal feature propagation,
the proposed approach balances efficiency, accuracy, and
generalization capabilities. The channel shift is implemented
in the residual connection of the architecture, and scalability
within the EfficientNet family allows for enhanced predictive
performance. Additionally, a quality-aware loss function,
combining mean squared error, mean absolute error, and
Spearman’s rank order correlation coefficient, contributes to
a comprehensive evaluation of video quality.

This study makes significant contributions, including
proposing an efficient VQA model tailored for adaptive
bitrate video streaming, quality-aware pre-training using
BIQ2021 and KonlQ-10K datasets, and introducing a
novel quality-aware loss function. The subsequent sections
delve into the framework, experimental setup, results, and
implications, providing a thorough exploration of the pro-
posed framework’s capabilities within adaptive bitrate video
streaming scenarios.

Il. RELATED WORK
VQA for video streaming applications has been approached
through various methods, categorized into network/client-
side statistics and perceptual content-based approaches. QoS-
oriented approaches, such as those based on bitrate, latency,
and rebuffering time [25], [26], [27], [28], [29], offer fast but
less accurate solutions, suitable for simplistic quality predic-
tions and limited computational complexity devices. Hybrid
approaches [30], [31], [32], [33] integrate network statistics
and spatiotemporal characteristics, enhancing prediction per-
formance at the expense of computational complexity. On the
other hand, content-based approaches prioritize perceptual
aspects, showcasing high correlation with human judgment
but often demanding increased computational resources.

Two popular categories of content-based approaches are
Image Quality Assessment (IQA)-based and VQA-based.
IQA-based methods like BRISQUE [34], NIQE [35], and
DeepEns [1] predict video quality by treating frames as
separate images. Nevertheless, the determination of the
optimal frames per second and the oversight of temporal
characteristics with 2D CNNs pose challenges, restricting
their applicability for adaptive bitrate videos [1], [34], [35].

Content-based video quality assessment methods, like
VIIDEO [36] and V-BLIINDS [37], introduce no-reference
algorithms to predict video quality based on statistical and
perceptual features. While effective, these methods tend to
be computationally expensive, limiting real-time deployment
in streaming applications.

Several approaches, including UGC-VQA [38], PVQ [39],
VSFA [40], and FAST-VQA [41], address content varia-
tion and attempt to overcome computational inefficiencies.
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However, challenges persist in terms of computational
complexity, model adaptability, and the representation of
perceptual video quality.

Research efforts like StarVQA [42] propose attention-
based approaches for video quality assessment, leveraging
transformer networks. While providing good predictive per-
formance, computational efficiency remains slightly below
real-time standards.

Despite these advancements, a research gap exists in
achieving a balance between predictive performance and
computational efficiency in video quality assessment. Exist-
ing approaches either prioritize one aspect at the expense of
the other or encounter challenges in adapting to real-time
processing requirements. This research aims to bridge this
gap by proposing an efficient video quality assessment
framework tailored for adaptive bitrate video streaming,
ensuring both accuracy and computational efficiency.

ill. PROPOSED METHODOLOGY

Three-dimensional CNNs are designed to circumvent this
limitation by processing multiple video frames at once and
capturing the temporal relationship between the adjacent
frames [43], [44], [45], [46]. This capability of the 3D
CNNs (such as C3D [47] or I3D [48]) makes them
unusually complex by increasing the required number of
training parameters to the number of frames processed at a
time [49]. This study, on the other hand, proposes a Temporal
Quality Predictor (TQP) framework, which combines various
concepts from existing studies in order to carry out temporal
modeling without introducing extra levels of complexity [1],
[50], [51]. Figure 1 depicts the whole process that the TQP
employs in order to make its quality predictions for videos.

A. MODELING APPROACH

Our modeling approach is based on the assumptions that
similar to spatial redundancy, the frames in a video stream
are also highly redundant and the change in content in
subsequent frames is relatively low. This assumption has led
us to explore channel shifting in the temporal dimension
in which only a portion of the information is shared with
adjacent frames to learn the temporal characteristics. The
proposed approach ensures an increase in model capacity and
minimization of data shifting which leads to efficient and
accurate models. This strategy ensures that spatial learning
is not heavily impaired and the incorporation of temporal
learning is enough to model temporal feature learning.

The model employs a strategy of using off-the-shelf,
pre-trained CNN to perform temporal feature extraction
in residual connections using temporal channel shifting.
EfficientNet [37] is used as a pre-trained model because
of its small size, good generalization and scalability, but
any CNN model with residual connections can be modified
to perform channel shifting. In addition, the framework
includes a pre-training strategy, temporal feature extraction,
and quality estimation via regression using spatiotemporal
features extracted by the Temporal Quality Predictor (TQP).
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Each of these stages is described in greater detail in the
following subsections.

The channel shifting performs information sharing
between subsequent frames and is demonstrated using
2D convolution operation which is given by Eq. 1 & 2.

yla, bl =02 EX  _hlm,n]l-xla—m,b—n] (1)
ylm, n] = x[m, n] % h[m, n]
= 2%:—00231—00)5[1’].] ~h[m —i,n—j] 2)

Here x and y are the input and output image, i is the
kernel matrix with m and »n indices and (i, j) provide the
pixel location. The convolution operation is performed for
all possible values and the padding is decided as per the
user’s specifications. In case of a 1D input f and kernel &
the convolution Conv(f, g) requires a weight vector g with
size three (g1, g2, 83) to be convolved with input f. The
convolution for this scenario can be given by Eq. 3.

fi=gf ' +af +ef ! A3)

In order to perform convolution of the video frame through
shifting and multiplication, the input channels can be shifted
by —1 and +1. The shift operation performs information
transfer with its neighboring frames (fi—1, fiandfi+1) and the
operation can be performed as described in Eq. 3.

Ai_l =Ai1
A? = 4,
A=A

Figure 2 demonstrate the channel shifting in temporal
dimension by using eight channels and three consecutive
frames. The channels learned from different frames are rep-
resented by different colors to highlight them during channel
shift taking place in the temporal dimension. Figure 2(a)
illustrate the original channel sequence in consecutive frames
whereas Figure 2(b) illustrates the channel sequence after the
application of shift. Channel 1 in Figure 2(b) demonstrates
left temporal shift which indicates shifting by —1 shift in
frames whereas channel 2 in Figure 2(b) demonstrates right
temporal shift by 41 shift in frames taking place in channel 2.
The rest of the channels in Figure 2(b) demonstrate unshifted
frames.

In our study, we have adopted a channel shift of 1/8
channels, a strategy aligned with established methodologies
such as TSM. This approach offers several advantages,
including reduced computational overhead by shifting only
a fraction of channels, as well as the retention of spatial
learning ability, as highlighted by Lin et al. [51]. Furthermore,
this choice aligns with the understanding that temporal
frames typically exhibit less variation in information com-
pared to spatial blocks. We believe this approach strikes
a balance between computational efficiency and preserving
important spatial-temporal features essential for our model’s
performance.
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FIGURE 2. Graphical depiction of channel shifting in temporal dimension.

B. QUALITY PREDICTOR

In order to perform quality prediction, spatiotemporal fea-
ture extraction is performed using EfficientNet architecture
with channel shifting. The video stream is converted into
individual frames which are saved on disk and provided
sequentially to the model for spatiotemporal feature learning.
The frames are augmentation as part of pre-processing
before providing them to the spatiotemporal feature extractor
to increase effective dataset size and allow the model
to learn variations resulting in improved generalization.
The information extracted in terms of learned features is
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transferred from each frame to its subsequent frames after
pre-processing and data augmentation. Fig. 2 depicts the
channel shift in both directions of the temporal dimension
and therefore allows the model to learn feature maps via the
EfficientNet model and the use of temporal channel shift.

1) EFFICIENTNET ARCHITECTURE

EfficientNet is a family of CNN models introduced by [47]
and is among the most efficient models (i.e. requiring the least
FLOPS for inference) that reach State-of-the-Art accuracy on
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both ImageNet and common image classification & transfer
learning tasks. The baseline architecture termed EfficientNet-
BO is similar to MnasNet, which reached near-SOTA with
a significantly smaller model. Model scaling is performed
through a heuristic way to perform compound scaling in
depth, width, and resolution dimensions. The scaled-up
versions are EfficientNet-B1 to B7 which represents a good
combination of efficiency and accuracy on a variety of
scales. Such a scaling heuristics (i.e. compound-scaling)
allows the efficiency-oriented base model (BO) to surpass
models at every scale while avoiding extensive grid-search
of hyperparameters.

The architecture also includes various design elements
that improve efficiency. Squeeze-and-Excitation (SE) blocks
allow the network to dynamically adjust the channel-wise
feature responses, resulting in improved accuracy. Stem
blocks are used at the beginning of the network to reduce the
spatial resolution of the input image and make the network
more efficient. The swish activation function is used instead
of traditional activation functions such as ReLLU to improve
the model’s accuracy and efficiency. The SE block is inserted
into the network between the convolutional layers and the
activation function. The use of SE blocks has been shown
to significantly improve the accuracy and efficiency of the
network.

The residual connection is modified to implement a
channel shift, which leads to the extraction of both temporal
and spatial features when using EfficientNet with a temporal
channel shift. To mitigate the latency overhead of the model
and overcome the compute cost of the framework, the model
propagate 1/8 of the features to the adjacent frames. The
information in the current frame is shifted along the temporal
dimensions and the learned parameters are shared with
connected or neighboring frames in the channel shift.

In order to perform quality prediction, the last fully con-
nected layer has single neuron followed by regression layer.
The loss function used for model training is a quality-aware
loss function which is described in the III-C. The model
performs spatial feature learning whereas temporal feature
learning is performed through channel shifting implemented
in the residual block. As the temporal channel shift introduces
channels in the next frame for each frame and therefore can
perform long-range temporal modeling through cascading
effect due to the transfer of information from each frame to
its neighboring frames.

C. LOSS FUNCTION

MSE is the most frequently used loss function for training
quality assessment models. Ahmed et al. [1] demonstrated
empirically that MSE is the best loss function for training
image quality assessment models. In contrast, Hosu et al. [52]
claimed that MAE is the most appropriate loss function for
assessing image quality. However, we are attracted to training
our model using a quality-aware loss function rather than just
MSE and MAE.
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In order to achieve this goal, a loss function is formulated
by integrating multiple error metrics, including MSE and
MAE, along with a differentiable approximation of Spear-
man’s Rank Order Correlation Coefficient (SROCC). The
loss function can be obtained using Eq. 4.

Loss = A - MSE + A2 - MAE + A3 - (1 — SROCC)  (4)

MSE quantifies the average squared difference between
predicted and ground truth quality scores, defined by Eq. 5.
1 < .
MSE = > (¥; — ¥i)? 5)

i=1

where Y; and ¥; denote the ground truth and predicted scores.
Similarly, MAE measures the average absolute difference,
given by Eq. 6.

1 n .

MAE_ngm Yil (©6)
To address the non-differentiability of traditional SROCC
calculation, a differentiable approximation is introduced.
In this approximation, the softmax function is employed to
convert predicted and ground truth scores into continuous
and differentiable ranks. The softmax ranks R; are calculated
by Eq. 7 for both predicted and ground truth scores. These
softmax ranks are then used to compute the differentiable
approximation of SROCC. This formulation allows for effi-
cient gradient-based optimization during CNN training while
simultaneously capturing both magnitude and order-related
errors in image quality predictions.

evi

27:1 eli

R; = (N
In Eq. 4, the coefficients A1, A», and A3 control the relative
importance of each loss component. The differentiable
SROCC component is 1 — SROCC to frame it as a loss
term (i.e., minimizing it is desirable). The MSE and MAE
components serve as traditional error metrics, capturing the
difference between the predicted and ground truth scores in
terms of squared and absolute differences, respectively.

The rationale behind the formulation of the multi-objective
loss function of Eq. 4 to consider the magnitude and the
direction of the error as well as the monotonic relation
between the predicted and ground-truth values. On one hand,
incorporating both MSE and MAE, the loss function aims
to minimize the squared differences between the predicted
and ground truth quality scores while also considering the
absolute differences. This allows CNN to not only focus on
minimizing the overall error but also pay attention to the
accuracy of the predictions. SROCC component measures
the monotonic relationship between the predicted and ground
truth ranks. By including it in the loss function, the model is
encouraged to learn to predict not only the quality scores but
also their relative order or ranking.

To determine the values of hyperparameters A1, A2, and A3,
a grid search was conducted using values of 1/2, 1, and 2.
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FIGURE 3. Loss values at various grid points.

This exploration involved 27 distinct configurations, each
trained for 10 epochs. Figure 3 provides the values of loss
at the end of training for various grid points indicating that
lowest loss value of 0.371 is obtained at A; = 1, Ap = 1 and
A3 = 2. Subsequently, Equation 8 was derived as a simplified
form of the loss function utilized during model training.

Loss = MSE 4+ MAE + 2 - (1 — SROCC) ®)

D. PRE-TRAINING

Training of a CNN usually requires a large number of labeled
images which is a challenging task in many cases such as
VQA. Transfer learning is a popular method where a model
developed for one task is reused as a starting point to model
a different task. This method presents itself as an excellent
opportunity and eliminates the need for a vast amount of
computational time and training data. In order to take benefit
of this approach and eliminate the need for a large amount of
labeled training data, we have performed model pre-training
on image quality assessment database BIQ2021 [16]/KonlQ-
10K [52]. As the MOS of both dataset follows different
scale and therefore the MOS is normalized before combining
and using both datasets to perform model pre-training. The
Eq. 9 is used to perform normalization of the MOS. This
pre-training using min-max normalized MOS score allows
the TQP to learn the quality aware priors and therefore
improve the subsequent VQA performance.

MOS; — min(MOS)

MOS; = . ©)
max(MOS) — min(MOS)

where i is the index of an element in MOS and MOS.
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E. DATA AUGMENTATION

Data augmentation is a commonly used technique in training
deep learning models and is required to serve various
purposes. It increases the effective dataset size by introducing
artificially generated training examples. This increased
dataset size allows the model to reduce dependency on
a larger dataset. It improves the model generalization by
introducing diverse variations in the training data which
sometimes doesn’t occur in the data. It allows the training
process to mitigate the overfitting as the model may become
too specialized on the training instances and the introduction
of perturbations allow it to learn more general features.
These generalized features make the model more robust
to real-world variations and therefore lead to improved
performance.

To train the TQP, we have introduced horizontal flip which
makes the model invariant to horizontal flipping. Vertical and
horizontal translation and left and right rotation up to 5° are
introduced for additional variations in the image. Moreover,
as the model accepts an input size of 224 x 224 and the spatial
resolution of the video is different from this size, therefore
random cropping is performed to select a random patches of
the frame equal to the input size. These variations allow the
model to learn a generalized quality aspect of the image and
focus less on the content in the image (frame).

F. TRAINING OPTIONS

In order to train the model, we used Adam optimizer and
trained it with a batch size of 16 images. An initial learning
rate of 3 x 1073 is used with a piece-wise learning rate
in which the learning rate is halved after 30, 20, and then
10 epochs. The model is trained for 300 epochs with a
validation check to avoid overfitting. The training is stopped
if the validation loss stops decreasing after three validation
checks.

IV. EXPERIMENTS

In this section, we present the details of the experimental
setup used to evaluate the proposed approach for VQA.
The execution environment, description of the dataset,
and evaluation metrics for the experiments are discussed
followed by model evaluation and comparison with existing
approaches.

A. EXECUTION ENVIRONMENT

The experiments were conducted using Matlab ® 2022b
on a Windows 10 equipped Dell T3610 workstation. The
workstation is powered by an Intel ® Xeon ® Processor E5-
2687W v2 and has 32GB of RAM. To enhance performance
and reduce latency, the training dataset, operating system and
Matlab were installed/placed on a SATA SSD. The system
was equipped with a GeForce RTX 3060 GPU with 12GB
GDDR6 memory, providing ample computational power for
the experiments. This setup ensured a robust and efficient
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execution environment for the research, enabling smooth
processing and analysis of the data.

B. DATASET DESCRIPTION

In order to perform VQA, a subjectively scored dataset is
a prime requirement as training of a supervised learning
model is performed using labelled examples. Several studies
have targeted the QOE issue of streaming videos, but they
lack aspects of real-world video streaming systems such as
actual network measurements and client-driven adaptation
strategies. Therefore, we have relied on the “LIVE-NFLX-II
Subjective Video QoE Database’ [53] and ‘“Waterloo sQoE
Database-III"" [54] which are two comprehensive subjective
QoE databases containing rate adaptive videos.

1) LIVE-NFLX-1I SUBJECTIVE VIDEO QOE DATABASE

The LIVE-NFLX-II [53] dataset contains 420 videos that
were evaluated by 65 subjects. The dataset provides 9,750
continuous-time and retrospective subjective opinion scores.
The dataset provides instantaneous QoE-based subjective
opinion scores in a continuous-time scenario and overall
video quality score for a retrospective scenario. We are
dealing with long-term quality assessment scenarios in this
study and are therefore using retrospective subjective scores
only. Figure 4 provides a depiction of nine sample videos
from the LIVE-NFLX-II database. The distribution of Mean
Opinion Score (MOS) for the dataset is provided in Figure 5.
The dataset is created by generating video content from
15 videos streamed under seven different network conditions
and four different adaptation strategies. It is a large-scale
dataset in terms of video content, encoding, and adaptive
streaming. The dataset can be used for VQA, perceptual
video coding, incorporation of buffer and network conditions,
and client-driven adaptation research. The seven network
conditions are actual network traces from the HSDPA dataset
which represents a challenging 3G mobile networks scenario.
Moreover, four client adaptation strategies are used to
generate content on the basis of rate, buffering, and quality,
whereas the video content itself covers a range of content
categories. The content characteristics span a large variety

FIGURE 4. Sample video frames depicting the content diversity in the
LIVE-NFLX-II database.
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FIGURE 5. Distribution of MOS in the LIVE-NFLX-1l database.

including natural and animation video content, fast/slow
motion scenes, light/dark scenes, and low and high texture
scenes.

To accurately model video streaming, the database utilizes
actual network measurements and a pragmatic client buffer
simulator, going beyond simplistic network and buffer
occupancy models. The database captures various aspects of
streaming adaptation, including video quality fluctuations,
re-buffering events of different duration and frequencies,
spatial resolution changes, and diverse bitrate/quality levels
across different video content types. By incorporating mul-
tiple network traces and adaptation strategies, the database
offers a comprehensive representation of real-world video
streaming scenarios.

2) WATERLOO SQOE DATABASE-III

The Waterloo Streaming Quality-of-Experience Database-II1
(sQoE-III) [54] is a comprehensive dataset designed for
VQA. It comprises of 20 RAW HD reference videos and
450 simulated streaming videos, with an average duration
of 13 seconds. To ensure the generation of meaningful and
representative test videos, a series of Dynamic Adaptive
Streaming over HTTP (DASH) experiments were conducted.
The relevant streaming activities were recorded, and the
streaming sessions were reconstructed using video process-
ing tools. The streaming sessions were generated using six
adaptive streaming algorithms: rate-based, BBA, AIMD,
Elastic, QDASH, and FESTIVE. These algorithms were
evaluated under 13 diverse bandwidth conditions. A total of
34 subjects participated in the evaluation process, scoring
the quality of each video sequence using a numerical quality
scale ranging from 0 to 100. Figure 6 provides the depiction
of nine sample video frames from the Waterloo dataset. The
distribution of MOS for the dataset is provided in Figure 7.
The uniqueness of the SQoE-III database lies in its realistic
and diverse nature. Unlike existing databases that often
contain hand-crafted test sequences, the SQoE-III database
provides a larger and more representative collection of
450 streaming videos. These videos are created from diverse
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FIGURE 6. Sample video frames depicting the content diversity in the
database.

0 10 20 30 40 50 60 70 80 90 100

FIGURE 7. Distribution of MOS in the Waterloo database.

source content and encompass a wide range of distortion
patterns. Additionally, the dataset includes recordings of
streaming sessions using six adaptation algorithms with
distinct characteristics under 13 representative network
conditions. The quality of all streaming videos was assessed
by the 34 subjects.

C. EVALUATION METRICS

1) PEARSON LINEAR CORRELATION COEFFICIENT(PLCC)
PLCC measures the linear correlation between the predicted
quality scores and the ground truth scores. It ranges
from —1 to 1, with 1 indicating a perfect positive correlation,
—1 indicating a perfect negative correlation, and zero
for no correlation. A higher PLCC value signifies better
performance. The formula for calculating PLCC is provided
Eq. 10.

D (i =) =)
RO T S
2) SPEARMAN RANK-ORDER CORRELATION COEFFICIENT
(SROCC)
SROCC measures the monotonic relationship between the

predicted quality scores and the ground truth scores,
disregarding any linear correlation. Similar to PLCC, SROCC

PLCC = (10)
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ranges from —1 to 1, with higher values indicating better
performance. The formula for calculating SROCC is provided
in Eq. 11.

631 (d)’

SROCC =1 —
nn? —1)

(1)
In the formula of Eq. 11 & Eq. 10, n represents the number
of samples, x; and y; represent the image quality scores
for the iy, sample, and x and y represent the means of the
quality scores. d; represents the difference in ranks between
corresponding pairs of quality scores.

3) KENDALL RANK-ORDER CORRELATION COEFFICIENT
(KRCC)
KROCC also measures the monotonic relationship between
the predicted quality scores and the ground truth scores,
but it emphasizes concordant and discordant pairs. A higher
KROCC signifies better performance. The formula for
calculating KROCC is provided in Eq. 12.
C-D
KROCC = (12)
J({C+D+T)-(C+D)

In this formula, C represents the number of concordant pairs,
D represents the number of discordant pairs, and 7 represents
the number of ties in the dataset. The formula calculates the
KROCC (7) by dividing the difference between the number
of concordant pairs and the number of discordant pairs by the
square root of the product of (C + D + T) and (C + D).

4) COMPUTATION TIME RATIO (CTR)

The CTR is a metric that represents the ratio of the com-
putation time to the duration of the video being processed.
It indicates the efficiency of the model in performing the task
relative to the duration of the video. The formula to calculate
the computation time ratio can be expressed as Eq. 13:

CTR = ComputationTime/VideoDuration (13)

where,

Computation Time: refers to the time taken by the system or
model to perform the computation or processing of the task.
Video Duration: represents the total duration or length of the
video being processed.

It’s important to note that the computation time and video
duration are measured consistently using the same unit
of time (e.g., seconds) to ensure accurate comparison and
calculation of the ratio. Additionally, it’s essential to note that
the computation time is calculated with a single CPU only
without the support of parallel processing or GPU.

D. MODEL EVALUATION

To evaluate the performance of proposed framework (TQP),
the dataset is partitioned into train/test split. The training set
contains 80% of the video streams whereas the remaining
20% are reserved for model testing. This partitioning ensured
that the model was trained on a sufficient amount of data
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FIGURE 8. Scatter-plot of ground-truth vs predicted values for
10 iterations (the regression line for the model is plotted for each
iterations).

while also allowing for an unbiased evaluation on unseen
video streams.

During the testing phase, the quality predictions are
performed for 10 iterations. In each iteration, the model
randomly cropped a section of the input video sequence with
a spatial resolution of 224 x 224. This random cropping
approach helped capture diverse spatial information from
different regions, providing a robust evaluation of the model’s
ability to generalize to various regions. Figure 8 provide
the scatter plot and fitting line for 10 iterations for LIVE
Netflix II dataset. For each iteration, the model produced
a predicted quality score for the cropped image parch.
To obtain a final predicted quality score for the entire video
sequence, we averaged the quality predictions from the
10 patches (iterations). This averaging process accounted
for the variability introduced by the random cropping and
provided a more reliable estimate of the overall video quality.
The scatter plot between ground-truth and the final predicted
quality score is provided in Figure 9 with the regression
line and its confidence interval. The residual plot is an
important tool for evaluating the performance and reliability
of a video quality prediction model. It is constructed by
plotting the differences (residuals) between the predicted
quality scores and the corresponding ground truth quality
scores. Each data point on the plot represents a video sample,
with the x-axis representing the predicted quality score and
the y-axis representing the residual. It allows, assessment of
model’s predictions with the actual observed quality scores
and provides insights into the model’s accuracy and potential
sources of error. It has the ability to reveal any systematic
patterns or trends in the model’s predictions. A well-fitted
and accurate model should exhibit a random scattering of
residuals around the zero line, indicating that the predictions
are unbiased and capture the true underlying quality of the
videos. On the other hand, systematic patterns or trends in
the residuals may suggest the presence of model bias or
limitations.
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Predictions: model 3.1 (Linear)
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FIGURE 10. Residual plot with true predictions at the x-axis and residual
value at the y-axis.

The residual plot of Figure 10 indicates that the data does
not have a strong trend but the distribution of the points is
negative for the first half of the predictions and positive for
the latter half and therefore indicates an apparent weakness
in the model. The comparison of the predictive performance
with existing approaches indicated that the proposed model
provides the highest correlation with the ground-truth and
the bias in the model is the result of a smaller dataset size.
As the number of samples in the LIVE Netflix II dataset
is 420 and for Waterloo sQoE -III dataset are 450 which
are not representative enough to learn a good generalization.
The residual analysis was performed during the design of
the model and several considerations were explored and
the proposed TQP has provided the best performance and
therefore warrants for an increase in training dataset size to
improve the model’s generalization. The response plot of the
proposed approach is provided in Figure 11 which provide
the scatter plot of ground-truth and predicted values for each
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FIGURE 11. Response plot of ground-truth and predicted values for each
sample of test set.

record in the test set. The plot is useful in visualizing the
actual and predicted quality scores for each record in the
test set. It is indicated from the figure that the deviation
in the ground-truth and predicted values are not so large
and that the predictive performance can be further improved
by improving the training dataset in terms of quantity and
representation. To quantitatively assess the performance of
our model, we computed three correlation measures: the
PLCC, the SROCC, and the KROCC. These metrics were
calculated by comparing the predicted quality scores to the
ground truth scores for both the test set of the datasets. The
results for each of these metrics are presented in Table 1 & 2.
This table provides a comprehensive summary of the model’s
performance, allowing for a clear comparison of its predictive
accuracy and consistency across different evaluation metrics
and datasets.

E. COMPARISON WITH EXISTING APPROACHES
The experimental results of the proposed approach for both
datasets are presented in Table 1 & 2, which showcases
the performance of the model. To evaluate the performance
of the proposed approach in comparison to state-of-the-art
methods, we selected 25 existing approaches and conducted
a comprehensive comparison of their predictive performance.
The comparison is based on several key metrics, including
SROCC, KROCC, and PLCC. These metrics measure the
correlation between the predicted quality scores and the
ground truth quality scores. The higher the correlation values,
the stronger the relationship between the predicted and
actual quality scores. In this comparison, we excluded Root
Mean Square Error (RMSE) as a metric since we performed
re-scaling of the Mean Opinion Scores (MOS) to a range
of 0 to 1 and therefore it will not reflect the RMSE as
an accurate measure for comparison. However, we included
an important metric, namely, the Computation Time Ratio
(CTR), which represents the ratio of prediction time to video
playback duration. A lower ratio indicates a model with low
computational complexity, and a value lower than 1 indicates
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TABLE 1. Performance assessment on “Waterloo sQoE IlI” dataset.

Sr. | Approach SROCC | KROCC | PLCC | Time
1 Yin2015 [25] 0.146 0.093 0.323 0.007
2 SQI [30] 0.152 0.110 0.223 0.500
3 MoK2012 [26] 0.169 0.129 0.216 0.001
4 FTW [27] 0.184 0.134 0.323 0.001
5 Bentaleb2016 [31] | 0.198 0.139 0.341 0.500
6 Liu2012 [28] 0.253 0.172 0.242 0.001
7 Xue2014 [29] 0.341 0.225 0.308 0.003
8 VIIDEO [36] 0.395 0.265 0.490 8.050
9 NIQE [35] 0.402 0.273 0.449 1.030
10 | PIQE [55] 0.423 0.281 0.435 1.130
11 | BRISQUE [34] 0.496 0.347 0.469 1.940
12 | TV-QoE [32] 0.507 0.357 0.467 0.520
13 | KSQI [33] 0.529 0.388 0.527 0.510
14 | ResNet50 [56] 0.571 0.411 0.564 0.380
15 | UGC-VQA [38] 0.590 0.424 0.646 1.450
16 | PIQI[11] 0.495 0.365 0.590 0.920
17 | VIDEVAL [57] 0.686 0.465 0.652 0.730
18 | DeepEns [1] 0.696 0.547 0.669 0.620
19 | VSFA [40] 0.704 0.489 0.669 1.210
20 | TLVQM [58] 0.726 0.493 0.689 1.100
21 | V-BLIINDS [59] 0.739 0.546 0.724 45.63
22 | FAST-VQA [41] 0.739 0.550 0.771 0.330
23 | PVQ[39] 0.749 0.551 0.727 2.070
24 | StarVQA [42] 0.757 0.536 0.706 4.100
25 | TQP (Proposed) 0.782 0.713 0.721 0.230

TABLE 2. Performance assessment on “LIVE Netflix II"” dataset.

Sr. | Approach SROCC | KROCC | PLCC | Time
1 MoK2012 [26] 0.080 0.065 0.087 0.001
2 Yin2015 [25] 0.080 0.062 0.065 0.007
3 FTW [27] 0.080 0.086 0.065 0.001
4 VIIDEO [36] 0.284 0.189 0.323 1.276
5 BRISQUE [34] 0.315 0.218 0.201 5.624
6 ResNet50 [56] 0.428 0.300 0.432 0.307
7 Bentaleb2016 [31] | 0.445 0.298 0.453 0.456
8 PIQI [11] 0.503 0.382 0.624 0.862
10 | Xue2014 [29] 0.583 0.412 0.496 0.003
11 | UGC-VQA [38] 0.597 0.456 0.684 1.353
12 | NIQE [35] 0.654 0.476 0.668 0.529
13 | Liu2012 [28] 0.663 0.468 0.637 0.001
14 | TV-QoE [32] 0.669 0.414 0.511 0.482
15 | PIQE [55] 0.675 0.490 0.687 0.541
16 | VIDEVAL [57] 0.698 0.491 0.687 0.679
17 | DeepEns [1] 0.705 0.584 0.707 0.587
18 | VSFA [40] 0.715 0.515 0.700 1.134
19 | SQI[30] 0.735 0.530 0.633 0.458
20 | KSQI[33] 0.739 0.549 0.732 0.462
21 | TLVQM [58] 0.740 0.520 0.719 1.025
22 | V-BLIINDS [59] 0.751 0.576 0.765 42.75
23 | FAST-VQA [41] 0.751 0.586 0.807 0.309
24 | PVQ[39] 0.753 0.582 0.767 1.940
25 | StarVQA [42] 0.779 0.572 0.739 3.842
26 | TQP (Proposed) 0.795 0.652 0.772 0.216

that the model meets the real-time prediction requirement (i.e.
the quality can be predicted before the playback duration of
the video). Thus, we considered CTR as a metric to assess and
discuss the performance of competitive models based on their
time efficiency. It is worth noting that a quality prediction
approaches that can provide inference within a CTR of less
than 1 is considered suitable for real-time operations, and
used this criterion to compare models.
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Table 1 presents the performance comparison of the
proposed approach using the Waterloo sQoE-III dataset,
while Table 2 showcases the performance comparison using
the LIVE Netflix-II dataset. These tables provide a compre-
hensive analysis of the proposed approach’s performance,
comparing it to other state-of-the-art methods across various
correlation measures and CTR. By conducting this extensive
comparison, we gain insights into the effectiveness and
efficiency of the proposed approach for VQA, establishing its
competitive edge and suitability for real-time applications.

F. CROSS-DATASET EVALUATION

Cross-dataset evaluations were performed to demonstrate the
robustness of the proposed TQP model for assessing video
quality. This involved testing models on the LIVE Netflix II
dataset that were trained on the Waterloo sQoE III dataset,
and vice versa. Cross-dataset evaluation is crucial as it allows
for an assessment of the model’s generalization capability
beyond the training dataset. The study demonstrates the
model’s ability to generalize and accurately predict video
quality across diverse datasets and real-world scenarios by
ensuring that it performs consistently well on datasets other
than those on which it was trained. In order to compare
cross-dataset evaluation, some existing models are trained
and evaluated on the same scenario and are presented for
comparison in Table 3.

These results indicate that the TQP model demonstrates
strong generalization capabilities across datasets. Despite
being trained on one dataset, it exhibits consistent and
high-performance levels when tested on a different dataset.
The similarity in performance metrics between the training
and testing datasets suggests that the TQP model effectively
learns and captures underlying video quality features that
are transferable across datasets, rather than being overly
tailored to dataset-specific characteristics. Therefore, the
cross-dataset evaluation results validate the robustness and
effectiveness of the TQP model in predicting video quality,
underscoring its applicability and reliability across diverse
datasets and real-world scenarios.

G. ABLATION STUDY

The ablation study results highlight the impact of using dif-
ferent backbone architectures with and without the proposed
channel shift on the performance metrics SROCC, KROCC,
and PLCC. These metrics are crucial for assessing the
quality of video predictions in terms of ranking consistency,
correlation, and linearity with ground truth scores. The key
observations from the study are as follows:

o Performance Improvement with Channel Shift: The
performance improvement with the application of chan-
nel shift is evident across all backbone architectures,
showing significant enhancement in SROCC, KROCC,
and PLCC metrics. This demonstrates the effectiveness
of channel shift in improving model performance.
Notably, the EfficientNet-BO architecture exhibits the
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most substantial improvement across all three metrics.
This confirms its superior effectiveness and efficiency
when combined with channel shift, making it the
standout performer among the tested architectures.

« Backbone Architectures Without Channel Shift:
Among the backbone architectures without the applica-
tion of channel shift, SqueezeNet achieves the lowest
performance, with SROCC, KROCC, and PLCC values
of 0.527, 0.392, and 0.512, respectively. MobileNet-V2
shows moderate performance, achieving scores of 0.608,
0.424, and 0.594. ResNet-50 performs slightly better
than SqueezeNet but still has limited effectiveness,
with scores of 0.571, 0.411, and 0.564. ShuffleNet is
the lowest performer overall, with values of 0.506,
0.385, and 0.504. EfficientNet-BO stands out as the best
performer in this group, with scores of 0.623, 0.587, and
0.619, demonstrating its relatively superior performance
even without channel shift.

« Backbone Architectures With Channel Shift: Among
the backbone architectures with the application of
channel shift, SqueezeNet shows notable improve-
ment, with scores rising to 0.692, 0.665, and 0.681.
MobileNet-V2 achieves higher scores of 0.768, 0.724,
and 0.748, demonstrating significant enhancement.
ResNet-50 also shows considerable improvement, with
values increasing to 0.762, 0.702, and 0.746. ShuffleNet,
while improved, still performs lower than the other
architectures, with scores of 0.651, 0.610, and 0.634.
EfficientNet-BO achieves the highest performance, with
scores of 0.782, 0.713, and 0.721, establishing it as the
best-performing model with channel shift applied.

o Proposed Model: The EfficientNet-BO architecture
with channel shift stands out as the proposed model
in this study, delivering the best results across all
three metrics and demonstrating its superiority in
effectively leveraging temporal features in video quality
assessment. The ablation study clearly shows that incor-
porating the proposed channel shift method enhances
the performance of all tested architectures. EfficientNet-
BO with channel shift emerges as the top-performing
model, providing robust and reliable video quality
predictions suitable for adaptive bitrate video streaming
applications. This study underscores the importance of
selecting an efficient backbone and integrating advanced
techniques like channel shift to optimize performance.

H. DISCUSSION
Tables 1 and 2 provide a comprehensive analysis of the
comparative performance of the proposed TQP approach
on the Waterloo sQoS III dataset and the Live Netflix II
dataset, respectively. The evaluation is based on important
metrics such as PLCC, SROCC, KROCC, and computation
Time ratio (representing the computational efficiency of the
approach).

To assess the performance of video quality prediction mod-
els, a higher correlation coefficient is desirable, indicating
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TABLE 3. Results of cross-dataset evaluation.

Method Training Dataset | Testing Dataset SROCC | KROCC | PLCC
PIQE [55] Waterloo sQoE III | LIVE Netflix IT 0.643 0.619 0.649
LIVE-NFLX-IT Waterloo sQoE IIT 0.576 0.560 0.602
BMPRI [60] Waterloo sQoE III | LIVE Netflix IT 0.504 0.475 0.503
LIVE-NFLX-II Waterloo sQoE III 0.455 0.427 0.428
IL-NIQE [61] Waterloo sQoE III | LIVE Netflix II 0.492 0.493 0.518
LIVE-NFLX-II ‘Waterloo sQoE III 0.414 0.407 0.416
NIQE [35] Waterloo sQoE III | LIVE Netflix IT 0.483 0.477 0.478
LIVE-NFLX-II Waterloo sQoE III 0.458 0.454 0.457
. Waterloo sQoE III | LIVE Netflix II 0.427 0.408 0.417
PaQ-2-PiQ [62] LIVE—NFL())(—II Waterloo sQoE TIT | 0.415 0391 | 044T
Waterloo sQoE III | LIVE Netflix IT 0.743 0.698 0.726
DIVINE[39) ' TIVENFLX1T | Waterloo sQoE T | 0.715 | 0716 | 0.730
Waterloo sQoE III | LIVE Netflix II 0.690 0.681 0.685
BRISQUE 34] T IENFLX-T | Waterloo sQOETIT | 0.687 0667 | 0.705
PIQI [11] Waterloo sQoE III | LIVE Netflix IT 0.721 0.709 0.717
LIVE-NFLX-II ‘Waterloo sQoE III 0.651 0.629 0.671
Waterloo sQoE III | LIVE Netflix IT 0.712 0.691 0.732
CORNIA[63] | TIYENFLXT | Waterloo sQoE T | 0.656 | 0624 | 0.659
NBIQA [64] Waterloo sQoE III | LIVE Netflix IT 0.583 0.581 0.584
LIVE-NFLX-II Waterloo sQoE III 0.495 0.472 0.509
HOSA [65] Waterloo sQoE III | LIVE Netflix II 0.672 0.617 0.660
LIVE-NFLX-II ‘Waterloo sQoE III 0.606 0.569 0.601
DeepEns [1] Waterloo sQoE III | LIVE Netflix IT 0.721 0.728 0.748
LIVE-NFLX-II Waterloo sQoE III 0.721 0.685 0.738
Waterloo sQoE III | LIVE Netflix 11 0.617 0.613 0.622
FRIQUEE [66] 1" NFIX-IT | Waterloo sQoE TIT | 0.545 0538 | 0557
TQP (Proposed) LIVE Netflix II ‘Waterloo sQoE 1 0.745 0.738 0.75
LIVE-NFLX-II LIVE Netflix IT 0.763 0.754 0.76
TABLE 4. Results of ablation study.
Backbone Depth ~Parameters | ~Size Channel Shift SROCC | KROCC | PLCC
SqueezeNet 18 layers | 1.24 million 5.2MB 0.527 0.392 0.512
MobileNet-V2 53 layers | 3.5 million 13 MB Without Channel 0.608 0.424 0.594
ResNet-50 50 Tayers | 25.6 million 96 MB Shift 0.571 0.411 0.564
ShuffleNet 50 layers | 1.4 million 5.4 MB 0.506 0.385 0.504
EfficientNet-BO | 82 layers | 5.3 million 20 MB 0.623 0.587 0.619
SqueezeNet 18 layers | 1.24 million 5.2 MB 0.692 0.665 0.681
MobileNet-V2 53 Tayers | 3.5 million 13 MB With Channel 0.768 0.724 0.748
ResNet-50 50 layers | 25.6 million 96 MB Shift 0.762 0.702 0.746
ShuffleNet 50 layers | 1.4 million 5.4 MB 0.651 0.61 0.634
EfficientNet-BO | 82 layers | 5.3 million 20 MB 0.782 0.713 0.721

a stronger relationship between predicted and ground truth
quality scores. Additionally, a low Time value (less than 1)
is preferred for real-time performance, as it signifies that the
inference time is shorter than the playback duration.

In the evaluation, the proposed TQP approach is compared
against twenty-four existing approaches. The methods are
ranked in ascending order based on their SROCC values
obtained from both datasets. The results demonstrate that
the proposed TQP approach exhibits the best prediction
performance in terms of both PLCC and SROCC, while
maintaining real-time computational efficiency. Its inference
time accounts for only 21.6% of the video’s runtime, making
it highly suitable for real-world implementation.

Among the evaluated approaches, StarVQA [42] stands
out as the second-best performing technique based on
SROCC. However, its KROCC and PLCC scores are
comparatively lower than those of the other approaches.
Furthermore, StarVQA’s [42] computational efficiency is
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non-real-time, requiring 4.1 times the playback duration.
In the LIVE Netflix II dataset, FastVQA [41] emerges
with the highest KROCC value and the second-highest
PLCC value. Additionally, FastVQA [41] achieves real-time
processing efficiency, utilizing approximately 30.9% of the
video’s playback duration. PVQ [39] is another competitive
strategy, exhibiting excellent predictive performance, albeit
with slightly lower computational efficiency than real-time
operation.

Moreover, it is worth mentioning that MoK2012 [26],
FTW [27], and Liu et al. [28] are the fastest approaches
for video quality prediction, with inference times as low as
0.1% of the video playback time. However, these approaches
demonstrate relatively low predictive performance, with
Liu et al. [28] being the best performer among the extremely
fast techniques. In the case of the Live Netflix II dataset,
Liu et al. [28] achieves an SROCC of 0.663, KROCC
of 0.468, and PLCC of 0.637, while making predictions in
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only 0.1% of the video playback time. Thus, in scenarios
with limited processing capabilities, Liu et al. [28] may be
a suitable choice.

As a closing note, when considering the trade-off between
predictive performance and computational complexity, the
proposed TQP approach and FastVQA [41] emerge as the
most favorable choices. These approaches strike a balance
between accuracy and efficiency, making them well-suited
for practical deployment in video quality assessment
applications.

V. CONCLUSION

The importance of efficient rate adaptation to satisfy network
requirements has dramatically increased with the widespread
use of video streaming services and the shared nature of the
internet. Nonetheless, excessively optimistic rate adaptation
can result in poor Quality of Experience (QoE) for the user.
The objective evaluation of video quality is essential for
enhancing QoE and facilitating optimal rate adaptation.

This research addressed the challenge of video qual-
ity assessment for rate adaptive videos. Existing deep
learning-based video quality evaluation models often pri-
oritize high prediction performance at the expense of
computational efficiency, making them unsuitable for real-
time deployment. To overcome this limitation, we developed
a reliable and cost-effective quality assessment system that
leverages temporal learning using 2D CNN-based quality
assessment models with channel shifting. The proposed
approach introduces channel shifting, which transfers 1/8th
of the features from a frame to its subsequent frame.
This technique effectively captures temporal information,
enhancing the quality assessment process. The experimental
results demonstrate that our approach achieves state-of-
the-art performance in terms of correlation with human
judgment, indicating its superior predictive capabilities.
Moreover, one of the key strengths of our approach lies in its
computational efficiency, enabling real-time operation. The
proposed system is capable of performing quality prediction
in just 23% of the video’s duration, making it highly practical
for real-world applications.

In conclusion, our research offers a legitimate alternative
for objective quality evaluation in video streaming applica-
tions. The proposed method establishes a balance between
precision and computational efficiency, resulting in enhanced
QoE and optimal rate adaptation. Our system contributes
to improving user satisfaction and the overall streaming
experience by providing a dependable and cost-effective
video quality evaluation.

A. FUTURE RESEARCH DIRECTIONS

While this study has made significant contributions to video
quality assessment for rate adaptive videos, there are several
avenues for future research that could further advance the
field. Some potential directions for future investigations
include:
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« Integrate quality assessment with dynamic rate adapta-
tion for real-time adaptive streaming, optimizing user
QoE by dynamically adjusting video quality based on
assessed scores.

« Incorporate subjective aspects of video quality by con-
sidering user preferences and perceptions, personalizing
the assessment system for tailored QoE.

« Evaluate system performance on diverse video content,
enhancing robustness across genres, resolutions, and
encoding formats.

« Conducting field trials and user studies to evaluate the
proposed system in real-world scenarios and collect user
feedback. Assessing the system’s performance under
various network conditions and user environments to
validate its effectiveness and practicality.

o Contribute to standardized evaluation protocols and
benchmark datasets for video quality assessment in
rate adaptive videos, promoting reproducibility and
facilitating comparisons.
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