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ABSTRACT Unmanned surface vehicles (USVs) often encounter unknown obstacles, adverse weather,
and emergency situations during missions, especially external disturbances such as wind, waves, and ocean
currents at sea, which pose challenges for operators to respond promptly. To solve this issue, a Fixed-time
prescribed performance adaptive state feedback shared control method for unmanned surface vehicles is
proposed in this paper. The method comprises two parts: autonomous control based on Fixed-time prescribed
performance adaptive state feedback for unmanned surface vehicles and shared control with adaptive state
feedback, combining direct control commands with autonomous control. To ensure the convergence of
tracking errors, a predefined performance control function is designed to guarantee transient error of the
tracking error. Subsequently, an error transformation function is introduced for convenient controller design,
and a nonlinear filter is used to compensate for boundary errors. Finally, utilizing the backstepping method,
a controller is designed, and a Lyapunov function is formulated to verify the stability of unmanned surface
vehicles using the designed transformation error. A state feedback shared control function is also designed to
implement the shared control algorithm. Experimental results demonstrate the feasibility and effectiveness
of this approach.

INDEX TERMS Unmanned surface vehicles, fixed-time prescribed performance control (FTPPC), adaptive
control.

I. INTRODUCTION
In recent years, with the increasing demand for ocean explo-
ration, USV control has become a hot topic in the industry.
Currently, USVs are widely utilized in complex tasks such as
ocean exploration, maritime rescue, and maritime patrols [1],
[2], [3]. Operators can efficiently perform maritime tasks
through remote operating systems. However, in the face of
sudden situations, human operators may have difficulties
reacting promptly, leading to potential risks like collisions.
This significantly reduces the safety of unmanned maritime
operations. Therefore, exploring an approach that combines
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direct human control with autonomous control of unmanned
surface vehicles is essential to enhance their adaptability in
complex environments.

In the field of unmanned control, shared control typically
refers to the strategy of switching control authority between
human operators and automatic control systems. During
routine task execution, human operators are responsible
for operating unmanned surface vehicles. At the same
time, an adaptive state feedback controller comes into
play in unexpected situations, such as when the unmanned
surface vehicles encounters obstacles. This approach ensures
efficient human operation while enabling timely responses in
the face of danger. Currently, shared control finds widespread
applications in the field of unmanned control. In [4],
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a shared control framework considering the time-varying
characteristics of the driver is proposed to enhance the
safety of human-machine collaborative control, improving
cooperative performance and mitigating risks associated
with human-machine conflicts. In [5], a human-machine
shared control method is introduced, allocating transmit-
ted control coefficients reasonably based on mutual trust
between humans and machines and environmental infor-
mation. This strategy effectively enhances the operational
efficiency of coal mine rescue robots. In [6], a novel
cooperative control algorithm for Vehicle Manipulator (VM)
and human operators is presented to optimize sensors
for environmental perception and mechanical arm status
measurement. However, there is currently a need for more
sufficient research outcomes on shared control in unmanned
vehicle control. Additionally, the control methods mentioned
above mostly rely on fuzzy control, which poses challenges
in terms of high computational complexity, long conver-
gence times, and difficulty meeting high-precision control
requirements.

To address the deficiencies mentioned above, there have
been research outcomes in the field of unmanned surface
vehicles [7], [8], [9]. To enhance the stability of unmanned
surface vehicles in extreme environments, literature [8]
proposes a finite-time disturbance observer and finite-time
backstepping control method, ensuring the global strength of
the system. In [9], a method is proposed to achieve trajectory
tracking for unmanned surface vehicles in complex environ-
ments by combining non-singular fast terminal sliding mode
and finite-time disturbance observer.However, in practical
applications, if the initial state of the unmanned surface
vehicle is far from the target point or the desired trajectory
when starting a mission, finite-time control may require
an extended duration for the unmanned surface vehicle to
converge from the initial state to the target state. This could
significantly impact the efficiency of the unmanned surface
vehicle in executing tasks. To address this issue, a fixed-
time convergence method has been introduced [10], [11],
[12]. In [10], for tracking a single fully actuated Autonomous
Surface Vehicle (ASV) trajectory, a controller based on
a fixed-time state observer is proposed. Zhang J tackles
the precise tracking problem of unmanned surface vehicles
with external disturbances using a fixed-time disturbance
observer, improving the tracking performance [11]. In [12],
a practical event-triggered adaptive timed fuzzy controller
is proposed based on backstepping techniques and timed
stability theory. This controller is designed to eliminate the
influence of the unmanned surface vehicle’s initial state
on convergence time. In the [23], a fixed-time distributed
cooperative control strategy under actuator faults and input
saturation constraints is designed for multiple surface vessels
(MSVs), which enables the achievement of practical fixed-
time stability.

It is worth noting that the research mentioned above
focuses solely on steady-state performance, neglecting tran-
sient performance (i.e., overshoot and convergence speed).

In reality, ensuring that the cooperative control system of
unmanned surface vehicles achieves specified convergence
performance in the uncertain marine environment is highly
challenging. In the literature [22], a fixed-time sliding mode
time-varying formation control strategy is proposed for
multiple surface vessels (MSVs), which effectively enhances
the performance of MSVs’ formation control. However, the
strategy does not explicitly emphasize satisfying predefined
performance requirements during the control process, such
as limiting overshoot or reducing steady-state errors. In [24],
an event-triggered fixed-time distributed output feedback
sliding mode cooperative control method is proposed to
address a series of issues in the cooperative control of
multiple surface vessels (MSVs), which ensures the practical
fixed-time stability of the cooperative control system while
considering input saturation. literature [13] first proposed
a method of prescribed performance control (PPC), which,
through defined performance functions and error transfor-
mations, can meet the requirements of fast convergence,
slight overshoot, and minimal steady-state error. This control
method has found extensive applications in unmanned
surface vehicles. In [14], to address model uncertainties
and time-varying external disturbances in unmanned surface
vehicles, introduces an adaptive neural tracking control where
prescribed performance control avoids singularity issues.
In literature [15], a novel adaptive defined performance
control strategy that achieves prescribed performance tra-
jectory tracking while preventing the occurrence of dis-
continuous control signals is presented. In literature [16],
Shen Z addresses trajectory tracking issues for USVs with
full-state and input constraints, proposing a new prescribed
performance and full-state constraint dynamic surface control
scheme where the difined performance function ensures that
the ship position tracking error meets requirements. In [25],
the distributed cooperative control problem for multiple
surface vessels (MSVs) under complex environments is
investigated. By designing an observer and control algorithm,
the cooperative control of MSVs is achieved, and the conver-
gence of the cooperative errors within a fixed time is ensured.
In literature [20], the authors introduced a neural adaptive
dynamic surface asymptotic tracking control method, which
achieved rapid convergence, slight overshoot, and minimal
steady-state error requirements by defining performance
functions and error transformations. In literature [21],
researchers employed command filtering and adaptive con-
trol techniques to effectively handle time-varying parameters
and input delays in the system, thereby achieving precise
tracking control of the system. However, a common drawback
of the above literature is the absence of provided convergence
times.

Considering the limitations in current research within the
unmanned surface vehicle domain, we have investigated an
adaptive state feedback shared control method for unmanned
surface vehicles with Fixed-time prescribed performance.
In comparison to previous work, this approach offers the
following advantages:
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1. To address the challenges faced by operators of
unmanned surface vessel (USV) formations in responding to
unexpected situations, a shared control strategy is introduced,
enhancing the safety of USV formations. This represents
a novel contribution to the field of USV formation control
research.

2. This paper proposes a Finite-Time Terminal Parallel
Control (FTTPC) method capable of constraining tracking
errors within specified performance bounds and achieving
objectiveswithin fixed time, providing amore comprehensive
consideration of control issues compared to previous studies.

3. In comparison to prior research, the approach presented
in this paper renders the stabilization time independent
of initial conditions and unknown weights, yielding more
accurate stabilization times. Simultaneously, by utilizing a
performance function, the system ensures convergence of
tracking errors to predefined performance bounds within
fixed time, thereby further enhancing control effectiveness.

II. PROBLEM DESCRIPTION
A. MODEL DESCRIPTION
In this paper, the USV model based on the following
mathematical models is established:

ẋ = u cosϕ − v sinϕ
ẏ = u sinϕ + v cosϕ
ϕ̇ = r

(1)

where (x, y) represents the coordinates of an unmanned
surface vessel, u, v represent the longitudinal linear velocity
and transverse linear velocity of unmanned surface vessels,
respectively; The yaw angle of an USV is denoted by ϕ, and
r is the yaw rate. Meanwhile, a motion model for USV is
described as follow:{

η̇ = J (η)V
M V̇ + CV + DV = τ

(2)

In order to describe the following quantity conveniently, make
η = [x y ϕ]T ,V = [u v r]T ; M represents inertia
matrix in inertial coordinate system. C represents Coriolis
and centripetal force matrix. D represents hydrodynamic
damping matrix. The expression of them are as follows:

M =

m11 0 0
0 m22 m23
0 m32 m33

 (3)

C =

 0 0 −m22v− m23r
0 0 m11u

m22v+ m23r −m11u 0

 (4)

D =

d11 0 0
0 d22 d23
0 d32 d33

 (5)

In equation (2),τ = [τ u τ v τ r ]T ,where τ u, τ v and
τ r stand for longitudinal thrust, lateral thrust and turning
moment of the ship respectively. And τ is the control input of
the unmanned surface vehicle. Based on the motion model of

FIGURE 1. Single ship motion model.

unmanned ship, the unmanned ship model used in this article
as follows: {

η̇ = J (η)V
V̇ = M ′τ −M ′(CV + DV )

(6)

whereM ′
= M−1.

Control Objectives: This article presents performance
control with adaptive fixed time regulation FTPPC algorithm
is presented. Its control objectives are:

(1) Within a predetermined time frame, the specified
reference signal ηd can be effectively tracked by the system
output signal η.

(2) The tracking and virtual errors consistently remain
within predefined performance boundaries, converging to the
expected steady-state error boundary within a predetermined
time.

B. CONTROL PERFORMANCE FUNCTION (FTPPF)
To constrain the tracking error within a predetermined
performance range over a fixed duration, we introduce
FTPPF, denoting the Error Transformation Function (ETF):
Definition 1: If the function ψi(t) belongs to FTPPF,

it possesses the following distinctive characteristics:
1. ψi(t) is a positive, smoothly decreasing, monotonous

function;
2. As t approaches T̃i, lim

t→T̃i
ψi (t) = ψT̃i

, where ψT̃i is any

small positive real number.
3. When ∀t ≥ T̃i, ψi(t) = ψT̃I

, with T̃i representing
sedimentation time.

In accordance with the aforementioned definition:

ψi(t) =


(
ψ
ai
i,0 − aiλit

)1/ai
+ ψT̃i

0 ≤ t ≤ T̃i

ψT̃i
T̃i ≤ t

(7)

where ψi,0 > 0, ai > 0, λi > 0, ψT̃i > 0 are all design
parameters, ai =

pi
di
, di ⩾ pi and pi > 0, di > 0, are

odd numbers and integers, respectively. In addition, ψi(0) =

ψi,0 + ψT̃I
is initial error boundary. T̃i =

ψi,0
ai

aiλi
is settlement

time. ψT̃i = lim
t→T̃i

ψi(t)is steady-state error boundary.

Remark 1: Based on the requirement of control objec-
tives (2) and the above definition, it is necessary to establish
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−ψi (t) ≤ ei (t) ≤ ψi (t) when t ≥ 0. Consequently,
it is demanded that there is a large initial error boundary
ψi (0) to meet with ψi (0) ≥ ei (0). It is assuming that
ψi (0) = ψi,0+ψT̃i

, whereψT̃i is steady-state error boundary,
requirement to guarantee the tracking error of the reference
signal is limited within the specified performance boundary
with a large design parameter ψi,0 appropriately. Meanwhile,
it requests to achieve the expected control accuracy.
Definition 2: If the function 9i (εi (t)) has the following

three unique attributes:
1. 9i (εi (t)) is a smooth strictly increasing function;
2. −1 < 9i (εi (t)) < 1;
3.

lim
εi(t)→+∞

9i (εi (t)) = 1

lim
εi(t)→−∞

9i (εi (t)) = −1 (8)

Then, ETF could be expressed as 9i (εi (t)), where εi (t) is
error after conversion.

From the above definition, 9i (εi (t))can express as
follows:

9i (εi (t)) =
2
π
arctan (εi (t)) (9)

Therefore, the error is defined as follow:

ei = ψi (t)9i (εi (t)) (10)

Remark 2: The above definition of error clarifies the
relationship among tracking erroreη, virtual erroreV , and
conversion error εi,and by combining equation (9) and
equation (10), it is known that εi (t) = tan πei(t)

2ψi(t)
. In addition,

it can be got from −1 < 9i (εi (t)) < 1 and ψi (t) > 0 that
−ψi (t) < ei = ψi (t)9i (εi (t)) < ψi (t).Therefore, We can
make a decision, when satisfying ψi (0) ≥ ei (0), the control
objective can be achieved through ETF.

C. ERROR CONVERSION
A new dynamic model is defined based on the following
coordinate transformation, which is the innovation of this
article:

eη = η − ηd (11)

eV = V − αcη (12)

Next, taking the derivative of time yields:

ėη = J (η)V − η̇d (13)

ėV = M ′τ −M ′ (CV + DV)− α̇cη (14)

According to equation (10) we can get:

ėi = ψ̇i (t)9i (εi (t))+ ψi (t)
∂9i (εi (t))
∂εi (t)

ε̇i (t) (15)

where φi (εi (t) , ψi (t)) = −
ψ̇i9i(εi(t))

ψi
∂9i(εi(t))
∂εi(t)

, ξi (εi (t) , ψi (t)) =

1

ψi
∂9i(εi(t))
∂εi(t)

, i = η,V .

As defined above, the state equation of the system (1) is
rewritten as:{

ε̇η = φη + ξη (J (η)V − η̇d)

ε̇V = φV + ξV

(
M ′τ −M ′ (CV + DV)− α̇cη

) (16)

Remark 3: This paper establishes a predefined perfor-
mance mechanism within a fixed time framework. Typically,
both the virtual error eV and the tracking error eη are
constrained by the designed prescribed performance function
ψ i (t). However, in equation [22], the limitation is applied
solely to the tracking error eη within the specified perfor-
mance function range. Furthermore, by applying (11) to (12),
we derive −ψη (t) + ηd < η < ψη (t) + ηd and −ψV (t) +

αcη < V < ψV (t) + αcη. It can be concluded that the system
state η,V is bounded.

D. SHARED CONTROL INPUT
The kinematic model of a single USV in this paper is
described as follow:

M V̇ + CV + DV = us (17)

Symbols: S (t) is a fixed-time set.us (uh , τ ) ∈ Rn represents
the generalized control input function about the input applied
by the operator uh and the input applied by the feedback
controller τ .
Assumption 1: A nonempty feasible set Pa is defined by a

set of linear inequalities, namely:

Pa =
{
η ∈ Rn/Sη + T ⩽ 0

}
(18)

If S =
[
sT1 , s

T
2 , . . . , s

T
m
]T

∈ Rm×n,T = [t1, t2, . . . , tm]T ∈

Rm and T = [t1, t2, . . . , tm]T ∈ Rm, where si ∈ Rn, ti ∈ R,
i ∈ {1, 2, . . . ,m}. In the case of m > n, the matrices S
and T must satisfy the condition rank(

[
sTr1, s

T
r2, . . . , s

T
rl

]T
) <

rank(
[
hTr1,h

T
r2, . . . ,h

T
rl

]T
), where hri =

[
sTri, t

T
ri

]
for i ∈

{1, 2, . . . , l}, r1, r2, . . . , rl ∈ {1, 2, . . . ,m}, and l ∈ [n +

1,m].
Definition 3: If there exists k > 0 such that sTj (η + kV )+

tj = 0, then the jth velocity V ∈ Rn is effective.
Lemma 1: Given the set Pa and the satisfaction of

Assumption 1, it can be concluded that, for any fixedV ∈ Rn,
the number of violated constraints does not exceed n.
Remark 4: According to Lemma 1, them linear inequality

constraints can be organized into groups denoted asNc. In the
case of m ⩾ n, generally, Nc ⩽

(
m n

)
. If m < n, then Nc =

1. Within each group, there are n constraint conditions. It is
evident that if m ⩾ n holds true, as Lemma 1 suggests.If m <
n, each group contains n constraints is satisfied.
Definition 4: Utilizing the velocity and distance to the

boundary, the overall state velocity can be categorized into
three subspaces: the safe set Rs, the hysteresis set Rh, and the
dangerous set Rd . In connection with the ith group of active
constraints:

xi = S iη + T i ⩽ 0 (19)
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utilizing T i ∈ Rn and S i, the definitions of the safe,
hysteresis, and dangerous subsets can be described as:

ℜ̄s =

{
(xi, ẋi) ∈ χ ia × Rn

: ẋ ij ≤
1

x ij + b2
−

1
b2
,

if x ij ≥ −b2,∀j ∈ {1, 2, . . . , n}
}

ℜ̄h =

{
(xi, ẋi) ∈ χ ia × Rn

: ∃j ∈ {1, 2, . . . , n}

such that ẋ ij >
1

x ij + b2
−

1
b2
, x ij ≥ −b2,

and ẋ ik <
1

x ik + b1
−

1
b1
,

if ẋ ik ≥ −b1,∀k ∈ {1, 2, . . . , n}
}

ℜ̄d =

{
(xi, ẋi) ∈ χ ia × Rn

: ∃j ∈ {1, 2, . . . , n}

such that ẋ ij ≥
1

x ij + b1
−

1
b1
,

−b1 ≤ x ij < 0
}

(20)

where χ ia = S iPa + T i, b2 > b1 > 0.
Definition 5: The s-closed-loop system and h-closed-loop

system are described by (17) and ṀV + CV + DV =

uh, respectively. Additionally, use �h, �s to represent the
�-limit sets of both the h-closed-loop and s-closed-loop
systems.
Assumption 2: Assuming full states η(t) and V (t) can be

used for measurement. Assuming the required configuration
is designed to ensure the existence of ηd (t) ∈ Rn and is
bounded.

Assumption Pa represents a given and compact feasible
configuration set for the system (17), with uh as a predefined
artificial input.Design feedback controllers, safe subsets, and
shared functions that satisfy the following properties:

1) The system consistently maintains its configuration
within the set Pa, and a safe subset ℜs ⊂ ℜ is defined
specifically for the system. Here, ℜ ≜ Pa × Rn stands as
a forward-invariant set.

2) us cannot alter the goal of human operator’s, namely,
�s, �h are � − limit sets of the closed-loop system, with
shared control input by both us and the human operator uh: if
�h ⊂ ℜs, then us = uh; if �h ̸⊂ ℜs, then �s = 5ℜs (�h).
3) If the system’s state remains in the safe subset, then us =

uh.

III. CONTROL DESIGN
A. DESIGN OF NONLINEAR FILTER
Nonlinear filters can provide stronger robustness, namely the
ability to adapt to changes in system parameters or external
disturbances. This is crucial for control systems facing
uncertainty. In the control design section, it is necessary to
use the nonlinear filter to achieve the dynamic surface control

technology. The design is as follows:

τiα̇
c
i = −

(
1 +

τi

2

)
ωi − τiκ̂i tanh

(
κ̂iωi

mi

)
αci (0) = αi (0) (21)

where τi > 0, (i = η,V ) is the design parameter of nonlinear
filter, and αci is a novel designed variable, αi is the virtual
control signal. ωi = αci − αi indicates the boundary layer
error. Make an assumption that κ ′

i is the upper boundary of
|α̇i|, and make a definition that κ̂ ′

i = κ ′
i − κ̂i is estimation

error, where κ̂i is the estimated value of κ ′
i .

Consequently, the adaptive update law of κ̂i can be defined
as:

˙̂κi = bi|ωi| − b̄iκ̂i, κ̂i(0) ≥ 0. (22)

where bi > 0 and b̄i > 0.
Proposition 1: In formula (21), the adaptive parameter

κ̂i (0) ≥ 0 always on account of the adaptive update law (22)
when κ̂i ≥ 0.

Proof: In (22), it is known that κ̂i is continuous over time
t . Assuming there is a certain moment of motion t2 > 0 that
κ̂i (t2) < 0 and combining the initial message κ̂i (0) ≥

0 from (22), there must be a certain moment of motion
t1 ∈ (0, t2] , as follows:{

κ̂i (t1) = 0
κ̂i (t) < 0, t ∈ (t1, t2]

(23)

Consequently, according to the definition of ˙̂κi, the
inequality˙̂κi (t) > 0 always can be satisfied when t ∈ (t1, t2].
Integrate ˙̂κi from t1 to t2 yields∫ t2

t1

˙̂κi(t) dt = κ̂i(t2) − κ̂i(t1) = κ̂i(t2) > 0. (24)

But this contradicts our hypothesis of κ̂i (t2) < 0.
Therefore, get to a conclusion that κ̂i (t) ≥ 0 holds for ∀t > 0.
Remark 5: A nonlinear filter with an adaptive parameter

estimator is designed in this article. Different from traditional
linear filters, the nonlinear filter eases the requirements for
filter design parameter τi and reimburses for boundary layer
errors. DSC technology based on nonlinear filters can validly
solve the problem of explosion of computational complexity.
In addition, including nonlinear filters in the proposed
DSC technology can in the control project compensate for
bounding layer errors.

B. DESIGN OF ADAPTIVE FTPPC
Throughout the adaptive FTPPC design, the following
coordinate transformations are applied:

zη = εη

zV = εV

ωη = αcη − αη

(25)

Step 1: Taking the derivative of zη yields:

żη = ξη

(
ξ−1
η φη + J (η)eV + J (η)αη + J (η)ωη − η̇d

)
(26)
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where eV =
2
π
ψV arctan(zV ).

The selection of Lyapunov function is as follows:

Vη =
k2η
πξη

tan

(
πz2η
2k2η

)
(27)

where kη > 0, ξη > 0 are design parameters.
Remark 6: Based on the Tan-type Barrier Lyapunov

Function in [17], a novel Lyapunov function in (27) is
introduced. Limit the transformation error εi to a given
constant boundary ki and get an inequality |εi| < ki when
zi = εi. It is worth mentioning that this article implements
constraints on both state tracking error and transformation
error simultaneously. Furthermore, it is to be noted that the
design parameter ki should be appropriately selected to make
ki ⩾ εi (0) = tan πei(0)

2ψi(0)
holds, given εi (t) = tan πei(t)

2ψi(t)
.

Consequently, from (26) and (27), get that:

V̇η = −
k2η ξ̇η
πξ2η

tan

(
πz2η
2k2η

)
+

zη żη

ξη cos2
(
πz2η
2k2η

)
= υηzη

(
ξ−1
η φη + J (η)eV + J (η)αη + J (η)ωη − η̇d

)
+

k2η ψ̇η
(
1 + z2η

)
2ψ2

ηξ
2
η

tan

(
πz2η
2k2η

)
(28)

where vη =
1

cos2

(
πz2η
2k2η

)
−

k2η
ξηψη

tan
(
πz2η
2k2η

)
.

By using Young’s inequality, it can be expressed as:

vηzηJ (η)
(
eV + ωη

)
≤ v2ηz

2
η (J (η))

2
+

1
2
e2V +

1
2
ω2
η (29)

From (28) and (29), get that:

V̇η ≤ υηzη
(
ξ−1φη + J (η)αη − η̇d + υηzη (J (η))2

)
+

1
2
e2V +

1
2
ω2
η +

k2η ψ̇η
(
1 + z2η

)
2ψ2

ηξ
2
η

tan

(
πz2η
2k2η

)
(30)

Select virtual control function αη:

αη

= (J (η))−1



−
lη
zηξη

sin

(
πz2η
2k2η

)
cos

(
πz2η
2k2η

)

−
lηk2η

υηzηξ2ηψη
sin2

(
πz2η
2k2η

)
− ξ−1

η φη

−
k2η ψ̇η

2υηzηψ2
ηξ

2
η

tan

(
πz2η
2k2η

)

−
k2η ψ̇ηzη
2υηψ2

ηξ
2
η

tan

(
πz2η
2k2η

)
+ η̇d − υηzη (J (η))2


(31)

where lη > 0 is design parameter.
Remark 7: In the suppositional regulatory function αη,

while the error variable zη is located on the denominator, there

is still no singularity phenomenon. The L’Hospital rule can be
used to explain this conclusion:

lim
zη→0

lη
zηξη

sin

(
πzη2

2k2η

)
cos

(
πzη2

2kη2

)
= 0,

lim
zη→0

lηk2η
υηzηξ2ηψη

sin2
(
πz2η
2k2η

)
= 0,

lim
zη→0

k2η ψ̇η
2υηzηψ2

ηξ
2
η

tan

(
πz2η
2k2η

)
= 0.

However, in actual implementation, a small boundary ς is
raised, if

∣∣zη∣∣ < ς is satisfied, the above terms are all equal
to 0. Otherwise, the calculation of the above terms is normal
and does not affect the control effect.

Substituting (31) into (30) yields:

V̇η ≤ −
lη
ξη

tan

(
πz2η
2k2η

)
+

1
2
e2V +

1
2
ω2
η (32)

Step 2: (i = V ) (according to the backstepping method)
From (16) and (25), the definition of żV can be obtained:

żV = ξV

 ξ−1
V φV −M ′(CV + DV ) +M ′τ

+

(
1
τη

+
1
2

)
ωη + λ̂η tanh

(
λ̂ηωη
m

) (33)

Then the Lyapunov function is chosen as follows:

VV = Vη +
k2V
πξV

tan

(
πz2V
2k2V

)
+

1
2δ

(M̃ ′)
T
M̃ ′

+
1
2
ω2
η +

1
2bη

(κ̃ ′
η)

2 (34)

where kV > 0, ξV > 0, δ > 0 are positive design
parameters,M̂ ′ is the estimated value ofM ′ and M̃ ′

= M ′
−M̂ ′

is estimated error.
Then, the time-derivative of VV is as shown below.:

V̇V = V̇η −
k2V ξ̇V
πξ2V

tan

(
πz2V
2k2V

)
+

zV żV

ξV cos2
(
πz2V
2k2V

) −
1
δ
M̃ ′

T ˙̂
M ′

+ ωηω̇η −
1
bη
λ̃′
η
˙̂
λη

≤ −
lη
ξη

tan

(
πz2η
2k2η

)
−

1
τη
ω2
η +

b̄η
bη
λ̃′
ηλ̂η

+ υV zV
(
ξ−1
V φV −M ′(CV + DV )

)
+M ′τ +

e2V
2υV zV

+

(
1
τη

+
1
2

)
ωη + λ̃η tanh

(
λ̃ηωη

m

)

+
k2V ψ̇V

(
1 + z2V

)
2ψ2

V ξ
2
V

tan

(
πz2V
2k2V

)
−

1
δ
M̃ ′

T ˙̂
M ′

+ 0.2785m

(35)

where υV =
1

cos2
(
πz2V
2k2V

) −
k2V
ξVψV

tan
(
πz2V
2k2V

)
.
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FIGURE 2. Nassi shneider man diagram for design of adaptive FTPPC.

Then, the definition of τ is represented as follows:

τ

=
(
M ′
)−1



−
lV
zV ξV

sin

(
πz2V
2kV

)2

cos

(
πz2V
2kV

)2

−
lV kV 2

υV zV ξ2VψV
sin2

(
πz2V
2k2V

)
− ξ−1

V φV

−
k2V ψ̇V

2υV zVψ2
V ξ

2
V

tan

(
πz2V
2k2V

)
−

e2V
2υV zV

−
k2V ψ̇V zV
2υVψ2

V ξ
2
V

tan

(
πz2V
2k2V

)
+ M̂ ′

T
(CV + DV)

−

(
1
τη

+
1
2

)
ωη − λ̂η tanh

(
λ̂ηωη

mV

)


(36)

where

˙̂
M ′

= −ρM̂ ′ − δυV zV (CV + DV ) (37)

and lV > 0, ρ > 0 are design parameters.
According to Remark 7, limzV→0

eV
2υV zV

= 0 can be
obtained. Then, get that:

V̇V ≤ −

[
lη
ξη

tan

(
πz2η
2k2η

)
+

lV
ξV

tan

(
πz2V
2k2V

)]
+
ρ

δ
M̃ ′

T
M̂ ′

−
1
τη
ω2
η +

b̄η
bη
λ̃′
ηλ̂η +MV (38)

and MV = 0.2785mV .

C. STABILITY ANALYSIS
Theorem 1: For the control input(36), the virtual regula-

tory function(31), and the parameter adaptation laws(22),(37),
the system (6) possesses the following characteristics: i) All
signals are ultimately bounded and semi globally uniformly

bounded; ii) All dynamic errors are predetermined bounded
within a regular hour.

Proof:

V = VV =
k2η
πξη

tan

(
πz2η
2k2η

)
+

k2V
πξV

tan

(
πz2V
2k2V

)
+

1
2δ
M̃ ′

T
M̃ ′ +

1
2
ω2
η +

1
2bη

—̃λ′
2
η (39)

where ωη = 0,˜̄—λη = 0, then

V̇ ≤ −

[
lη
ξη

tan

(
πz2η
2k2η

)
+
lV
ξV

tan

(
πz2V
2k2V

)]

+
ρ

δ
M̃ ′

T
M̂ ′ −

1
τη
ω2
η +

b̄η
bη
λ̃′
ηλ̂η +MV (40)

using the Youngś inequality,
ρ

δ
M̃ ′TM̂ ′ ⩽ −

ρ

2δ
M̃ ′TM̃ ′

+
ρ

2δ
M ′TM ′ (41)

b̄η
bη
κ̃ ′
ηκ̂η ≤ −

b̄η
2bη

(κ̃ ′
η)

2
+

b̄η
2bη

κ2η (42)

then

V̇ ≤ −

[
lη
ξη

tan

(
πz2η
2k2η

)
+
lV
ξV

tan

(
πz2V
2k2V

)]

−
ρ

2δ
M̃ ′

T
M̃ ′ −

1
τη
ω2
η −

b̄η
2bη

—̃λ′
2
η + M̄V (43)

where M̄V = MV +
ρ
2δM

′TM ′
+

b̄η
2bη

(κ ′
η)

2

then

V̇ ⩽ −cV + λ (44)

where c = min
{
π lη
k2η
, π lV
k2V
, ρ, 2

τη
, b̄η

}
,λ = M̄V .

VV ⩽ V ⩽ e−ct
(
V (0)−

λ

c

)
+
λ

c
(45)

Given the boundedness of the expression (45) and the initial
value of error variable zi (0) , M̃ ′ (0) , ωi (0) , κ̃‘i (0), it is
inferred that the parameter estimation error zi, M̃ ′, ωi, κ̃

′
i

remains within limits. Considering the bounded nature κ ′
i and

M ′, the estimated values for parameters κ̂i and M̂ ′ are also
constrained. Consequently, with the Lyapunov function and
the design of the error transformation mechanism associated
with the barrier-type potential, it is established that the trans-
formation error stays within a specified constant boundary.
Simultaneously, the state tracking error is maintained within
a small predefined range over a fixed time interval.

D. SHARED CONTROL LOW
In describing the n constraints of the i-th group, as out-
lined in (19), the state-space can be partitioned into
three subcollections according to (20). To eliminate
ambiguity between different constraint groups,ℜi

ζ =

diag
(
S i−1, S i−1

) [
ℜ̄
i
ζ − col

(
T i, 0

)]
must be employed,
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where the ζ = {s, h, d} relation relocates these subsets back
into the (η,V) coordinate system. Therefore, by constructing
ℜ
i
s∪ℜ

i
h∪ℜ

i
d = ℜwith i ∈ {1, 2, . . . ,Nc}, it shows that for the

i-th group of active constraints, any fixed η̇ results in a union
of safe, hysteresis, and dangerous sets that are consistent,
in other words, S iη + T i ≤ 0 is consistent with the overall
practicable state-space. Subsequently, the total safe, perilous,
and hysteresis sets for different constraint groups are defined
as ℜs = ℜ

1
s ∩ ℜ

2
s ∩ . . . ∩ ℜ

Nc
s , ℜd = ℜ

1
d ∪ ℜ

2
d ∪ . . . ∪ ℜ

Nc
d ,

ℜh = ℜ − ℜd − ℜs.
On account of these subaggregates, the shared control input

us(η,V ) defined in the (η,V) coordinates is given by:

us =

(
min

1≤i≤Nc
k isf

)
uh +

Nc∑
i=1

[(
1 − k isf

)
τ
]

(46)

The shared control function of state feedback is:

k isf (η,V , t) =


0 if (η,V) ∈ ℜ

i
d , V i

=

LNc
min
j=L1

V j

l isf if (η,V) ∈ ℜ
i
h

1 otherwise

(47)

where

l isf =

{
0 k isf

(
t−
)

= 0

1 k isf
(
t−
)

= 1
(48)

Theorem 2: Given that system (17) with the shared control
input provided by (46) with (36). Suppose the initialization
meets the conditions ((η(0),V (0)) ∈ Rs). Assume the exis-
tence of t̃ > 0 such that η̃ (t) /∈ Pa. Then, it exists 0 < td < t̃
such that ((η(td ),V (td )) ∈ Rd )

Proof: The assertion is due to definition of continuity
and other aspects of trajectories, according to the statement
of Theorem 1.
Theorem 3: Suppose the system (17) with η(0) ∈ Pa.

Consider the shared control input provided by (46) and (36).
Then, the Closed loop system has the following features:

1) for all t ≥ 0, η (t) ∈ Pa;
2) �s = 5ℜs (�h);
3) for all t ≥ 0; us(t) = uh(t) and (η (t) ,V (t)) ∈ ℜs;
Remark 8: The adaptive state feedback shared controller is

designed specifically for constrained Non-Linear Mechanics
systems.

IV. SIMULATION
Define the design parameters for the performance function
as: ψη,0 = 5, ψT̃η = 0.02, λη = 0.5, T̃η = 9.1767, pη =

5, dη = 6, τη = 5, mη = 3, bη = 5, b̄η = 7, lη = 2.
Upon revisiting the definition of stability time, the following
is derived: T̃η = T̃V = 9.1767. The chosen control design
parameters are: ψV ,0 = 5, ψT̃V = 0.02, λV = 0.5, pV = 5,
dV = 6, τη = 5, mV = 3, bV = 5, b̄V = 7, δ = 7, ρ =

5, lV = 2. By adjusting ki, when kη = 0.3 and kV = 0.3,

FIGURE 3. Tracking trajectory.

the transformation error is limited to a constant range of 0.3,
thereby keeping the system within this stable region.

The definition of the convex feasible set is:

Pα1 =

p =

 x
y
ϕ

 ∣∣∣∣∣∣
−2 ≤ x ≤ −1;

−2.5 ≤ y ≤ 0.5;
−1.57 ≤ ϕ ≤ 1.57

 (49)

Simulate the actions of a human operator driving the
system within the set Pa. The model, exemplified by a system
operated by a control lever, involves parameters such as uh1 =

1 and uh1 = −1, representing the rightmost and leftmost
positions of the lever; uh2 = 1 and uh2 = −1, representing
the uppermost and lowermost positions of the lever. For uh3 =

1, it signifies the maximum counterclockwise angle of the
lever. Conversely, for uh3 = −1, it represents the maximum
clockwise angle of the lever. The assumption is made that the
actions of the individual impact the position of the control
lever in the system. Taking a straight-line trajectory as the
desired path for an unmanned surface vehicle, Simulation
results are depicted in Fig. 3. It is apparent from the figure
that in the task of straight-line trajectory tracking, within
the setting, the red line indicates the use of solely human
control input, violating convex constraints. Still, within the
set, he blue line showcases the tracking outcomes in a
straight-line manner, achieved through the utilization of the
proposed shared controller, with no apparent violation of
convex constraints in the graph.The adoption of the adaptive
shared controller also enhances tracking performance. This
suggests the effectiveness of the proposed shared controller
in convex constraint scenarios.

The definition of the concave admissible set is:

Pα2 =

p =

 x
y
ϕ

 ∣∣∣∣∣∣
x ≥ 1;
y ≥ 0;

−1.57 ≤ ϕ ≤ 1.57

 (50)

If the unmanned surface vehicle is under complete human
control while attempting to perform straight-line trajectory
tracking tasks, the unmanned surface vehicle’s trajectory will
enter an unacceptable region. However, when the unmanned
surface vehicle utilizes a shared controller within the set Pα2,
the tracking task can still be accomplished under concave
constraints.The figure demonstrates the unmanned surface
vehicle’s capability to navigate open constraints using the
proposed shared controller, even in situations where its state
is close to the boundary of Pα2.This underscores the efficacy
of the proposed shared controller in scenarios involving non-
convex constraints.
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FIGURE 4. Tracking trajectory.

Assuming a non-straight line trajectory as the desired path
for the omnidirectional mobile robot, the simulation results
are depicted in Figure 4.

Pα3 =

p =

 x
y
ϕ

 ∣∣∣∣∣∣
−2.1 ≤ x ≤ −1.75;

−1.5 ≤ y ≤ 1.5;
−1.57 ≤ ϕ ≤ 1.57

 (51)

Pα4 =

p =

 x
y
ϕ

 ∣∣∣∣∣∣
x ≥ 0;
y ≥ 0;

−1.57 ≤ ϕ ≤ 1.57

 (52)

In Fig 4, it is observed that during the non-straight
line trajectory tracking task within set Pα3, the red line,
representing the utilization of only human control input,
distinctly violates convex constraints. Conversely, within set
Pα3, the blue line illustrates the trajectory tracking results
using the proposed shared controller, showing no apparent
violation of convex constraints in the graph. Additionally,
the application of the adaptive shared controller enhances
tracking performance. This underscores the efficacy of the
proposed shared controller in scenarios involving convex con-
straints. Similarly, if the employs a shared controller within
set Pα4, the tracking task remains achievable even under
concave constraints. The diagram highlights the effectiveness
of the shared controller proposed in facilitating the unmanned
surface vehicle’s navigation through open constraints, even
when its state approaches the boundary of set Pα4.

The figures depict the tracking error trajectories for various
control strategies, as shown in Figures 5 and 6. In Figure 5,
the black line represents the error variation without PPC,
where

∣∣eη∣∣max > 0.025m; the blue line represents the error
variation with PPC, where

∣∣eη∣∣ < 0.015m; and the yellow
line represents the error variation with FTPPC, where

∣∣eη∣∣ <
0.001m. In Figure 6, the black line represents the error
variation without PPC, where

∣∣eη∣∣max > 0.025m; the blue
line represents the error variation with PPC, where

∣∣eη∣∣ <
0.018m; and the yellow line represents the error variationwith
FTPPC, where

∣∣eη∣∣ < 0.001m.
Figures 5 and 6 illustrate the robust performance of the

FTPPC algorithm, ensuring that both the tracking error and
virtual error remain bounded while converging to the desired
steady-state error within a predefined time frame. In contrast,
the traditional PPC control method from [18] and the control
algorithmwithout considering PPC from [19] exhibit tracking
errors that exceed the performance bounds defined in this
paper after a fixed time. Therefore, the innovative approach
proposed in this paper demonstrates faster convergence

FIGURE 5. Tracking error eη with different control strategies.

FIGURE 6. Tracking error eη with different control strategies.

and exhibits superior constraint performance, ensuring the
transient characteristics of the system.

V. CONCLUSION
This article mainly addresses the safety issues of unmanned
surface vehicles in the face of emergencies. Firstly, an adap-
tive shared control system enables human operators and
controllers to control inputs. Then, to make the tracking error
converge, a pre-performance control function was designed
to ensure the transient error of the tracking error. Secondly,
a controller is created using the backstepping method, and
Lyapunov functions are employed to verify the stability of the
unmanned surface vehicle. Finally, a state feedback shared
control function is designed to implement the shared control
algorithm. Simulation results provide empirical evidence
supporting the efficacy of the implemented control algorithm.
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