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ABSTRACT Personality detection plays a pivotal role in social interactions, machine learning (ML), and
natural language processing (NLP). Its goal is to discern an individual’s traits from their behavior and
expressions. The prevalence of text-based communication has sparked interest in inferring personality from
written content. However, challenges persist in accurately interpreting traits like the Big-Five or Myers-
Briggs Type Indicator. These challenges stem from the reliance on self-reported surveys for labeling, which
introduces uncertainties as individual assessments may not consistently align with their actual personality.
In this paper, we propose novel curriculum strategies that employ class-based term frequency-inverse
document frequency (c-TF-IDF) to enhance personality detection performance. By leveraging a curriculum
approach that mirrors human learning progression, starting from simpler tasks and moving toward more
complex ones, these strategies aim to train models on progressively challenging scenarios. Our experimental
results demonstrate that these proposed curriculum-based strategies improve the accuracy of personality
detection compared to previously suggested methods. This study contributes to advance understanding of
text-based cues for personality inference. It has the potential to enrich various fields, including human-
computer interaction, personalized recommendations, and targeted marketing.

INDEX TERMS Personality detection, curriculum strategy, c-TF-IDF, language models, big-five
personality.

I. INTRODUCTION
Personality refers to unique patterns displayed in an individ-
ual’s behavior, cognitive process, and emotional expression.
Personality detection aims to analyze these patterns to
understand and often predict people’s behaviors and inclina-
tions. Understanding and grasping personality traits in social
interactions facilitate effective communication in human
interactions. Recently, there has been a growing trend in
sharing opinions and emotions in textual form on socialmedia
platforms [1], [2]. Analyzing such text data to comprehend an
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individual’s trait supports personalized recommendations [3],
[4], targeted marketing [5], and facilitates human-computer
interaction [6] in the fields of machine learning (ML) and
natural language processing (NLP) [7].

The task of personality detection encounters various chal-
lenges, with dataset construction standing out as a primary
obstacle. Generating data pairs that label a user’s speech or
written text with their personality traits requires significant
time and resources. Furthermore, the inherent difficulty of
laypeople in assessing personality exacerbates the challenge.
In such circumstances, expert interpretation becomes indis-
pensable for deciphering an individual’s accurate personality
traits [8]. Moreover, the labeled personality traits often rely
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on self-reported survey outcomes, such as NEO-PI-3 [9]
or Myers-Briggs Type Indicators (MBTI) [10]. Datasets
based on these self-assessment methods can pose challenges
for automatic personality detection due to respondent’s
subjective interpretations.

To address these challenges, previous approaches have
used traditional machine learning [11], [12], word embed-
dings like Word2Vec [13], FastText [14], and psychological
features [15] techniques. With the advancement of lan-
guage models (LM), diverse approaches incorporating LM
have been proposed [15], [16]. The growing feasibility of
integrating contextual information has led to an increased
adoption of pre-trained LM, such as BERT [17]. Building
upon established detection methods utilizing LM, we propose
a method that incorporates a curriculum-based approach.
Curriculum learning [18]mirrors the gradual learning process
of humans, which proceeds from simple to complex tasks.
The process entails training models on easy data first and
progressively introducing more challenging data. The key
element lies in defining an appropriate score that determines
the level of difficulty of the data. Commonly employed
methods in the text domain of NLP encompass factors such as
sentence length [19], word frequency [20], conjunction [21],
and parse tree depth [22]. Although these approaches are
easy-to-use, there are limited curriculummethods tailored for
personality detection.

Hence, we propose two curriculum strategies, namely
weighted averaged-based and cumulative sum-based meth-
ods. These approaches are constructed using a class based-
term frequency-inverse document frequency (c-TF-IDF) [23]
adjustment to the traditional TF-IDF [24] method at the
class level. While the typical TF-IDF method is utilized
to find relevant information across multiple documents, the
c-TF-IDF approach is tailored to be effective for data where
classes exist. We integrate c-TF-IDF to extract informative
words within the data, utilize them in the acquisition
of the curriculum score and differentiate the difficulty
assessment process by employing average and sum methods
for comparative experiments. According to the experimental
results compared with various curriculum strategies reveal
that our proposed approach surpasses existing methods. The
experiments also provide insights into determining a suitable
method for utilizing c-TF-IDF scores.

Our contributions can be summarized as follows:
• We utilized c-TF-IDF on text-based personality datasets
to extract the importance of informative words. This
approach operates at the class level, effectively discern-
ing words associated with each trait.

• Through the implementation of a prioritization function
for individual words and a curriculum score algorithm to
gauge data difficulty, we devised an effective curriculum
learning strategy.

• Our experimental results demonstrate that the proposed
strategy enhances personality detection performance
compared to previous methods.

II. RELATED WORKS
A. PERSONALITY DETECTION
Research on detecting and predicting an individual’s per-
sonality is widespread across various fields because it pro-
vides insights into user behavior, preferences, and decision
making [25]. Employing various methodologies, automatic
personality detection has garnered attention for its perceived
superiority compared to human assessments [26]. This
study focuses on text-based personality data, including user
speeches, essays, and social media posts annotated with
self-reported personality traits.

Conventional machine learning methods, including the
support vector machine (SVM) [27], random forest (RF) [28],
and K-nearest neighbors (KNN) [29], have been employed
for personality recognition. Wang et al. [11] improved
classification performance, addressing challenges such
as a small sample size and severe sample distribution
imbalance. They utilized particle swarm optimization (PSO)
and synthetic minority oversampling technique tomek link
(SMOTETomek) methods, combining feature optimization
and data resampling. In their study, SVM and KNN served
as classification models. Moraes et al. [8] used personality
detection to understand candidates’ ideas and ideals during
the job hiring process. The decision tree [30], Naive
Bayes [31], SVM, and KNN were employed. They utilized
TF-IDF vectorization to calculate word importance within the
data, incorporating these weights into word embeddings.

With the emergence of high-performing pre-trained lan-
guage models like BERT, researches have conducted studies
that leverage them for personality detection. Kazameini et al.
[32] employed contextual word embeddings from BERTwith
bagged SVM to achieve outstanding detection performance.
Mehta et al. [15] leveraged both traditional psychological
features and BERT embeddings for personality detection.
Their experimental results revealed that utilizing a language
model was more effective than psychological features.
This emphasizes the importance of leveraging contextual
information. Kazemeini et al. [16] identified the drawbacks
of current personality detection methods by leveraging
embeddings from big-five inventory (BFI) statements [33],
a self-reported questionnaire defining personality traits.
A considerable embedding distance between BFI statements
and the state-of-the-art model [15] was observed. Attributing
this to the loss of semantic information in sentences, the study
adopted sentence-BERT [34] to derive sentence embeddings.
Although they did not observe a significant improvement in
performance, their study enhanced the interpretability of the
process.

In recent research, Zhou et al. [35] highlighted the con-
straints associated with relying on a limited set of text
features for classification. The study redirected its attention
to the prevalent use of emojis across various social media
platforms. In contrast to using traditional embeddings derived
from sentences or words for classification, this study
integrated emoji embeddings into data. It underscored the
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significance of extracting valuable features. Building upon
studies investigating the relationship between personality
traits and emotions, Li et al. [1] introduced a novel multi-
task framework for enhanced performance. Lin et al. [36]
critiqued the predominant emphasis on language models in
existing detection methods, noting their tendency to overlook
sentiment information. Their study also pointed out incon-
sistencies in the current selection process of psycholinguistic
features. To address these issues, the study proposed a
method based on high-dimensional psycholinguistic features
and introduced an improved distributed gray wolf optimizer
feature selection (IDGWOFS) process as an additional
feature selection approach.

B. CURRICULUM LEARNING
Curriculum learning [18], inspired by the human learning
process, involves training a model on simple data first and
progressing to complex data. It has shown notable perfor-
mance improvements in terms of the learning convergence
speed and overall performance of the model [18]. Various
methods can be used to define simple datasets during the
learning process [37], [38]. In this paper, we aim to explore
several methods that are well-utilized in the text domain.

The analysis of sentence length is a widely adopted
method in NLP that is influenced by the concept of humans
learning from shorter to longer texts [19], [21], [39], [40].
Spitkovsky et al. [39] implemented two curriculum learning
approaches, namely ‘‘Baby steps’’ and ‘‘Less is more’’.
The ‘‘Baby steps’’ approach adopts an incremental learning
strategy, starting with easy data and gradually advancing
to more difficult data. This method involves a step-by-
step increase in the amount of data with each learning
iteration. In line with these observations, the ‘‘Less is
more’’ approach proposed by Bengio et al. [18] suggests that
simpler samples can occasionally convey richer information.
Kocmi and Bojar [21] employed a straightforward method,
dividing data based on sentence length and setting thresholds
such as 8 tokens or 16 tokens to create bins. The learning
process commenced with shorter length bins and progressed
accordingly.

Another widely used method is the word rarity approach,
which is rooted in the concept of learning from a small
and easy-to-understand set of words when studying or
reading books [20], [21], [40], [41]. Various strategies for
applying this learning approach have been developed. Kocmi
and Bojar [21] ranked words based on their frequency of
occurrence within the data in descending order. For instance,
5,000 of the most frequently occurring words were assigned
to rank one. Then, sentences containing words in rank
one were placed in the first bin for initial learning, and
subsequent bins were determined based on the subsequent
ranks. Platanios et al. [40] calculated the frequency of all
unique words composing the data, sorted them in descending
order, computed the difficulty score for each word in a
sentence, and averaging them. This difficulty score was then
utilized in the final data sorting process.

Based on the sentence structure, conjunctions can be used
to determine the difficulty score [21], [22]. The difficulty
score is commonly defined by the number of conjunctions.
Kocmi and Bojar [21] determined the difficulty score using
coordinating conjunctions, exploiting the idea that although
sentences with many conjunctions may be easy to interpret,
the hierarchical structures of the sentences can make them
challenging for models to learn. Another approach involves
using prepositional phrases. Tsvetkov et al. [22] exploited the
idea that an increase in the number of conjunctions results
in higher sentence complexity. Such sentences are more
challenging for a model to comprehend at once.

Beyond the aforementioned methods widely used in the
field, numerous curriculum methods have been proposed in
the NLP text domain. In the domain closely related to person-
ality, namely emotion recognition, Yang et al. [42] suggested
conversation-level curriculum (CC) and utterance-level cur-
riculum (UC) methods to enhance learning performance in
emotion recognition tasks. CC defines the difficulty score
based on the degree of emotion shift within a conversation
and is tailored to tasks involving emotion recognition within
dialogues. It is based on the notion that frequent changes
in emotions during a conversation pose a challenge in terms
of data reliability. UC does not differentiate between similar
emotions (e.g., excitement and happiness) during the early
stages of learning. It gradually distinguishes them through
learning to grasp more nuanced emotions as it evolves.
In intent detection field, Gong et al. [43] pointed out the risk
of overfitting to easy samples during training and proposed a
density-based method. It measures the eigenvector’s density
for each sample, utilizes a density based clustering algorithm
to determine the difficulty level of each data point, and adjusts
the training from simple to complex samples over the learning
process.

III. PROPOSED METHODOLOGY
We propose two curriculum learning strategies based on the
c-TF-IDF scores: a weighted average-based approach and
a cumulative sum-based approach. Figure 1 illustrates the
organizational procedure for our curriculum learning strategy.
B-1 shows the weighted average-based approach, and B-2
shows the cumulative count-based approach. Both method-
ologies follow a sequence involving the sequence adjustment
with curriculum strategy subsequent to the extraction of
informative words. However, there are differences in the
priority function assigning priority values to input words
and in the calculation function of the curriculum score for
each data point. These variances are elaborated upon in the
following section.

A. INFORMATIVE WORDS EXTRACTION
In Figure 1, step A shows the process of extracting
informative words. Let Di be the dataset annotated for a trait
i (such as OPN, I/E), and the value (0 or 1) of that trait be
the class c of Di (A.1). We calculate the c-TF-IDF score
to extract informative words for each class c of Di’s (A.2).
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FIGURE 1. Overview of our organization procedure for curriculum learning. Step A involves the extraction of informative top-k percent words for all
unique words through c-TF-IDF. Subsequently, c-TF-IDF is employed. There are two optional methodologies for achieving the curriculum strategy: the
weighted average-based approach and cumulative sum-based approach. Following sequence adjustment, an ordered dataset reflecting the difficulty of
the data is obtained based on the curriculum score.

Unlike the conventional document-level TF-IDF approach,
the c-TF-IDF is adjusted to operate at the class (topic or
category) level, utilizing the priority of specific words within
a class. This adjusted expression of TF-IDF, known as
c-TF-IDF, can explain that one class document differs from
the other. The c-TF-IDF score s for a word x in a class c can
be defined as follows:

sx,c = fx,c × log(
A
fx
) (1)

where fx,c represents the class-based term frequency of the
word x in a specific class c, fx denotes the frequency of
the word x across all classes, and A is the average number
of words per class. Then, we extract the top-k percent of
significant words based on calculated c-TF-IDF scores (A.3).
The set of words comprising k percent of all the unique words
extracted from class c ofDi is defined as vocabulary set V (k)

i,c .
We leverage the c-TF-IDF score to capture the distinctiveness
of words between specific classes and their relevance to
characterize personality traits.

B. CURRICULUM STRATEGY
1) WEIGHTED AVERAGE-BASED STRATEGY
The vocabulary set consisting of the top-k percent words
extracted in step A is denoted as V (k). Then, each of these
words is assigned a priority value according to a priority
function (B-1.1). For input word x, the priority function
fp(x,V (k)) can be defined as follows:

fp(x,V (k)) = 1 +
1 − rankV (k) (x)

k
, (2)

where rankV (k) (x) returns the rank of the word x with
reference to the vocabulary set V (k). Through this function,
we can determine the weight of word x.

Let V (k)
i,c be the top-k percent vocabulary set for class c of

a trait i, and Tn be the set of tokens comprising a n-th data
point within Di. The curriculum score for a data point Tn
can be obtained using weighted values from Eq. (2) by the
curriculum score function fcs as follows (B-1.2):

Wn = V (k)
i,c ∩ Tn, Wn = {w1,w2, . . . ,wm} (3)

fcs(Tn) =

∑m
j=1 fp(wj,V

(k)
i,c )

m
. (4)

Here,Wn is the intersection of V (k)
i,c and Tn, and m represents

the number of elements inWn. The resulting score aligns with
the average of word weights included in Tn. Consequently,
we conduct sequence adjustment following the order of the
highest curriculum score (B-1.3).

2) CUMULATIVE SUM-BASED STRATEGY
In contrast to the previous section, the allocation of priority
values in this section differs by employing the c-TF-IDF score
s rather than the weight of input word x. When considering
the set of c-TF-IDF scores for the top-k percent words
extracted in the preceding step A as S(k), the priority function
gp(x,S(k)) for assigning the priority value of the input word
x can be defined as follows (B-2.1):

gp(x,S(k)) =
sx − min(S(k))

max(S(k)) − min(S(k))
, (5)

where sx denotes the c-TF-IDF score associatedwith the input
word x. The resulting value is normalized to fall within a
range between 0 and 1, ensuring consistency in the priority
allocation process.

Let S(k)
i,c be the set of top-k percent c-TF-IDF scores for

class c of a trait i, and Tn be the set of tokens comprising
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TABLE 1. Comparison of personality detection accuracy (%) between the existing curriculum and proposed methods. The values highlighted in bold face
indicate the highest performance for each category within the divided sections. The text underlined in bold face signifies the highest average value across
each dataset. The curriculum strategies proposed in this paper are denoted by W for the weighted average-based strategy and C for the cumulative
sum-based approach. The numbers are associated with the parameter k .

TABLE 2. Standard deviation of c-TF-IDF scores for category-specific extracted vocabulary sets based on parameter k in the Essays dataset.

an n-th data point within Di. The curriculum score for a data
point Tn can be calculated using Eq. (5). The curriculum score
function gcs is given as follows (B-2.2):

gcs(Tn) =

m∑
j=1

gp(wj,S(k)
i,c ). (6)

Here, the resulting score aligns with the cumulative sum of
priority values included in Tn. Similar to B-1, we conduct
sequence adjustment following the order of the highest
curriculum score (B-2.3).

The curriculum learning strategies introduced in this
section diverge in their emphasis: the weighted average-based
approach assesses the collective significance within data
points, while the cumulative sum-based approach emphasizes
the importance of words contained in those data points
rather than their overall significance. These strategies indicate
that a higher curriculum score corresponds to a robust
representation of category-specific words within the data
point. As a result, these data points can be categorized as
‘easier’ based on their sorted order, reflecting the increased
presence of informative terms related to the targeted
category.

IV. EXPERIMENTS AND DISCUSSION
A. DATASET
In this study, we utilize publicly available datasets to evaluate
personality detection performance. The specific number of
data points corresponding to each dataset is shown in Table 4:

Essays [44]: This dataset comprises 2,467 essays authored
by anonymous students, written as a stream of consciousness.
The essays are labeled with binary labels (‘‘y’’ and ‘‘n’’)
derived from self-reported surveys conducted on the authors,
following the Big-Five personality traits model (also known
as the Five Factor Model - FFM) [45]. It consists of openness
to experience (OPN), conscientiousness (CON), extraversion
(EXT), agreeableness (AGR), and neuroticism (NEU).

Kaggle MBTI1: This dataset comprises 8,675 unique
values collected from the PersonalityCafe forum, a dataset
based on MBTI. It includes users’ self-reported MBTI types
and themost recent 50 posts authored by users on the website.
The MBTI type is defined by four scales. Introversion or
extroversion (I/E), intuition or sensing (N/S), feeling or
thinking (F/T), and perceiving or judging (P/J).

1https://www.kaggle.com/datasnaek/mbti-type
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FIGURE 2. Performance differences in personality detection accuracy for the bottom five folds based on the weighted average-based
approach across parameter k values. (a) represents the performance variations in the Essays dataset, while (b) signifies the
performance variations in the Kaggle MBTI dataset.

TABLE 3. Standard deviation of the c-TF-IDF scores for category-specific extracted vocabulary sets based on parameter k in the Kaggle MBTI dataset.

TABLE 4. Number of data per label in each dataset. For the Kaggle MBTI
dataset, label ‘‘left’’ and ‘‘right’’ represent I and E in I/E, respectively, and
the other personality traits are the same.

B. EXPERIMENTAL DETAILS
To validate the effectiveness of the two proposed curriculum
methods, we established the following comparisons.

• Random (RAN): This represents the most basic
approach, where the learning order is randomized by
shuffling.

• Coordinate Conjunction (CO) [21]: This method
considers the count of coordinating conjunctions (e.g.,
and, or, but) within a sentence. The part of speech (POS)
tagger function from the NLTK2 library is used in this
process.

2https://www.nltk.org/

• Sentence length (LEN) [40]: A widely used curriculum
method in NLP, it involves tokenizing each sentence and
using the number of tokens to determine sentence length,
which is then employed as the curriculum score.

• Word rarity (WR) [40]: This method utilizes the
frequency of words in the dataset. First, frequencies
are computed for all unique words, and then, for
each sentence, the average frequency value for all
composing words is used as the curriculum score.
The CountVectorizer from sklearn3 is employed for
frequency computation.

• Prepositional/Subordinating Conjunction (PS) [22]:
Similar to the coordinate method, PS uses POS tags to
determine the count of relevant words (e.g., on, with,
before) for learning.

Similar to the configuration of [15] for personality
detection, we employed a multi-layer perceptron (MLP)
with 50 hidden units and the rectified linear unit (ReLU)
activation function [46]. Preprocessing steps were employed
to eliminate data noise by removing hyperlinks, hashtags,
smileys, emojis, and spaces. We employed the BERT-base
pre-trained language model for word embedding and set
a maximum of 512 tokens from the beginning of each

3https://scikit-learn.org/stable/
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FIGURE 3. Proportion of non-zero c-TF-IDF scored words among class-specific unique words in the datasets. (a) represents the Essays dataset,
(b) represents the Kaggle MBTI dataset, and the solid red line indicates the average value across all classes.

TABLE 5. Complementary experiment results for searching parameter k .
The average value obtained by considering the number of non-zero
c-TF-IDF words per class was utilized as the parameter k , indicating
W-avg.

sentence. We used the optimizer Adam [47], coupled with a
categorical cross-entropy loss function. To ensure fairness in
the comparison process, we introduced our own random seed
set to zero. In addition, to prevent data bias, we employed
stratified 10-fold cross-validation. Mitigating the impact of
dataset idiosyncrasies observed in certain folds on model
evaluation, we considered average values based on the bottom
five folds, rather than the entire folds. In the experiment of
proposed methods, parameter k – utilized for extracting the
top-k percent vocabulary set – was configured at 10, 25, 50,
75, and 100.

C. RESULTS
Table 1 lists the personality detection performance for each
dataset. Our proposed weighted average-based approach
denoted as W-k demonstrated the highest performance out of
all the other methods. In this section, we provide an analysis
of the results obtained from each proposed methodology.

1) WEIGHTED AVERAGE-BASED APPROACH
In Table 1, the Essays dataset achieved the highest per-
formance at 50 with 65.082%, while the Kaggle MBTI
dataset peaked at 75 with 75.160% compared to conventional
curriculum methods. This was an improvement of 7.112%p
and 1.692%p over the RAN method. When compared to the
WR method, which achieved the highest performance in the
comparative experiments, the improvements were 0.98%p
and 0.18%p. When compared to the existing CO, LEN, and
PS methods, there was an average improvement of about
3.04%p and 0.76%p.

However, the performance improvement in the Kaggle
MBTI dataset was marginal compared to that of the Essays
dataset. We regarded this as a result stemming from the
inherent characteristics of the datasets. The Kaggle MBTI
dataset, shown in Table 4, was an imbalanced dataset skewed
towards one side in the I/E and S/N traits. In imbalanced
situations, models commonly tend to exhibit higher accuracy
for the majority class. This trend was reflected in the
performance results of Table 1, where I/E and S/N traits
demonstrated higher accuracy on average compared to others.
Furthermore, the Kaggle MBTI dataset contained fewer
meaningful words than the Essays dataset. Table 2 and
Table 3 represent the standard deviation of the c-TF-IDF
scores for each parameter k . A higher standard deviation
implies significant differences in the c-TF-IDF scores among
extracted words, indicating meaningful differences. The
standard deviation for the Essays dataset was on average
2.431 times higher for all classes at each k compared to the
Kaggle MBTI dataset. This indicated that the words from the
Kaggle MBTI dataset had less impact on each trait that of
other dataset. In summary, these observations explained why
the performance improvement in the Kaggle MBTI dataset
was not substantial.

We hypothesized that variations in traits observed
within specific datasets would impact the determination of
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FIGURE 4. Performance differences in personality detection accuracy for the bottom five folds based on the cumulative sum-based
approach across parameter k values. (a) represents the performance variations in the Essays dataset, while (b) signifies the
performance variations in the Kaggle MBTI dataset.

FIGURE 5. Curriculum score of the data points based on parameter k in the weighted average-based approach. (a) represents the
Essays dataset and (b) represents the Kaggle MBTI dataset.

parameter k . Figure 2 reveals that k performed best at 50 for
the Essays dataset and at 75 for the Kaggle MBTI dataset.
Paying attention to the c-TF-IDF scores and performance
variations based on the parameters, we examined the
c-TF-IDF scores and observed performance variations based
on the parameters. Our findings revealed that certain words
in the dataset were assigned a score of zero by the c-TF-IDF
function. This occurs when words have a very low frequency
in a specific class, indicating their lack of significance
(Figure 3). To further explore this, we conducted additional
experiments based on the count of non-zero c-TF-IDF scores
per class. Based on the count of non-zero c-TF-IDF scores
per class, we considered the mean values from Figure 3.
This led us to set k to 69 for the Essays dataset and 68 for
the Kaggle MBTI dataset for further analysis (Table 5).

The results indicated that W-avg demonstrated performance
improvement in both datasets. When compared to the
highest performances in the proposed method, the difference
ranged from a minimum of 0.012%p to a maximum of
0.292%p. By understanding the characteristics of the dataset
and considering the distribution of c-TF-IDF scores, the
selection of an appropriate parameter k may result in a better
performance than that of traditional methods.

2) CUMULATIVE SUM-BASED APPROACH
In Table 1, the C approach achieved the highest performance
at 10 for both the Essays dataset with 64.984% and theKaggle
MBTI dataset with 75.138%. Compared to those of the RAN
method, these values represent an improvement of 7.014%p
and 1.67%p. When compared to those of the WR method,
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FIGURE 6. Curriculum score of data points based on parameter k in the cumulative sum-based approach. (a) represents the Essays
dataset and (b) represents the Kaggle MBTI dataset.

the improvements were 0.882%p and 0.155%p. Furthermore,
compared to the existing CO, LEN, and PS methods, there
was an average improvement of approximately 2.94%p and
0.74%p. In Figure 4, the C approach showed minimal vari-
ation with the smallest k achieving the highest performance.
This observation was explained by examining the curriculum
score of the data points (Figure 5 and Figure 6). In the W
approach, variations in the results were observed in both
datasets according to changes in the value of k , and there was
a discernible trend. However, for the C approach, significant
variations were not detected. This was attributed to the
cumulative nature of the C approach: even words with low
curriculum scores were included in the scoring calculation,
they did not exert a significant influence. Although this
method demonstrated more effective performance compared
to conventional methods, it is expected to be more effective
for datasets with a larger distribution of scores.

V. CONCLUSION
We presented curriculum strategies for determining data
difficulty using class-specific informative words to improve
personality detection performance. The experimental results
indicated that our proposed method outperformed existing
approaches. Given the challenge of detecting intricate indi-
vidual traits in sparse personality datasets, prioritizing data
based on class-specific frequencies is crucial for enhancing
accuracy in personality detection.
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