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ABSTRACT Identifying lung sound signal patterns is essential for detecting and monitoring respiratory
diseases. Existing approaches for analyzing respiratory sounds need domain specialists. Therefore,
an accurate and automated lung sound classification tool is required. In this paper, we have developed an
automatic diagnostic system to classify these signals. It can support healthcare systems in low-resource
environments with limited resources and a shortage of qualifiedmedical professionals. This paper presents an
eigenvectors-based data augmentation method to enhance the detection rate of automatic diagnostic systems.
This proposed method provides noise-free data samples with the principal components that capture the most
significant variations in the data. In the classification process, various machine learning-based classifiers are
employed along with spectrogram-based features.

INDEX TERMS Lung sound signals, classification, eigenvectors, classifier models, respiratory disease,
feature extraction.

I. INTRODUCTION
Respiratory diseases are a global health concern and have
become the third leading cause of death worldwide. Accord-
ing to the Global Impact of Respiratory Disease report
[1], the COVID-19 pandemic has resulted in the loss of
more than 5.7 million lives in just 24 months, and most
of them suffered from respiratory diseases. However, these
respiratory diseases ranked among the top 10 global causes
of death. According to the World Health Organization,
approximately 3.2 million people die yearly due to five major
respiratory diseases, including lung cancer, tuberculosis,
chronic obstructive pulmonary disease (COPD), acute lower
respiratory tract infection (LRTI), and asthma. Respiratory
diseases have a profound impact on both individuals and
healthcare systems. Therefore, early detection, diagnosis, and
treatment of respiratory diseases are essential to reduce these
deadly disease’s impacts. The conventional diagnosis process
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used by healthcare professionals and general practitioners
involves the subjective assessment of the respiratory system
through chest auscultation. This process requires listening
to lung sounds to determine whether respiratory sounds
are normal or adventitious (like stridor, wheezing, rhonchi,
and crackles), which are critical clinical problems. These
Adventitious sounds can be distinguished from normal ones
by considering their energy, frequency, intensity, pitch,
timbre, and musicality [2]. Hence, assessing lung sounds is
essential for recognizing a wide range of respiratory diseases
and distinguishing between their chronic and non-chronic
aspects [3], [4]. The automated detection of respiratory
diseases has been the subject of comprehensive primary
research using a range of machine learning and deep learning
methods [5], [6], [7], [8]. Auscultation is an easy, cost-
effective, and non-invasive procedure. In this procedure,
medical professionals use a stethoscope to listen to chest
sounds and identify lung abnormalities.

Several studies about automated respiratory disease detec-
tion have been investigated to address these issues [9], [10]
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with various feature extraction techniques have been used
in this context, encompassing statistical features, wavelet
coefficients [11], entropy, and spectrogram-based features
[12]. In [13] used a neural network-based framework for
respiratory disease detection, and in [14] used hiddenMarkov
models for detecting cough in continuous sound signals.
Shuvo et al. [15] introduce a lightweight convolutional
neural network (CNN) framework for the detection of
respiratory diseases based on individual breath cycles.
This architecture utilizes a combination of scalogram-based
features extracted from lung sounds. In [16], a hybrid
convolutional and recurrent neural network-based model
for classifying respiratory sounds with Mel-spectrograms is
presented. A patient-specific model-tuning framework was
also introduced to screen respiratory patients and create indi-
vidualized classification models. In [17] analyzing breathing
patterns recorded during non-invasive forced oscillation lung
function tests across six groups. Detection of wheezes with
wavelet using higher-order spectral features involves the
application of the continuous wavelet transform (CWT)
presented in [18], and Monge-Álvarez et al. [19] using Hu
moments as a feature vector for cough detection. In [20]
introduces a machine-learning framework for robust cough
detection in audio data suitable for deployment in mobile
scenarios. Sankur et al. [21] detecting pathological and
healthy conditions using autoregressive (AR)models. In [22],
a contrastive learning method was introduced to integrate
extra out-of-class data into the model, and the classifying
of respiratory sounds with an incremental supervised neural
network presented in [23]. Azarbarzin and Moussavi [24]
proposed an automated and unsupervised extraction of snore
sounds from respiratory sound signals. Respiratory disease
detection has been addressed with machine learning classi-
fiers in [25], including binary class classification (Normal and
Abnormal) or (fake and real detection) [26]. In [27] proposed
a CNN-based deep learningmodel for ternary class classifica-
tion. The author expanded the work by combining advanced
deep learning models, including recurrent neural network
(RNN) with Mel-frequency cepstral coefficient (MFCC)
features. In [27], a six-class abnormality classification was
performed employing an RNN architecture coupled with
substantial preprocessing. In [28], the DenseNet169 CNN
model was used with optimized preprocessing techniques
for respiratory sound classification. In [10], ResNet18 with
focal loss was used. The authors of [9] introduced a
CNN framework combined with MFCCs feature vector.
Additionally, in [29], a short-time Fourier transform with
ResNet18 was used and in [30], a two-level ensemble model
combining machine learning classifiers and spectrogram
features. Mussell [31] provided a case report on respiratory
abnormalities detection in pneumothorax and pleural via
sound visualization and quantification. The respiratory sound
signal datasets often suffer from imbalances and limited
sizes. To address these issues, state-of-the-art methods utilize
traditional data augmentation techniques, including noise
addition, time shifting, time stretching, and pitch shifting

[32], [33]. However, it’s important to note that while these
augmentation techniques aim to increase dataset size, they
may also introduce distortions that impact the signal quality,
resulting in a noisier representation of the original signal. This
paper presents a new eigenvectors-based data augmentation
method for respiratory sound signal classification to preserve
the original signal quality. This method aims to improve
classification accuracy and efficiently tackle challenges
associated with imbalanced and small datasets.

The major research contributions (RC) of this paper can be
summarized as follows:

• RC01: This paper introduced a new eigenvectors-based
data augmentation method to enhance respiratory sound
signals’ data quality and classification performance.

• RC02: The performance of the proposed method is
evaluated using a range of spectrogram-based features.
A comparative analysis is conducted, comparing the pro-
posed method to traditional approaches across various
performance metrics using machine learning classifiers.

The rest of the paper is structured as follows: In Section II,
discuss the datasets, and in Section III, discuss data
preprocessing and feature extraction. Section IV discusses
traditional and proposed augmentation methods and compar-
isons among those. Section V summarizes the framework
used in this paper. Section VI presents a detailed performance
analysis. Finally, Section VII provides a conclusion and
future directions for the paper.

II. DATASETS
This paper examines the performance of various machine
learning classifiers, employing both traditional and pro-
posed methods, on two publicly available respiratory sound
datasets: SPRSound 2022 [34], [35] and ICBHI 2017 [36].

A. SPRSOUND 2022
The SPRSound 2022 dataset comprises 2,683 samples
containing 9,089 recorded respiratory sound signals from
292 individuals, resulting in a total duration of 8.2 hours.
These recordings include male and female patients aged
one month to 18 years, and the signals with low signal
quality were identified as Poor Quality [10], [28], [29],
[30], while the high-quality respiratory sound signals were
categorized as Normal, Continuous Adventitious Sounds
(CAS), Discontinuous Adventitious Sound (DAS), and CAS
& DAS. The CAS sounds are continuous abnormal breath
sounds, such as wheezes and stridor. These sounds usually
have a distinct, repetitive pattern and are often associated
with obstructed airways. DAS are irregular, non-continuous
sounds like crackles, which can be fine or coarse. These
recorded respiratory sound signals are divided into two
categories event and record level. The respiratory cycles at
the event level have the labels such as Normal, Fine Crackle,
Coarse Crackle, Wheeze, Rhonchi, Stridor, and Wheeze &
Crackle. The number of data samples for each event is
as follows: Normal (6,887), Fine Crackle (1,167), Coarse
Crackle (66), Wheeze (865), Rhonchi (53), Stridor (17), and
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Wheeze & Crackle (34) [9]. The sound signals at the record
level have labels such as Normal, Poor Quality, CAS, DAS,
and CAS & DAS records, with sample counts of 1,785, 187,
233, 347, and 131, respectively.

B. ICBHI 2017
The ICBHI 2017 dataset contains 920 data samples col-
lected from 126 patients, categorized into Normal, Crackle,
Wheeze, and both (Crackle & Wheeze). The number
of respiratory sound signals is 6,898, with 1,864 cycles
including both Crackle and Wheeze, 886 cycles having both
Crackle &Wheeze simultaneously, and the remaining sounds
labeled as Normal [36].

III. PREPROCESSING AND FEATURE EXTRACTION
A. PREPROCESSING
1) DENOISING AND RESAMPLING
During the auscultation process, respiratory sound signals are
often contaminated with background noise, making it crucial
to remove this noise to extract meaningful information. The
recorded respiratory sound signals frequency ranges from
50Hz to 2500Hz. A 5th order band-pass filter is used to
remove background noise and maintain the purity of the
signal. This filter has lower and upper-frequency cutoffs set at
50Hz and 2500Hz, respectively [34]. The recorded respiratory
sound signals are segmented according to the start and end
times of the respiratory cycles. These segmented respiratory
sound signals have a fixed duration of five seconds and are
sampled at a rate of 8000Hz [9].

B. FEATURES EXTRACTION
Feature extraction is essential for capturing crucial infor-
mation from raw data. However, selecting the most appro-
priate features can be a challenging task. This study used
Short-Time Fourier Transform (STFT) [37], Mel Frequency
Cepstral Coefficients (MFCCs) [38], [39], Mel Spectrogram,
and Log Mel Spectrogram [40] to extract features for respi-
ratory sound signals. The choice of STFT is because of its
ability to provide a comprehensive time-frequency represen-
tation, capturing the dynamic changes in respiratory sounds
over time; MFCCs are included due to their widespread
success in audio processing, particularly in capturing features
that mimic human auditory perception, which is crucial for
distinguishing between various respiratory conditions. The
Mel Spectrogram was selected to align with the human
auditory system’s frequency sensitivity, offering a detailed
view of energy distribution across key frequency bands
relevant to respiratory sounds, and the Log Mel Spectrogram
was employed to enhance the detection of slight variations in
sound intensity, leveraging the logarithmic scale to represent
the loudness perception of human hearing better. The choice
of these features is because they can capture both the
temporal and spectral characteristics of respiratory sound
signals, thereby improving the accuracy and robustness of our
proposed method.

1) SHORT-TIME FOURIER TRANSFORM (STFT)
It takes a short-duration signal segment, computing its Fourier
transform, and converting the signal from the time to the
frequency domain [37]. STFT of a discrete-time signal x (n)
is described as:

Y [r, k] =

∑
n

x [n]w [n− r] e−
j2πnk
fc (1)

where Y [r, k] is a discrete function of time and frequency,
w [n] is finite duration window, and fc is the number of
discrete frequency channels.

2) MEL FREQUENCY CEPSTRAL COEFFICIENTS (MFCCS)
It is the most successfully used representation in the speech
and speaker recognition field [38], [39]. Discrete Fourier
transform (DFT) is employed to compute the spectrum Z [p],
and the magnitude of Z [p] is weighted by the sequence of
the F filter frequency. The real cepstral connected with the
resultant energies E [p] is guided to as the MFCC and is
calculated for the provided frame as:

c [q] =

F−1∑
p=0

log (E [p]) cos
(
q (p+ 0.5)

π

F

)
(2)

where q = 0, 1, 2, . . . ,F − 1, the first element q [0] is
discarded because it denotes the mean value of the analyzed
frame signal.

3) MEL-SPECTROGRAM
It is used to convert the frequencies into a Mel scale [40].
Convert f hertz into m mels with

m = 2595 · log10

(
1 +

f
700

)
= 1127 ln

(
1 +

f
700

)
f = 700

(
10

m
2595 − 1

)
= 700

(
e

m
1127 − 1

)
(3)

4) LOG-MEL SPECTROGRAM
After normalizing the Mel spectrogram, we scaled the signal
to the filter bank value and converted the dB unit. This
function is denoted by the Log-Mel spectrogram [40]. The
formula is given as follows:

10log10

(
s
ref

)
(4)

IV. AUGMENTATION METHODS
Augmentation is a process that generates synthetic data by
making minor modifications to the original data samples,
thereby expanding the dataset size. In this study, augmen-
tation is performed in two ways: the first method utilizes
traditional techniques such as noise addition, time shifting,
time stretching, and pitch shifting, while the second method
is based on eigenvectors.

A. TRADITIONAL METHODS
The traditional methods for augmentation involved minor
modifications to the original data samples. The augmentation

VOLUME 12, 2024 87693



N. Babu et al.: Enhancing Lung Acoustic Signals Classification

is directly applied to 1D respiratory sound signals by adding
Gaussian noise, performing time shifting and stretching, and
altering the pitch of the signals. The augmented samples were
combined with the original data samples, after which feature
extraction was performed. The preprocessing, augmentation
and feature extraction process are shown in Figure 1 for
augmented data samples; similarly, the features are extracted
for original data samples.

1) NOISE ADDITION
In this process, Gaussian noise is introduced into the data
samples. The nature of this noise is random, but it aligns with
the principles of Gaussian distribution [33]. The probability
density function for this distribution is given as follows:

N (χ : µ, σ) =
1

√
2πσ 2

e
−

1
2

(
x−µ
σ

)2
(5)

The random noise (noise) is calculated from the
N (χ : µ, σ) and added to the original data samples with
some multiplication factor p. This paper keeps this p value
at 0.002; suppose an original discrete-time signal x (n) after
adding the noise, the new discrete time signal y (n).

y (n) = x (n) + p× noise

y (n) = x (n) + 0.002 × noise (6)

2) TIME SHIFTING
The time-shifting of the discrete time signal results in time
advance or time delay. Supposewe have a discrete-time signal
x (n), and we want to shift this signal left or right by n0
units [32]. The signal is shifted to the right if n0 is positive and
represents the delayed signal; conversely, if n0 is negative,
the signal is shifted to the left, shifting the advance signal in
the time. The new audio signal y (n) can be mathematically
expressed as:

y (n) = x (n±0) (7)

Here, the audio signal is shifted to the right with n0 =

1600, and this is a delayed version of the original audio signal.

y (n) = x (n− 1600) (8)

3) TIME STRETCHING
Time stretching is a process that allows for the modification
of the duration or speed of an audio signal without affecting
the original audio signal. This paper uses a stretching
factor of 0.98, which means that if the stretching factor
exceeds one, it accelerates the audio. If it falls below one,
it decelerates the audio signal while maintaining fidelity.
It can be mathematically expressed as:

tnew =
told
v

(9)

tnew is the time duration of the output signal, told is the time
duration of the input signal, and v is the relative speed of the
audio signal (how many times slower or speed up the audio
signal, here v is set as 0.98).

4) PITCH SHIFTING
This process alters the pitch of an audio signal without
changing its speed. The adjustment is made using a step
value ranging from -5 to 5. In this paper, a step value of 2 is
used [32], [33].

FIGURE 1. The preprocessed 1D signal is used for the data augmentation,
and then types of features are extracted.

B. PROPOSED METHOD
The proposed method presents eigenvector-based data aug-
mentation using principal component analysis (PCA) for
respiratory sound signals classification. Although the pro-
posedmethod in this paper is well-established in the literature
for dimensionality reduction [41], [42], [43], [44] [45], [46],
[47]. In this study, PCA eigenvectors are utilized to augment
data samples. To increase the dataset size and improve
the performance and robustness of classifier models. This
approach offers a new perspective on enhancing data quality.
At first, these respiratory sound signal is converted into a
feature vector using Mel Frequency Cepstral Coefficients
(MFCCs), Short-Time Fourier Transform (STFT), Log-
Mel Spectrogram, and Mel Spectrogram. The dimension
of the feature vector is represented as A × B, where A
is the number of time frames, and B is the number of
features (e.g., frequency components). This feature vector is
passed to the PCA to identify the principal components or
eigenvectors l that capture more variations in the data and
remove the fewer variance components (noisy components)
from the feature matrix. Selecting only a subset of the
principal components (those explaining most of the variance
in the data) and reconstructing the feature matrix with
these selected components using inverse PCA transformation.
Now, consider this reconstructed feature vector as a new data
sample in the transformed domain and add it to the original
feature vector. Figure 2 shows the proposed approach’s
workflow.

FIGURE 2. Before applying PCA to the 1D respiratory sound signal,
we first transformed it into a 2D vector S(A×B) using various features.
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Let’s consider calculating MFCCs for a respiratory signal,
and it generates a feature vector S with a A× B size.

S =


S11 S12 . . . S1B
S21 S22 . . . S2B
...

...
. . .

...

SA1 SA2 . . . SAB

 (10)

mean (µj) calculation for a specific column j is:

µj =
1
A

A∑
i=1

Sij (11)

standard deviation (σj) calculation for a specific column j is:

σj =

√√√√ 1
A

A∑
i=1

(Sij − µj)2 (12)

Center the data by subtracting the mean from each data
point for every feature:

Scentered =


(S11−µ1)

σ1

(S12−µ2)
σ2

. . .
(S1B−µB)

σB
(S21−µ1)

σ1

(S22−µ2)
σ2

. . .
(S2B−µB)

σB
...

...
. . .

...
(SA1−µ1)

σ1

(SA2−µ2)
σ2

. . .
(SAB−µB)

σB

 (13)

Calculate the covariance matrix (Ccov) of the centered data:

Ccov =
1
2
STcentered · Scentered (14)

eigenvalue decomposition on the Ccov to obtain the
eigenvalues (λi) and eigenvectors (Vi)

Ccov · Vi = λi · Vi (15)

sort all the eigenvalues in descending order (λ1 ≥ λ2 ≥ . . . ≥

λB). The elbow method is used to identify the eigenvector
number l that captures the most significant variance while
having essential information.

To obtain the reduced-dimensional representation, project
the centered data onto the selected l eigenvectors:

Sreduced = Scentered · Vl (16)

where Sreduced is the reduced data matrix, Scentered is the
centered data matrix, and Vl contains the top l eigenvectors.
To reconstruct the data, multiply the reduced data (Sreduced )
by the selected eigenvectors (V T

l ) scale it back bymultiplying
by (σj), and add back the mean (µj) that was subtracted in the
first step for every feature j:

Sreconstructed = (Sreduced · V T
l ) · σj + µj (17)

Sreconstructed(A×B) have the same shape as the original
data matrix S(A×B). Add the reconstructed data samples
Sreconstructed(A×B) to the final feature vector list to create more
data samples in the transformed domain. Figure 3 illustrates
the feature vector and its reconstruction.

FIGURE 3. Represents the PCA and inverse PCA transformation for
preprocessed respiratory sound signal in the transformed domain.

C. PROPOSED METHOD AND TRADITIONAL METHODS
Sound signals have unique characteristics, including fre-
quency patterns and temporal dependencies. The augmented
data samples generated with the help of eigenvectors are
noise-free, enhancing signal quality. In contrast, augmen-
tation using traditional methods introduces noise and may
not closely resemble the original sample. Figure 5 illustrates
the impact of both the proposed and traditional methods.
Notably, the spectrogram generated by the proposed method,
shown in Figure 4(b), is noise-free and closely resembles
the original sound signal spectrogram in Figure 4(a).
In comparison, traditional methods exhibit noise distribution
and a loss of the original signal’s characteristics, as shown in
Figures 4(c, d, e, and f).

FIGURE 4. The figure illustrates the influence of the eigenvector-based
augmentation and traditional methods.

V. PROPOSED FRAMEWORK
The proposed framework consists of several stages. In the
initial stage, raw respiratory sound signals undergo pre-
processing, as detailed in the preprocessing section above.
This preprocessing step ensures the signals are clean and
suitable for further analysis. The next stage involves data
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augmentation and feature extraction. Augmentation is per-
formed using both traditional methods and eigenvector-based
techniques to enhance signal quality. The extracted features
are used as input for classifier models. In the final stage,
we rigorously evaluate the performance of these classifier
models to determine their effectiveness. Figure 5 illustrates
the architecture of the proposed framework, showcasing each
stage of the process in detail.

FIGURE 5. The proposed framework illustrates the process from raw
signal preprocessing to the classification of respiratory sound signals.

VI. PERFORMANCE ANALYSIS AND RESULTS
This section analyzes the classification performance of vari-
ous classifier models across different scenarios. We examine
how each model performs under varying conditions and
datasets, providing a detailed comparison to identify the
most effective approaches for classifying respiratory sound
signals.

A. CLASSIFICATION TASKS
The respiratory sound signals are broadly divided into two
levels: record and event level. Record level refers to the
entire recording of respiratory sound, which may include
several breathing cycles and different types of adventitious
sounds. Analysis at this level aims to capture global features
of the respiratory condition. At the same time, the event
level focuses on specific segments within the recording,
such as individual breaths or particular types of adventitious
sounds (e.g., wheezes and crackles). Analysis at this level
aims to identify and characterize discrete events within the
respiratory cycle. In both the datasets SPRSound 2022 and
ICBHI 2017, these record and event-level respiratory sound
signals are further categorized into two sub-categories such
as Task11 and Task12 for event-level classification and
Task21 and Task22 for record-level classification. A detailed
description of each task corresponding to each dataset is
provided in Table 1.

B. CLASSIFIER MODELS
The machine learning classifier models, including support
vector machine (SVM) [39], [48], logistic regression (LR)
[48], k-nearest neighbor (KNN) [48], naive Bayes (NB) [48],
random forest (RF) [48], decision tree (DT) [48], and linear
discriminant analysis (LDA) [48] were trained and evaluated

TABLE 1. Information regarding the classification tasks.

with various performance measure metrics. These models
were used to evaluate the effectiveness of the proposed
method and its impact on classification results.

C. EVALUATION METRICS
The proposed framework is evaluated with various matrics
considered as Sensitivity, Specificity, Average Score, Har-
monic Score, and Score [34], [35], explored by state-of-the-
art methods. Consider Task22 on the SPRSound 2022 dataset
[34] to gain an understanding of these metrics. In this
instance, the letters CD, PQ, D, C , and N stand for the
corresponding numbers of CAS & DAS, Poor Quality, DAS,
CAS, and Normal disease, while the CDcd , PQpq, Dd , Cc,
and Nn denote the classification outcomes. The total number
of samples represents by CDt , PQt , Dt , Ct , and Nt (5)-class
classification).

1) SENSITIVITY
It is defined as the ratio of correctly detected Adventitious
samples and the total number of Adventitious samples, and it
is calculated as follows:

Sensitivity (Se) =
CDcd + PQpq + Dd + Cc
CDt + PQt + Dt + Ct

(18)

2) SPECIFICITY
It is defined as the ratio of correctly detected Normal samples
and the total number of Normal samples.

Specificity (Sp) =
Nn
Nt

(19)

3) AVERAGE SCORE
Is the arithmetic mean of sensitivity and specificity.

Average Score (AS) =

(
Se + Sp

)
2

(20)
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4) HARMONIC SCORE
It is the harmonic mean of sensitivity and specificity.

Harmonic Score (HS) =
2 ∗ Se ∗ Sp(
Se + Sp

) (21)

5) SCORE
Score is defined as the average of the average score (AS) and
harmonic score (HS).

Score =
(AS + HS)

2
(22)

D. SCORE ANALYSIS
The Score, considered an essential performance measure
metric, is used to evaluate the classifier’s performance with
spectrogram-based features. Notably, the decision tree (DT)
classifier is better within the traditional methods, achieving
the highest classification score when using the STFT feature
vector for Task11, Task12, Task21, and Task22, as illustrated
in Figure 6. In contrast, the proposed approach showed good
results with the decision tree classifier using the MFCC
feature vector for Task11, Task12, and Task21 and the STFT
feature for Task22, as shown in Figure 7. Both Figures 6
and 7 show detailed information about the performance of
all classifiers with the extracted features.

FIGURE 6. The classification score obtained with traditional methods.

E. SCORE COMPARISON
A detailed score comparison between the proposed and
traditional methods is shown in Figure 8, which indicates
the effect of extracted features on classifier performance.
Notably, the decision tree classifier outperformed others in
Task11 and Task12 when using MFCC and STFT features in
the proposed approach. Similarly, for Task21 and Task22, the
decision tree classifier exhibited superior performance when
using MFCC features in the proposed method.

F. ANALYSIS WITH CONFUSION MATRIX
The confusion matrix is constructed for each task to evaluate
class-level performance and ensure the proposed approach’s
effectiveness across different classes using the SPRSound

FIGURE 7. The classification score achieved using the proposed approach.

FIGURE 8. An analysis of the scores achieved by the proposed approach
compared to traditional methods.

TABLE 2. Comparative analysis of classification scores using different
methods.

dataset. The y-axis represents true labels in the matrix, while
the x-axis represents predicted labels. The diagonal values in
the confusion matrix indicate the total of correctly predicted
samples. Analysis of the confusion matrix reveals that the
proposed approach consistently delivers good results for all
classes, as depicted in Figure 9. Since the dataset used is
imbalanced, the Normal class has more data samples than
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FIGURE 9. Performance analysis of the proposed approach with confusion matrix in each case, such as two-class classification (Task11), ternary
classification (Task21), and multi-class classification (Task12 and Task22).

TABLE 3. Comparison with existing work.

other classes. The confusion matrix for Task11 and Task12
shows the event level classification. Task11 has two classes
(Normal and Adventitious); the model can correctly predict
95.25% for the Normal class and for the Adventitious class
with 98.12%. The confusion matrix for Task 12 has seven
classes (Normal, Wheeze, Wheeze & Crackle, Fine Crackle,
Rhonchi, Coarse Crackle, and Stridor) and denotes the lowest
classification score of 77.78% for Rhonchi and the highest
classification score of 100% for Stridor. The confusionmatrix
for Task21 and Task22 is the record level classification in
which Task21 shows three classes (Normal, Adventitious,
and Poor Quality) classifications with a classification score
of 90.84%, 95.88%, and 98.11%. The confusion matrix for
Task22 has five classes (Normal, CAS & DAS, Poor Quality,
DAS, and CAS), with the lowest classification score of
60.51% for CAS & DAS and the highest of 98.12% for Poor
Quality.

G. ABLATION STUDY
In this section, we evaluated the performance of the proposed
approach using two datasets and compared it to traditional
methods, as shown in Table 2. The results demonstrate that
the scores achieved with the proposed approach are consis-
tently higher than those obtained with existing methods. This
comparison highlights the effectiveness and robustness of our
approach in improving classification accuracy and reliability.

In summary, the classification results obtained from our
proposed approach, using various feature extraction methods
and classifiers, show significant improvement. Notably, the
decision tree (DT) classifier with MFCC feature vectors
excelled in Task11, Task12, Task21, and Task22 on the
SPRSound 2022 dataset. Similarly, in the case of the ICBHI
dataset, the decision tree (DT) classifier with MFCC feature
vectors outperformed other methods. The proposed method
achieved scores for different tasks, including 96.7% for
binary classification Task11, 95.4% for multi-class Task12,
94.36% for ternary class Task21, and 90.12% for multi-
class Task22. Compared to existing approaches [9], [10],
[28], [29], [30], [34], these results represent a significant
improvement of 2.4%, 0.6%, 0.66%, and 2.4%, respectively.
Detailed comparisons are presented in TABLE 3.

VII. CONCLUSION
This paper presents an innovative eigenvectors-based data
augmentation method for respiratory sound signal classi-
fication, leveraging principal component analysis (PCA)
on spectrogram-based features. We conducted a series of
experiments usingmachine learning classifiers to validate our
approach. The comparative analysis against traditional meth-
ods demonstrated that our proposed method significantly
enhances classification scores and effectiveness. One of the
key challenges in our method is selecting the optimal number
of eigenvectors. By employing the elbow method, we were
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able to determine the number of eigenvectors that capture
the most significant variance while ensuring the retention of
essential information.

As part of our future research endeavors, we have already
initiated efforts toward real-time implementation of our
proposed approach. Our objective is to provide empirical data
and practical insights that demonstrate the potential of our
approach in improving healthcare delivery in underserved
regions. We aim to assess our system’s effectiveness and
reliability in real-world conditions.
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