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ABSTRACT Recently, image inpainting has been proposed as a solution for restoring the polluted image in
the field of computer vision. Further, face inpainting is a subfield of image inpainting, which refers to a set
of image editing algorithms re-conducting the missing regions in face smoothly. Actually, face inpainting is
more challenging than general image inpainting because it needs more face structure information. Although
a number of past studies were proposed for face inpainting by using face segmentation, face edge and face
topology, there is some important information ignored, such as geometric and symmetric properties. Based
on such concepts, in this paper, we propose a two-stage face inpainting method called CGAN (Conditional
Generative Adversarial Network) which integrates face landmarks and Generative Adversarial Network
(called GAN). In the first stage, the face landmark is predicted as the condition, providing GAN with
important information of geometry and symmetry. The main idea in this stage is to dynamically adjust the
loss by the proposed view degree. Accordingly, the masked face image and the corresponding face landmark
are used as conditions input to the GAN in the second stage. Finally, the missing-regions are inpainted by the
proposed CGAN. To reveal the effectiveness of proposed method, a number of evaluations were conducted
on real datasets. The experimental results show that, the proposed method predicts a better face landmark by
information of geometric structures and symmetric outlooks, and thereupon the proposedCGAN reconstructs
the missing regions superior to the compared methods.

INDEX TERMS Face inpainting, face-landmark, generative adversarial networks, deep learning, autoen-
coder.

I. INTRODUCTION
The purpose of image inpainting—also known as image
completion and image hole filling—is to reconstruct or fill
missing areas of an image with natural and plausible contents.
Image completion can also be regarded as image synthesis,
in which the perception of the synthetic images should be
as realistic as possible. In recent years, given the advances
in hardware, computing power has dramatically increased
in general, enabling the active development of deep learn-
ing (DL) related technologies. Thus many DL-based image
processing technologies have been proposed. Likewise,
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DL-based image inpainting technology now processes
images with complex textures. Moreover, as neural networks
deepen, they can gradually consider semantic-level infor-
mation to help complete damaged images. In the field of
image inpainting, face inpainting is one of applications. The
main intent of face inpainting is to achieve identifications of
the photos in ID cards and images in surveillance videos,
as shown in Figure 1. For example, if the visual face in a
surveillance video is not clear, you can restore the image by
face inpainting. Yet, it is more challenging than general image
inpainting because of the following difficulties.

In terms of the occlusion area size, assume that the
occluded face areas are large in an image. For a successful
inpainting, the face features should be restored in the correct
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FIGURE 1. Scenario of face inpainting.

positions. On the contrary, facial features generated in the
wrong place will result in unnatural face images. For exam-
ple, the eyes generated under the nose or the nose positioned
to the left of the mouth. Therefore, a successfully restored
face might be symmetric and have consistent attributes even
when only a small area is occluded. Facial features in the
filled area that differ from other facial features likewise result
in strange-looking faces. For instance, it would be odd if the
original image had a larger right eye shape with makeup, but
the left eye was inpainted with a smaller eye shape and no
makeup.

Moreover, for the generated content, noticeable seams
between the filled content and the other content in the face
image make the image artificially synthesized and unnatural.
Regarding the person’s pose in an image, as the person does
not always face the camera due to different shooting angles,
the face is sideways in some images. When the person’s
posture in a two-dimensional image is sideways, the sizes of
the left and right halves of the face differ greatly, as do the pro-
portions of similar facial features. This further complicates
image inpainting.

To address the above problems, in this paper, we pro-
pose a two-stage method extended from the past study [11],
achieving high quality of face restoration by integrating face
landmark and GAN. Also, it can be called Conditional GAN
because the face landmark can be viewed as a condition
for GAN. In the first stage, we use the face datasets to
train a prediction model for face landmarks. We also use
a weighted loss function to improve the model ability to
predict face landmarks with complex facial feature locations,
such as a side-view face. In the second stage, we perform
symmetry processing to generate reasonable contents with
which to fill the missing areas. Finally, the inpainted result
is post-processed to reduce noise and artifacts. In overall, the
contributions can be folded as follows.

• A two-stage training method is proposed to train a deep
learning-based model to achieve the face inpainting. The
completed image produced by our approach can not
only maintain the geometric structure but also keep the
attributes consistent.

• Although the landmark has been studied in recent face
inpainting, the view degree is ignored. In this paper, the
face view-degree is calculated first, and a weighted loss
function is executed accordingly. It effectively improves
the prediction result of face-landmark, increasing the
robustness of the landmark prediction model and alle-
viating the problem of data imbalance.

• In addition to view-degree, the other contribution is the
symmetry processing proposed to improve the symmet-
rical outlook of the inpainting result, which makes the
synthetic content rational.

To realize the effectiveness of proposed method, a set of
evaluations were made on real datasets, referring to face
landmark prediction and face inpainting. For face landmark
prediction, the proposed method with geometric and sym-
metric information predicts a better face landmark than the
compared methods. Further, the proposed face inpainting
based on the face landmark reconstructs the missing face
regions more successfully than the competitor. The rest of
this paper is structured as follows. In the second section, the
related works are briefly reviewed. The proposed method is
presented in Section III. In Section IV, the related experi-
mental results are analyzed. Finally, the conclusion and future
works are given in Section V.

II. RELATED WORK
On the whole, the related works can be classified into three
categories, namely traditional image inpainting, autoencoder
and generative adversarial network, which are described in
the succeeding in this section.

A. TRADITIONAL IMAGE INPAINTING
In the era when deep learning was not yet widespread, many
traditional image inpainting methods used texture synthesis
technology to generate images by filling in the missing areas,
such as the non-parametric method proposed by Efros and
Leung [8]. It will form a non-parameter probability dis-
tribution function of all similar neighborhoods and finally
calculate the similarity between the source area and the
aimed area via selecting the most similar area. This method
filled images with pixels, so the speed is very slow [8].
In order to tackle this problem, the same authors proposed
an improvement in two years and changed the pixel to block
as the filling unit, which has greatly improved the speed [7].
Criminisi et al. proposed an algorithm to remove large objects
in digital images. The method first calculates the priority of
the points to be filled according to the confidence value of
the pixels and image isophotes, then searches for the closest
block in the known area, copies it to fill in the target area,
and finishes the image inpainting task [4]. Barnes et al. pro-
posed the patch-match algorithm using the image continuity
to reduce the search range greatly and to ensure that most
points can converge fast by iterating, reducing the compu-
tational complexity and speeding up image completion [1].
Wang et al. also proposed an algorithm for repairing texture
images using texture synthesis. This method decomposes
texture images into cartoon and texture images and restores
the structure of the missing areas of the image based on the
boundary. Although their approach can solve most boundary
problems in image inpainting, the generated image is still
slightly blurred, and the effectiveness is not very good [37].
In summary, although the methods mentioned above all have
an algorithmic solution to the specific problem, they still have
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a common disadvantage. First, they can only fill unknown
areas according to the information of the existing area and
cannot predict and fill in what is not present in known areas.
Second, their application in known regions is limited mainly
to parallel movement. If variations such as sizes and rotations
are added, the overall recovery performance degrades due
to the increased computational complexity. Besides above,
Dang and Lee [6] attempted to achieve high quality of scene
text segmentation. To this end, it used CGAN-based image
inpainting to synthesize robust scene text images. The aim of
this related work is different from ours, so that the condition
of GAN is different. Richardson et al. [28] proposed an image
inpainting method named pixel2style2pixel (pSp), consisting
of an encoder with a feature pyramid and multiple mapping
networks. Then the pre-trained StyleGAN generator is per-
formed as conditions to restore the occlusion image.

B. AUTOENCODER
The autoencoder (AE) was first proposed by Rumelhart et al.
[29]. Its architecture consists of an encoder and a decoder.
The encoder reduces the image dimensions and extracts
the compressed low-dimensional features which can also
be regarded as an essential image feature. Conversely, the
decoder decompresses this low-dimensional representation
to a high-dimensional image which can be viewed a recon-
structed operation according to the crucial features of the
original image. For autoencoder, a low-dimensional repre-
sentation is obtained after inputting the original image into
the encoder. The obtained result is then input to the decoder
to reconstruct the image. The network is trained using loss
functions and backpropagation to produce a reconstructed
image as similar to the original input image as possible. Thus
the main idea of AE is to learn the feature representations
of the input data in an unsupervised manner. Neverthe-
less, AE can only be decoded into specific data through a
particular low-dimensional representation, and its ability to
generate diverse samples is limited. With the rapid growth
of deep learning technology, various types of autoencoders
have been proposed, including denoising autoencoders [36],
contractive autoencoders [30], and variational autoencoders
(VAE) [16]. Among these, the variational autoencoders pro-
posed by Kingma et al. became quite popular. VAE [16],
an improved version of AE [29], enhances the ability to
extract features. It added noises to the feature vector gen-
erated by the encoder and considered the characteristics
of the normal distribution to make the generated feature
vectors more diverse. Therefore, it is suitable for data gen-
eration. Many recent image generation methods are based
on VAE [16]. Cai et al. proposed a VAE-based image syn-
thesis method combining residual network concepts and skip
connections [12] to optimize the original VAE model [3].
They adopted a coarse-to-fine multi-stage approach in their
network architecture to generate higher-resolution images
than VAE [16]. Oord et al. proposed the vector quantized
variational autoencoder (VQ-VAE) [35], an improved version
of VAE [16] that leveraged vector quantization to prevent

posterior collapse and generated high-quality images. Some
methods for face generation are also based on VAE [16].
For example, Qian et al. proposed the additive focal varia-
tional autoencoder (AF-VAE) to generate faces with different
expressions. Its architecture is likewise an improved version
of VAE [16], which combines face structure and appearance
information for face modeling to achieve good expression
synthesis [27]. Tu and Chen proposed a VAE-based face gen-
eration model searching for possible VAE encoding vector
sets for occluded images and restores the face appearance
using the decoder [34]. Various image completion methods
based on GAN [10] have been proposed. Liu et al. pro-
posed partial convolution for image completion, filtering
out valid pixels in an area and then renormalizes them to
generate an image [18]. Liu et al. proposed a novel coher-
ent semantic attention layer for image completion which
acquires contextual information near the missing areas of
the image so that the generated images maintain semantic
consistency [19]. Other GAN-based image completion meth-
ods include PEN-Net [39] and 3DFaceFill [5]. Likewise,
many face inpainting methods are based on GAN [10] or
CGAN [23]. For example, Liu et al. proposed a genera-
tive face-inpainting model [23] and trained by combining
reconstruction loss and semantic parsing loss to generate
part of the face in missing areas [17]. Cai et al. proposed
the face inpainting and face super-resolution generative neu-
ral network (FCSR-GAN), which learns a model based on
multi-task learning that complements the face and improves
the face resolution [2]. To train their network to yield good
generation effects, they used adversarial loss, style loss,
and smooth loss functions. Yang et al. proposed a genera-
tive landmark-guided face inpainting method (LaFIn), using
face landmarks corresponding to facial features to guide
face generation [38]. In the proposed method, we leverage
LaFIn [38] and further improve the shortcomings of recent
face inpainting methods.

C. GENERATIVE ADVERSARIAL NETWORK
The generative adversarial network (GAN) was first pro-
posed by Goodfellow et al. [10]. The GAN architecture
mainly comprises a discriminator and a generator. The
discriminator discriminates the true degree of the results
generated by the generator as accurately as possible, whereas
the generator yields results that closely resemble real data
that the discriminator cannot correctly discriminate its true
degree. The central idea is to strengthen the ability of gen-
erating data via competition between the two networks.
After GAN was proposed, numerous extensions appeared,
including conditional-GAN (CGAN) [23], CycleGAN [41],
and StyleGAN [15]. One commonly used architecture is
conditional-GAN (CGAN) [23]. The difference between
CGAN [22] and GAN [10] is that the former [23] generates
images based on the input label as a condition that specifies
the generated result. Given this condition, the generator is
trained to generate results that are more in line with the
expected results. Recently, several well-known applications
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FIGURE 2. Face landmark [31].

apply CGAN [23] as the basic architecture. For example,
Isola et al. proposed an image conversion method that uses
the loss function to learn a mapping between the conditional
input image and the ground-truth image, generating an image
that reflects the input condition [12]. Applications such as text
and image conversion [40], video and audio generation [22],
and image editing [26] have also been developed with this
concept. PatchGAN proposed by the authors of pix2pix [13]
changes the discriminator to a fully convolutional layer so
as to improve discrimination. It works by discriminating the
‘‘realness’’ of each local image patch to determine whether
the entire image is real. In contrast to GAN, the patch-
GAN discriminator [13] is different from the general GAN
discriminator [10]. In patch-based GAN, the discriminator
discriminates the true degrees of all N∗N patches of the input
image, resulting in N∗N scores pi. After summing all pi
values, they are averaged into p, which is used to represent
the true degrees of the overall image.

III. PROPOSED MATHOD
Although a number of previous works were proposed on
image inpainting, the effectiveness for face inpainting can be
improved by considering the geometric and symmetric prop-
erties of a face. To achieve this idea, in this paper, we propose
a two-stage face inpainting method, including face-landmark
prediction and GAN-based inpainting. For face-landmark,
it can be viewed as a condition supporting the GAN, while
GAN is a generative component to restore the incomplete
image face. In this section, the proposed face inpainting
method will be presented in detail.

A. FACE-LANDMARK PREDICTION
Face landmark is a set of points representing the positions
and contours of essential organs of the face. In this paper, the
face landmark is composed of 64 points, namely the outline of
the face (1–17), the right eyebrow (18–22), the left eyebrow
(23–27), the nose (28–36), the right eye (37–42), the left eye
(43–48), and the mouth (49–68), as shown in Figure 2.
In traditional face inpainting, the large masked area will

lose much face feature information, making the inpainting
un-robust. To deal with this issue, the face landmark is used
to provide GAN with effective location information of the
aimed region instead of the whole image. Moreover, other
important face landmark information such as the shape and

FIGURE 3. Workflow of face landmark prediction.

size of facial features can also be provided to GAN. There-
fore, the inpainting results will be better. Figure 3 shows the
workflow of face landmark prediction, including the training
and testing phases. In the training phase, we input the general
face image to the image augmentation module and randomly
augment images with different data augmentation methods.
The purpose of this data augmentation is to increase the
diversity of the training dataset so that the training model can
better predict face at any position in the image. Since the size
and position of the face may change when the image is aug-
mented, we adjust the ground-truth face landmark obtained
from the training dataset to match the augmented face. Then,
we use the view-degree calculation module to calculate the
view-degree of the face in the input image based on the
ground-truth face landmark and generate a weight value λ

with which we adjust the penalty value of the loss function
to improve the ability to predict images with side faces.

At the same time, to train the model predicting the various
positions of face landmarks even in masked face images,
we randomly add masks to the augmented images and then
input them to the face-landmark prediction model for train-
ing. Because EfficientNetV2 [33] is smaller in scale and faster
to train than other models with the same high accuracy and
is thus suitable for our task and dataset, we chose it as the
backbone of the model. We set the output size of the last fully
connected layer to 136, corresponding to the x and y coordi-
nates of the 68 facial key points. Subsequently, we input the
predicted face landmark and ground-truth face landmark to
the loss function, obtaining the loss value between the actual
and predicted values. We multiply the loss value by λ so that
it changes with the magnitude of the view-degree of the face.
In this way, the model is trained to improve its robustness for
side images. In the testing phase, after inputting the masked
face image to the face-landmark prediction model, the face
landmark is predicted from the model.

1) IMAGE AUGMENTATION
Asmentioned above, the training data is randomly augmented
with an image augmentation module before training the
face-landmark prediction model. In this module, we use five
data augmentation modes to process images, namely origin
mode, alignment mode, enlargement mode, reduction mode,
and noise mode. For the origin mode, it directly uses the
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FIGURE 4. Scenario of view-degree judgment.

TABLE 1. Notations of parameters for view-degree calculation.

original image for training, and the alignment mode aligns
the face in the image so that the eyes are vertically centered
within the image. In the enlargement mode, the proportion of
the area containing the face is enlarged, and in the reduction
mode, the image is shrunk, and pixels randomly padded
around it to the required size. The purpose of these two
modes is to train the model for better prediction results given
images with large or small face proportions. In the noise
mode, we randomly generate salt and pepper noises at the
pixel level, changing the pixel color to white as ‘‘salt’’ noises,
and changing them to black as ‘‘pepper’’ noises. With this
mode, we seek to train the model for better prediction results
on noisy images.

2) VIEW-DEGREE CALCULATION
The goal of view-degree to adjust the loss function to improve
face-landmark prediction. As shown in Figure 4, a frontal face
indicates the center of the nose lies just below the middle of
the eyes, while a more side face indicates the area of one half
of the nose is larger than the other half.

Based on Table 1, the algorithm for view-degree calcula-
tion is listed as follows, where the input is the ground-truth
face landmark Lgt of an image.
Step 1: Sum coordinates 43–48 in the landmark Lgt rep-

resenting left eye contour and average to obtain the center of
the left eye el .
Step 2: Sum coordinates 37–42 in the landmark Lgt repre-

senting right eye contour and average to obtain the center of
the right eye er .

FIGURE 5. Resulting examples of face landmark prediction.

Step 3: Calculate center coordinates of eyes ec as follows:

ec = (el + er )/2

Step 4: Calculate vector ve (ve x, ve y) between the eyes
of the face image and calculate the vector vv (vv x, vv y)
perpendicular to the vector ve as follows:

ve = er−el, and vv = (−vy, vx)

Step 5:Use coordinate 31 in the landmark representing the
center of nose n to calculate the vector vf (vf x, vf y) showing
the view-degree of the face as follows:

vf = n− −ec

Step 6: Use the Cosine Theorem to calculate the view-
degree θ of the face as follows:

θ = cos−1 vf · vv

|vf | × |vv|
. (1)

Step 7: Return View-degree θ of the face in the image.

3) WEIGHTED LOSS COMPUTATION
In the land mark prediction stage, the proposed loss function
can be viewed as an improved L2 norm loss function, which
is shown in Equation (2).

Loss
(
y, y′

)
= λ

(∑n

j=0

∣∣∣yj − y′j
∣∣∣2) 1

2

, (2)

where y represents the ground-truth landmarks, y′ represents
the predicted landmarks, and yj represents the coordinates of
the j-th point of y. Here, λ is a parameter used to adjust the loss
penalty to penalize images with a larger view-degree, which
is defined in Equation (3).

λ = 1 + (sinθ) (1 − Rθ ) /α. (3)

where θ represents the view-degree of the image, Rθ repre-
sents the normalized number of images for θ and weight α is
used to adjust the range of λ. For example, assume that the
maximum and minimum numbers of images in the training
set are 8806 and 10, respectively. If the number of images for
θ =30 is 1709, the Rθ will be (1709-10)/(8806-10)≈0.1932.
The basic idea behind Rθ is that, the amount of data available
for each view-degree highly affects model training. This idea
increases the sensitivity of networks trained to predict land-
marks of such faces, and has a greater influence on updating
the weights. That is, with λ, the ability of the model to predict
the image with a side face can be enhanced.
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FIGURE 6. Workflow of face inpainting.

4) FCAE LANDMARK PREDICTION
In this paper, EfficientNetV2 is used as the face landmark
prediction model. Based on Equation (2), the parameters of
the face-landmark prediction model will be updated well. For
an unknown image, through EfficientNetV2, the masked face
can be landmarked. Figure 5 is an illustrative example for face
landmark prediction results.

B. GAN-BASED FACE INPAINTING
In this stage, we concatenate the predicted landmark with
the masked face image and input it into the face-inpainting
model to complete all parts of the face and fill in the missing
areas with reasonable and less strange content. As shown in
Figure 6, the face-inpainting stage is mainly divided into two
phases, namely offline training and online inpainting phases.

In the training phase, first, the view-degree of a training
image is calculated as a view-degreed image according to
the facial features information provided by the face land-
mark. Next, the view-degreed image is determined as positive
or negative. If negative, CGAN is trained directly by the
view-degreed image. If positive, the symmetry processing
is performed to obtain the processed image according to
its view-degree. In addition, we input the processed image
into the CGAN model to complete and restore the miss-
ing area in the image. Finally, the image without occlusion
generated by the neural network is output. To make the
final CGAN model better, we input the generated image
and the original ground-truth image into the loss function
to calculate the loss, and continuously train the model to
reduce the loss value. In the inpainting phase, for a masked
image, the face-landmark is predicted first. Furthermore,
the view degree is calculated to determine if performing
symmetry processing. Next, the CGAN model fills in the
missing areas of the face in the processed image. Finally,
the inpainted region is smoothed by post-processing. In the
following subsections, the symmetry processing, CGAN and
post-processing will be presented in detail.

1) DETERMINATION OF POSITIVES AND NEGATIVES
This operation is mainly used to determine the processed
image by view-degree θ . If θ ≤ 20, the view-degreed image is
identified as positive, otherwise, negative. The threshold used
to determine the view-degree class is set to be 20 because
we have observed that when the view-degree of the face is
lower than 20, the facial features of the left and right faces

FIGURE 7. Example of symmetry processing.

FIGURE 8. Example of generator of CGAN.

still remain the left-to-right symmetry. Therefore, we regard
the face with a view degree below 20 as a nearly-frontal face.

2) SYMMETRY PROCESSING
The images belonging to the positive class tend to have amore
frontal face, so we will perform symmetry processing on the
areas of the located eyes, nose, and mouth. First, the regions
of the three organs in the face are cropped by extending the
most up, down, left and right margins to bigger margins.
Second, the occlusion ratio for each organ is calculated,
which can be defined as: Oa (size of occluded area / size of
the cropped area). Third, If the occlusion ratio is larger than
70%, the symmetry part for each organ such as left-to-right or
right-to-left is copied and flipped. Finally, the flipped ones are
colored into a grayscale type and then pasted to the occlusion
part. Figure 7 is an example for symmetry processing. In this
example, because the occlusion ratios of the nose and mouth
do not exceed the occlusion threshold 70%, the right eye is
just flipped and copied to the left eye in a grayscale format.

3) FACE INPAINTING BY CGAN
By referring to Figure 6, whatever for positives or negatives,
the CGAN is trained in the offline phase, consisting of a
generator and a discriminator. So-called Conditional GAN
indicates the generative network considering conditions of
the geometric structure and the attributes consistent. In the
proposed method, Attention U-Net [25] is used as the back-
bone of the generator. The concept of Attention U-Net [25]
is that in the second half of the entire network, an attention
gate would be added to obtain an attention vector representing
the importance of different regions in the feature map and
be added to the output result of each layer for decoding.
It is related to the effectiveness of our face inpainting task
because the model can be used to learn the characteristics
of essential regions to help complete the face. Figure 8 is
an example of generator of CGAN. In this example, as we
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FIGURE 9. Workflow of discriminator of CGAN [13].

FIGURE 10. Example of generating the authenticity score for the
discriminator of CGAN [13].

can recall from the contribution of symmetry processing, the
input is a positive image symmetrically processed. Through
the iteratively updating the weight, the CGAN will be better
and better.

For generator, the loss is calculated by a hybrid loss func-
tion integrating Adversarial Loss [21], Perceptual Loss [14],
Style Loss [9], Pixel Loss, Total Variation Loss [24] and Prior
Loss [16], which is defined as:

LG = w0Ladv + w1Lper + w2Lstyle + w3Lpixel
+ w4Ltv + w5Lprior , (4)

where w0, w1, w2, w3, w4 and w5 are the weights set by
referring to LaFIn [38], Ladv is Adversarial Loss, Lper is
Perceptual Loss, Lstyle is Style Loss, Ltv is Total Variation
Loss, Lprior is Prior Loss, and Lpixel is Pixel Loss. Here, the
Pixel Loss aims to calculate the difference between pixels of
the real image and the generated image. The equation of it is
as follows:

Lpixel =
1
n

∑n

i=1
|yi − xi|, (5)

where xi is the i-th pixel in the generated image, yi is the i-th
pixel in the real image, and n is the number of pixels in the
image.

For the discriminator, patchGAN [13] is used to determine
whether the whole image is real or not by discriminating the
authenticity of each local image patch. As shown in Figure 9,
the discriminator is optimized by iteratively updating the
weights based on the loss where the loss is calculated by
the authenticity score. Since not all areas of the face image
are occluded, after the discriminator outputs the value of
all patches, we calculate two kinds of scores regarding the
authenticity of the image, namely global score and local

FIGURE 11. Example of noise smoothing.

TABLE 2. Experimental datasets.

score. The global score is the average of the scores of all
patches, which is defined as:

1
P

∑P

i=0
pi +

1
M

∑M

j=0
mj (6)

where P indicates the size of non-patches, M indicates the
size of patches, pi indicates the ith pixel score surrounding
the patch and mj indicates the jth pixel score in the patches.
The local score is the average of the scores of the occluded
patches, which is defined as:

1
M

∑M

j=0
mj. (7)

Then the two scores are added to obtain the authenticity
score of the entire image. Figure 10 depicts the example
of generating the authenticity score for the discriminator of
CGAN.

Since the purpose of the discriminator is to judge whether
the generated image is real or not, we select the adversarial
loss to calculate the loss of the realness of the generated image
and the real image. The equation for adversarial loss is as
follows:

LD =
1
n

∑n

i=1

(
1-D (y)i

)2
+ D(G (z))i

2

2
. (8)

where z is the input masked image, D is the discriminator, G
is denoted as the generator, G(z) is denoted as the generated
image, D(G(z)) is the result vector of the generated image
after being discriminated, and n is denoted as the number
of dimension in the vector output from the discriminator.
The main objective of this loss function is to train the dis-
criminator to identify real or fake images correctly. This loss
function comes from Least Squares Generative Adversarial
Networks (LSGANs) [21], which is not the same as that
of the discriminator of the traditional GAN. The traditional
GAN uses the cross-entropy loss, and however, LSGANs [21]
improves the loss calculation method, using the least square
method to calculate the loss, making the training model more
stable and better.
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4) POST-PROCESSING
In the online stage, after CGAN, the generated image would
be post-processed to eliminate some noises caused by sym-
metry processing and to improve the visual effectiveness of
the generated image. In this stage, if there is a symmetrically
processed area, its position parameters will be recorded and
sent for noise smoothing. As shown in Figure 11, the pixels
would be smoothed in the area around the seam (the blue
slashed area) by the median filter, reducing the artifacts and
noises caused by pasting. The median filter will sort all pixel
values in the area to be filtered and then obtain the median to
replace the pixel value in the center of the area.

IV. EMPIRICAL STUDY
A. EXPERIMENTAL DATA
In this paper, the experimental data consists of two sets,
namely CelebA [20] and 300W [31], [32]. We apply an 8:1:1
split of CelebA dataset for training, validation, and testing,
respectively. The training set is used to train the model for
optimizing parameters, the validation set is used to obtain
the best model in training, and the testing set is used to
evaluate the performance of the trained model. Details of
these datasets are introduced in Table 2.

B. EVALUATION MEASURES
In the experiment, we use the measures mentioned in [31],
namely inter-ocular normalization (ION) and inter-pupil
normalization (IPN), measuring the performance of our
face-landmark prediction models trained with different
parameters. For face inpainting, we use peak signal-to-noise
ratio (PSNR) to measure the degree of distortion of the image
after inpainting. We also use structural similarity (SSIM) to
measure how similar the completed and original images are.
These measures are described separately below.

1) INTER-OCULAR NORMALIZATION
Inter-ocular normalization (ION) calculates the loss between
the predicted and ground-truth landmark [31]. It normal-
izes the loss with the distance between the outer corners of
the two eyes to eliminate unreasonable changes caused by
non-uniform face scales. The ION is defined as:

ION
(
y, y′

)
=

∑N

i=1

∣∣∣∣yi − y′i
∣∣∣∣
2

dion
, (9)

where y is the ground-truth landmark, y′ is the predicted
landmark, yi is the i-th key point in y, y′i is the i-th key point in
y′,N is the number of landmark points, and dion is the distance
between the outer corners of the eyes.

2) INTER-PUPIL NORMALIZATION
Inter-pupil normalization (IPN) is very similar to the
equation (15), and they only differ in how the distance used
for normalization is calculated [31]. The IPN is defined as
follows:

IPN
(
y, y′

)
=

∑N

i=1

∣∣∣∣yi − y′i
∣∣∣∣
2

dipn
, (10)

FIGURE 12. IONs for different α settings, datasets and measures.

FIGURE 13. IPNs for different α settings and datasets.

where y is the ground-truth landmark, y′ is the predicted
landmark, yi is the i-th key point in y, y′i is the i-th key point in
y′,N is the number of landmark points, and dipn is the distance
between the pupils of the eyes.

3) PEAK SINGLE-TO-NOISE RATIO
The peak single-to-noise ratio (PSNR) is used to calculate
the ratio of the maximum possible power of a signal to the
power of destructive noise that affects the accuracy of its
representation. The equation of PSNR is defined as follows:

PSNR = 20 × log10 (
255
MSE

), (11)

where y is the ground-truth image, y’ is the generated image,
yi is the i-th pixel of the ground-truth image, yi’ is the i-th
pixel of the generated image, N is the number of pixels in the
image, and

MSE =

∑N

i=1

(
yi − y′i

)2
N

. (12)

4) STRUCTURAL SIMILARITY
Structural similarity (SSIM) is used to measure the similarity
between two images, the equation of SSIM is defined as:

SSIM (x, y) = [l (x, y)]α [c (x, y)]β [s (x, y)]γ , (13)

where α, β, and γ are the weights used to adjust the three
comparisons and are usually set to 1, and

l (x, y) =
2µxµy + c1

µ2
x + µ2

y + c1
, (14)
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FIGURE 14. IONs comparisons on different datasets for landmark
prediction.

TABLE 3. Improvements of IONs and IPNs on different experimental data.

c (x, y) =
2σxσy + c2

σ 2
x + σ 2

y + c2
, (15)

s (x, y) =
σxy + c3
σxσy + c3

. (16)

In Equations (14)-(16), c1, c2 and c3 represent constants,
respectively used to avoid system errors caused by zero
denominators. Moreover, µx and µy represent the means
of x and y, respectively, σx and σy represent the standard
deviations of x and y, respectively,

5) PARAMETER SETTINGS FOR FACE LANDMARK
PREDICTION
To approximate the optimal setting of α in Equation (3),
we conducted experiments to analyze the effectiveness of the
loss function with new weight λ for training a face-landmark
prediction model. We trained the models using EfficientV2-S
as the main backbone and set the learning rate as 0.005, batch
size as 8, and epochs as 25. Figures 12-13 show the experi-
mental results for different settings, datasets and measures.
Note that, the 300W is further decomposed into 2 subsets,
namely Common Subset and Challenging Subset. From these
results, we can know that almost the best settings of α are
4 whatever the dataset is.

C. EVALUATIONS FOR FACE-LANDMARK PREDICTION
1) IMPACT OF WEIGHT ADJUSTMENT FOR FACE LANDMARK
PREDICTION
Based on the evaluation results for parameter α, the next
result to investigate is the impact of weight adjustment.
Figures 14 and 15 show the comparisons on different datasets
for landmark prediction in terms of ION and IPN, respec-
tively. In overall, the proposed method performs better than
the baseline where the improvements are shown in Table 3.
Note that, the baseline indicates the EfficientV2-S without

adjusting theweight in loss function for face landmark predic-
tion. On the contrary, the called weight adjustment indicates
that with a weighted loss function.

FIGURE 15. IPNs comparisons on different datasets for landmark
prediction.

2) IMPACT OF VIEW DEGREE FOR FACE LANDMARK
PREDICTION
The other evaluation to show is the impact of view degree
for face landmark prediction. Table 4 shows the comparisons
of IONs on different experimental datasets based on view
degrees., which delivers some aspects. First, the proposed
method outperforms the baseline whatever the data and view-
degrees are. Second, the larger the view-degree, the larger
the improvements. Third, the best performance occurs in the
range of 0-40. In overall, even the face direction is not frontal,
the proposed method still achieves obvious improvements.

D. EVALUATIONS FOR FACE INPAINTING
In the experiment of face inpainting, we first predict the
face landmarks of the masked images using the weighted
loss function with α = 4 and the augmentation module.
Next, the predicted face landmarks are concatenated with the
occlusion images to form the conditions. Then, the landmarks
are input into the face-inpainting model to complete the face.
In these operations, we also perform the symmetry processing
on the face and finally post-process the completed face to
reduce the noises generated by complementation. We used
SSIM to evaluate the proposed method in comparison with
the competitor LaFin [38] for face inpainting on the dataset
CelebA.

Figures 16 and 17 show the comparisons between the
proposed method and compared method LaFin in terms of
PSNR and SSIM, respectively on the dataset CelebA for face
inpainting. Clearly, the proposed method is superior to the
competitor. To realize the detailed results, the further analysis
is shown in Figures 18 and 19. From these results, we can
know that the proposed methods achieve better effectiveness
than the compared method for mask-ablation experiments,
regarding eyes, nose and mouth.

E. DEMONSTRATIVE EXAMPLES OF EXPERIMENTAL
RESULTS
In order to visualize the real results, Figures 20 and 21 show
the demonstrative examples of experimental results in terms
of face-landmark prediction and face inpainting, respectively.
From Figure 20, we can observe that the prediction results of
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TABLE 4. Comparisons of IONs on different experimental datasets based on view degrees.

FIGURE 16. PSNR comparisons on the dataset CelebA for face inpainting.

FIGURE 17. SSIM comparisons on the dataset CelebA for face inpainting.

FIGURE 18. PSNR comparisons on the dataset CelebA under the different
masks.

the model are roughly close to the ground truth for images
with small occlusion areas, while larger prediction errors
usually appear in the face contour. Although there are often

FIGURE 19. SSIM comparisons on the dataset CelebA under the different
masks.

FIGURE 20. Demonstrative examples of experimental results for face
landmark prediction.

FIGURE 21. Demonstrative examples of experimental results for face
inpainting.

mistakes in the points on the face contour, it will not have
much impact on the subsequent face inpainting task because
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the face contour presented by connecting the predicted land-
mark is also very close to the original face. Furthermore, the
proposed method performs better than the compared method.
Even for images with large occlusion areas, as long as the
facial features are not completely occluded, our proposed
method can still perform well and preserve the geometry of
the face. Figure 21 shows that the proposedmethod brings out
more promising results than the compared method. It delivers
an aspect that, applying our model for face restoration can
maintain the symmetry of facial features. Even the occlusion
size accounts for less than 10% of the total image area, the
completed image is still very similar to the original image.
The restored facial features are also very similar to the
preserved ones.

V. CONCLUSION AND FUTURE WORKS
Image inpainting is also known as image completion, image
hole filling and so on. The goal of image inpainting is to
fill missing areas with natural and plausible contents. Face
inpainting is one of image inpainting and the related goal is
the same as that of image inpainting. In general, the appli-
cation of face inpainting includes identifications of photos
in ID card and images in surveillance videos. For example,
if the image face in surveillance videos is not clear, you can
recover the image by face inpainting. Therefore, the goal
of this paper is to inpaint the polluted face photo by face
landmarks and conditional generative adversarial networks.
To reach this goal, in this paper, we propose a two-stage
approach to achieve the face inpainting, including face land-
mark prediction stage and face inpainting stage. The main
intents are to improve the symmetry of resulting images and
to enhance the robustness of the prediction model. In the first
stage, the masked image and the landmark with view degrees
are used to train and predict landmarks for training and
testing, respectively. In the second stage, the landmarks are
used as conditions to generate the synthetic image by CGAN.
The experimental results reveal that, the proposed method
can better maintain the geometric structures and symmetric
outlooks of inpainted faces than the compared method.

In the future, there remain a number of works to do. First,
we will focus on these specific cases for face completion.
Depending on the view degree of the face, the area of the
left and right half of the face is also different. However, the
facial features belonging to the same person still need to have
the same attributes, such as facial makeup and the direction
of the line of sight. Therefore, in the future, we will study
how to train a model that can extract features such as facial
makeup and sight direction and then use the method of con-
trastive learning to enhance the distinction of facial features.
Second, the proposed method will be extended to improve the
restoration ability of the image with a higher view degree.
For face-landmark prediction, the environmental factors of
the image can be considered more, and an adaptive noise
reduction method can be added to speed up the convergence
of the model and improve its robustness. Third, the landmark
plays an important role for inpainting in this paper. From

the experimental results, we can know that the inpainting
performs effectively. This indicates the errors are very low,
which can be reached in Figures 12-13. However, there are
few unsatisfactory results still. These unsatisfactory instances
are caused by that, the missing areas are so big that the
landmark cannot be located perfectly. In the future, we will
aim at this issue by looking for the better solutions.
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