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ABSTRACT Sarcasm detection in the Indonesian language poses a unique set of challenges due to the
linguistic nuances and cultural specificities of the Indonesian social media landscape. Understanding the
dynamics of sarcasm in this context requires a deep dive into language patterns and the socio-cultural
background that shapes the use of sarcasm as a form of criticism and expression. In this study, we developed
the first publicly available Indonesian sarcasm detection benchmark datasets from social media texts.
We extensively investigated the results of classical machine learning algorithms, pre-trained language
models, and recent large language models (LLMs). Our findings show that fine-tuning pre-trained language
models is still superior to other techniques, achieving F1 scores of 62.74% and 76.92% on the Reddit and
Twitter subsets respectively. Further, we show that recent LLMs fail to perform zero-shot classification for
sarcasm detection and that tackling data imbalance requires amore sophisticated data augmentation approach
than our basic methods.

INDEX TERMS Low-resource data, low-resource languages, Indonesian sarcasm detection, natural
language processing, sarcasm detection, sentiment analysis.

I. INTRODUCTION
Sarcasm, also known as irony, has been extensively studied
in the fields of linguistics and psychology. In the field
of natural language processing, detecting sarcasm within a
sentence or message remains a significant challenge because
the lexical features extracted from the sentence do not
provide sufficient information to detect sarcasm [1]. Sarcasm
is a growing research area in English natural language
processing. However, there is still a lack of research on
detecting sarcasm in Indonesian text.

While some research has been done [1], [2], many of them
are still using outdated machine learning techniques. In their
research, Twitter is the most common dataset that has been
used. This is typical because Twitter is one of the social
media platforms that generate millions of data points every
day and Indonesia has the fifth-highest number of Twitter
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users [3]. Thus, Indonesian Twitter data is abundant and
worth analyzing.

Because Twitter only allows messages to contain 280 char-
acters, users are forced to write their messages creatively.
Most Indonesian Twitter users are active and expressive; they
can creatively express themselves on trending topics in a
limited number of characters [3]. As part of their creativity,
some of them frequently use sarcasm, or positive words to
express negative opinions, in their Twitter posts.

Another social media that is worth mentioning is Reddit.
Although Reddit is legally banned in Indonesia, it is still
one of the most popular social media in Indonesia [4], where
users can express themselves in various subreddits. In Reddit,
the discussion, conversation, and sarcastic remarks are less
constrained. One of those discussions that contain sarcasm
is sometimes marked by /s in the post. Thus, this dataset
is worth considering, especially according to [5] and [6] the
difference in text length can impact the sarcasm detection
result, meaning that we can analyze and investigate the
different results of using the Twitter or Reddit datasets.
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Even though numerous studies have been done to
identify sarcasm in English, there is still a lack of
research that conducts sarcasm detection in the Indone-
sian language [2]. Previous studies that work on sarcasm
in the Indonesian language also still use very basic and
outdated, classical machine learning techniques [2], [7], [8],
[9], [10]. For example, research conducted in [10] only
uses random forest machine learning to classify sarcastic
tweets. Another study [9] used only SVM [11] to classify
sarcastic texts. The most recent one by [12] combines
various word embedding models, and their experimental
result shows that the combination of fastText embeddings
and BiGRU classifier produced the best performance in
an Indonesian Twitter dataset. It shows that various past
research that studied sarcasm detection in the Indonesian
language still lack their method of detection, and even the
most recent one still uses considerably outdated deep learning
models.

Nevertheless, conventional machine learning techniques
have shown limitations when faced with implicitly
message-carrying sarcastic statements because they are
unable to contextualize the entire sentence. This made
the switch to deep learning techniques necessary. Conse-
quently, various studies have already implemented sarcasm
detection using deep learning techniques [13], [14]. Those
studies have adopted a deep learning paradigm for classifying
sarcasm, combining methods like hybrid neural networks –
which fuse convolutional neural networks (CNN) and bidirec-
tional long short-term memory (LSTM) architectures – and
multi-layer perceptrons. However, all those studies focused
on English data. Thus, this research is focused on leveraging
various pre-trained monolingual and multilingual language
models to classify Indonesian sarcastic texts in social media,
primarily on Twitter and Reddit. This research also aims to
investigate synthetic data and training techniques methods
that may be suitable for sarcastic data in the Indonesian
language.

In summary, the contributions of this research include:
• Development of Indonesian sarcasm detection bench-
mark datasets.

• Baseline models and results, covering classical machine
learning methods, fine-tuning pre-trained language
models, and zero-shot inference via multilingual large
language models.

• Attempts to alleviate data imbalance through synthetic
data and weighted loss.

• Potential research direction for future Indonesian sar-
casm detection datasets.

The remaining section of this paper is structured as
follows: In Section II, prior research on sarcasm detection
and augmentation methods in sarcasm datasets is reviewed.
Section III discusses the datasets, pre-processing methods,
suggested models, and experimental procedures. Section IV
discusses the experimental results. Finally, in Section V the
research’s conclusions are covered.

II. RELATED WORKS
Research on sarcasm detection in Indonesia is still limited,
despite the increasing use of sarcasm in social media. Several
studies have explored sarcasm detection in various languages
such as English, Indian, and Indonesian. Despite the limited
research on sarcasm detection in Indonesia, there is a growing
need to develop effective methods for detecting sarcasm in
Indonesian social media. In this session, previous research
that focused on sarcasm detection in Indonesian text will be
reviewed.

In recent years, there has been a growing interest in sar-
casm detection in various languages, including Indonesian.
The use of sarcasm in digital communication has become
increasingly prevalent, making it important to develop
effective sarcasm detection systems for languages beyond
English. Previous research has focused primarily on English,
and there is a need to explore the unique linguistic and cultural
aspects of the Indonesian language to develop accurate
sarcasm detection models.

Research on sarcasm detection in the Indonesian language
is still in its infancy compared to English and other widely
studied languages. However, there have been some notable
efforts in this direction. For instance, [7] analyzed sarcastic
patterns in Indonesian social media posts using machine
learning techniques. Their findings revealed the significance
of contextual information and cultural references in detecting
sarcasm, indicating the need for culturally sensitive models
for accurate detection in the Indonesian language.

Additionally, [1] proposed a technique that combines
interjection and punctuation as feature extraction methods for
sarcasm detection in Indonesian Twitter feeds. They further
applied different weighting and classification algorithms,
such as TF-IDF and k-Nearest Neighbor, to achieve better
performance in detecting sarcasm.

Furthermore, [11] focused on sarcasm detection using
machine learning algorithms, including SVM. Their study
demonstrated the effectiveness of CNN in capturing con-
textual and semantic information for improved sarcasm
detection. Another study [9] aimed to detect sarcasm in the
Indonesian language using various linguistic features and
machine learning techniques. The researchers collected a
dataset of 480 train data and 120 test data from Twitter
by crawling. After pre-processing and feature extraction,
the data were classified using the Support Vector Machine
algorithm. The researchers compared the accuracy of dif-
ferent features, including N-gram, POS (part-of-speech)
Tags, Punctuation, and Pragmatic, as well as combining all
the features. Their proposed approach achieved the highest
accuracy of 91.6% with a precision of 92% when all features
were combined. However, it can be seen that the research still
uses an outdated machine learning technique, and uses a very
small amount of data.

Another study [2] further explored the use of deep learning
models, specifically a bidirectional long short-term memory
neural network, for sarcasm detection in the Indonesian
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FIGURE 1. Data and text processing pipeline for the creation of the Reddit Indonesia sarcasm dataset.

language. Their findings showed that the deep learning
model outperformed traditional machine learning models in
detecting sarcasm, achieving a higher accuracy rate. This
indicates that incorporating deep learning models may be
a more effective approach for sarcasm detection in the
Indonesian language. One of the major challenges in sarcasm
detection in the Indonesian language is the lack of labeled
datasets.While there are ample resources for English sarcasm
detection, there is a scarcity of annotated datasets for the
Indonesian language, hindering the training and evaluation
of detection models.

Overall, previous work in sarcasm detection in the
Indonesian language has shown that incorporating special-
ized models, cultural and contextual factors, interjections,
punctuation, TF-IDF, and k-Nearest Neighbor algorithms can
significantly improve the accuracy of sarcasm detection in the
Indonesian language. As a result, in this study, we investigate
several novel models to improve the identification of sarcasm
in Indonesian text, and then use data augmentation techniques
to address the problem of insufficient data in sarcasm
detection.

III. METHODOLOGY
In this section, we first introduce two new datasets for
Indonesian sarcasm detection, which we call id_sarcasm.
Afterward, we show the different baseline models that have
been fine-tuned for and evaluated on the two datasets.

A. REDDIT INDONESIA SARCASM DATASET
Reference [15] proposed a dataset creation method to collect
sarcastic Indonesian comments from Reddit. However, since
the dataset is not available to the public, we decided to

reproduce their data creation methodology and develop our
own dataset, extending the proposed method to the latest
Reddit archive.

We leveraged a previously collected Reddit torrent [16]
from January 2020 to September 2023 and filtered for
comments in the Indonesian subreddit r/indonesia.
As conducted in [15], comments which end with a /s tag
are considered and thereby labeled as sarcastic. Adding a
/s at the end of a comment implies sarcasm, a common
practice done on Reddit. All other comments which do not
contain the tag are considered non-sarcastic. As the presence
of this suffix tag would reduce this problem to a trivial
substring condition, it was removed during pre-processing.
Furthermore, near-deduplication using MinHash locality-
sensitive hashing (LSH) [17] was performed to remove
duplicate comments.

Likewise, since Indonesian is not the only language used
as a medium of communication in Reddit, we filtered them
using fastText [18], [19] which identifies the language(s) of
a given comment. Only comments that were classified as
Indonesian (id), Javanese (jv), Minangkabau (min), Malay
(ms), or Sundanese (su) are included after this filtering
process. We deliberately chose this set of languages after
qualitative checking.

Moreover, as these comments may contain sensitive data
such as usernames, hashtags, emails, and URLs, we applied
a masking technique to maintain privacy and reduce noise
in our data [20]. Namely, these components are masked
as <username>, <hashtag>, <email>, and <link>
respectively.

Finally, since there is an overwhelming amount of
non-sarcastic comments than sarcastic ones, we randomly

VOLUME 12, 2024 87325



D. Suhartono et al.: IdSarcasm: Benchmarking and Evaluating Language Models for Indonesian Sarcasm Detection

sampled non-sarcastic comments to meet a 1:3 ratio of
sarcastic to non-sarcastic comments, following the iSarcasm
task found in SemEval 2022 [21]. The re-sampled dataset
was then randomly split into train (70%), validation (10%),
and test (20%) subsets. Our final dataset consists of 3,529
sarcastic and 10,587 non-sarcastic comments, totaling 14,116
overall comments. Fig. 1 summarizes our overall data and text
processing pipeline. Examples of Reddit comments contained
in our dataset are shown in Table 3.

B. TWITTER INDONESIA SARCASM DATASET
Reference [22] similarly introduced an Indonesian sarcasm
detection dataset based on Indonesian tweets, whose pre-
processed version of the dataset is publicly available. The
dataset consists of 17,718 tweets that have been previously
labeled as either sarcastic or non-sarcastic by an expert. These
tweets were collected from March 2013 to February 2020.

They have conducted an extensive pre-processing pipeline,
which consisted of normalization from colloquial to standard
Indonesian spelling, lowercasing, stop-word removal, and
reverse word order. While the first three procedures are
expected for a typical text processing step, the latter is rather
unusual and has been reverted in our dataset release to
maintain its original word order.

Then, a pre-processing pipeline similar to the one per-
formed on the Reddit dataset discussed in Section III-A
and shown in Fig. 1 was applied, except for language
identification. That is, near-duplicate tweets were removed
using the same MinHash LSH algorithm [17]. Surprisingly,
this step significantly reduced the initial number of sarcastic
tweets from 4,350 to only 671. This steep decrease in the
number of sarcastic tweets was verified after qualitatively
inspecting the sarcastic tweets.Many of these spam tweets are
repeats of an initial tweet, with only one or two words being
replaced. While they are not exact duplicates, MinHash LSH
was able to cluster them due to their high levels of similarity.

Accordingly, the same masking technique introduced
in [20] was applied to this collection of tweets. Usernames,
hashtags, emails, and URLs were masked as <username>,
<hashtag>, <email>, and <link> respectively.

Furthermore, while the number of sarcastic tweets was
significantly reduced after the de-duplication step, the
number of non-sarcastic tweets was still relatively high as
they only contained about 1,000 near duplicates. Applying the
same re-sampling procedure, the dataset was re-sampled to a
1:3 ratio of sarcastic to non-sarcastic tweets, which were then
randomly split into train (70%), validation (10%), and test
(20%) subsets. The resultant dataset consists of 671 sarcastic
and 2,013 non-sarcastic tweets, summing to 2,684 tweets in
total. Examples of tweets found in our dataset are shown in
Table 4.

C. BASELINE MODELS
1) CLASSICAL MACHINE LEARNING
While pre-trained language models generally perform better
than classical machine learning approaches on most natural

language understanding tasks [20], in some extreme cases
such as low-resource languages and limited computational
resources, classical approaches are preferred and occasion-
ally outperform more modern techniques [23], [24]. Indeed,
classical machine learning algorithms paired with hand-
engineered features remain a popular approach to sarcasm
detection [21].

Following [23], [25], we leveraged three classical text
classification algorithms as our baselines: Logistic Regres-
sion, Naive Bayes, and SVM (Support Vector Machine).
In short, Logistic Regression [26] predicts binary outcomes
by modeling the probabilities as a logistic function of word
frequencies, adjusting weights to minimize errors. Naive
Bayes [27] calculates the likelihood of each category based
on the independence of word occurrences, using Bayes’
Theorem to predict text classification. SVMs [11] classify
texts by finding a hyperplane in high-dimensional space that
best separates different classes with the largest margin, using
linear and nonlinear mappings through the kernel trick.

We used Scikit-Learn [28] as our machine learning
framework and performed a grid search across a set of
hyperparameter ranges shown in Table 5, whose values are
from [25]. For feature vectorization of input texts, both Bag
of Words and TF-IDF were tested and compared. The best
parameters were chosen based on the model’s performance
on the dataset’s validation split.

2) PRE-TRAINED LANGUAGE MODELS
As mentioned previously, pre-trained language models are
superior to conventional methods on most downstream tasks,
displaying their adaptability and versatility across multiple
language understanding tasks [29]. There are two prominent
monolingual BERT-based [29] encoder language models
available for the Indonesian language, namely IndoNLU’s
IndoBERT [20] and IndoLEM’s IndoBERT [30]. Due to their
similar performances on numerous downstream tasks like
emotion classification, sentiment analysis, topic modeling,
and rhetorical mode classification [23], both models were
included in our investigation.

Moreover, as multilingual language models like multi-
lingual BERT (mBERT) [29] and XLM-RoBERTa (XLM-
R) [31] continue to provide a strong baseline performance
similar to their monolingual counterparts, they were similarly
investigated in our experiments.

Following the best hyperparameter settings conducted in
the experiments of NusaX [25] and NusaWrites [23], we fine-
tuned our language models on the datasets proposed in
Section III-A and III-B. These hyperparameters are shown in
Table 6.
In our experiments, we replaced the language modeling

head of each model with a linear classifier head. To facilitate
a binary classification task like sarcasm detection, the
classifiers were optimized using the cross-entropy loss
function. All of our experiments are conducted using the
HuggingFace framework [32] on PyTorch [33].
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Additionally, we also experimented by adding synthetic
data using machine-translated sarcastic texts and weighted
cross-entropy loss, in an attempt to mitigate the effects of data
imbalance. Namely, we translated the sarcastic texts found
in the English train split of the iSarcasmEval dataset [21]
into Indonesian. The translation utilized the Google Translate
API and gave 867 additional Indonesian sarcastic texts, which
were concatenated to the respective train sets of either Reddit
or Twitter datasets.

Furthermore, due to the large imbalance ratio of 1:3
sarcastic to non-sarcastic texts of our datasets, an additional
rescaling weight factor to the cross-entropy loss was applied.
This factor was automatically calculated using the balanced
class weights, assigning a higher weight to the minority class,
which in our case is the sarcastic class. The equation for a
weighted binary cross-entropy loss is shown in Equation 1.

L = −E[M · wp · ytrue · log
(
ypred

)
+M · wn · (1 − ytrue) · log

(
1 − ypred

)
] (1)

wherewp andwn are class weights of the positive and negative
classes respectively, and ytrue and ypred are the true and
predicted class labels (0 or 1), respectively.

Since our datasets share a similar class imbalance, the class
weights of both datasets are about wn = 0.666 for the non-
sarcastic class and wp = 2.0 for the sarcastic class. These
values were then further rescaled by an additional weight
factor M = 2.

Due to the nature of the class imbalance of our datasets,
the F1 score was chosen as the main evaluation metric of our
models. The equations to calculate the accuracy, precision,
recall, and F1 score of a binary classification task are as
follows:

Accuracy =
TP + TN

TP + TN + FP + FN

Precision =
TP

TP + FP

Recall =
TP

TP + FN

F1 =
2 ∗ Precision ∗ Recall
Precision + Recall

(2)

where TP, TN, FP, and FN represent the number of counts
of true positives, true negatives, false positives, and false
negatives, respectively.

We report the evaluation scores of our models on the test
subsets of the respective datasets in Tables 1 and 2.

3) ZERO-SHOT INFERENCE VIA LARGE LANGUAGE MODELS
Recently, large language models (LLMs) have become
increasingly useful and effective for a diverse set of tasks,
including those that they have not seen during training
time [34]. Moreover, newer LLMs are multilingual and were
trained on a vast range of languages including Indonesian.
Because of this, their zero-shot performances are often
benchmarked on natural language understanding tasks such
as NusaWrites [23] and the BHASA [35] benchmark, both

of which include Indonesian and/or regional languages of
Indonesia.

Specifically, NusaWrites [23] attempted to conduct a
zero-shot evaluation of these LLMs on their language
understanding tasks. Interestingly, although these models
have been fine-tuned to follow instructions via human-
like prompts [34], their performance remains immensely
underwhelming compared to both classical machine learning
approaches and fine-tuning. Following this setup, we wanted
to investigate whether these LLMs will continue to be
lackluster in Indonesian sarcasm detection.

Like NusaWrites [23], variants of BLOOMZ and mT0
[36] were selected as zero-shot inference baselines on our
datasets. However, due to the lack of computational resources
available, we limit the model size to 3.7B parameters only.
To obtain the zero-shot predicted labels of these models, the
most probable label (sarcastic or non-sarcastic) was selected
based on the sum of the log probabilities of the input sequence
upon inference. This follows the same zero-shot inference
procedure as NusaWrites [23].

Since these models were fine-tuned to follow instructions,
human-like prompts shown in Table 7 were thereby used
during inference. To de-bias the results and ensure fairness
irrespective of the prompts, five different prompts were
given and the mean evaluation metrics were reported in
Tables 1 and 2. Since these zero-shot evaluation results
are mean values of the different prompts’ respective metric
scores, we note that they do not conform to Equation 2.

IV. RESULTS AND DISCUSSION
A. FINE-TUNING RESULTS
The results of sarcasm detection on our newly curated
Indonesian datasets are presented in Tables 1 and 2. As the
classical machine learning methods do not involve the
addition of contextual embeddings, it is unsurprising that
the results are inferior compared to fine-tuning of pre-
trained language models. The much simpler Bag of Words
and TF-IDF feature vectorizer poorly encodes semantic
representation of sarcastic comments and relies more on
the text’s syntactic feature. However, despite its lackluster
performance on the Reddit dataset, classical machine learning
approaches remain competitive with fine-tuning pre-trained
language models. This is in line with the results of
NusaX [25] and NusaWrites [23] whereby classical machine
learning algorithms could very well outperform pre-trained
languagemodels when it comes to low-resource data settings.
Otherwise, when the amount of data is sufficiently large
enough, pre-trained language models continue to be superior
in performance.

Moreover, there is a steep decrease in the F1 score of
the Twitter dataset from the one reported by its original
authors [22], and when tested on the original dataset. Notably,
the authors were able to achieve remarkably high F1 scores
of 94.74% and 98.04% on the imbalance and balanced
dataset. We attribute this suspiciously high accuracy on a
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TABLE 1. Evaluation scores on the test subset of reddit indonesia
sarcasm dataset. Results include all methods examined in this study. The
maximum score per metric per method has been bolded for clarity. The
overall highest score per metric has been further underlined.

semantically challenging task like sarcasm detection to the
high percentage of duplicates found in the original dataset.
As discussed in Section III-B, the original number of sarcastic
tweets dropped from 4,350 to only 671 (−84.5%) with near-
duplicate removal. We hypothesize that their model might
have learned the repeated sarcastic tweet formats and, due
to data leakage, reduced the classification problem to a more
trivial substring matching task.

In both Reddit and Twitter datasets, the cross-lingual
XLM-RLARGE model achieved the highest F1 scores, which
can be attributed to themodel being the largest out of the other
pre-trained language models, with 561M parameters. In con-
trast, the smaller, monolingual IndoNLU IndoBERTBASE
with only 127M parameters provided the second-best results
despite its size. This is parallel with the results of many
other Indonesian language understanding benchmarks like

TABLE 2. Evaluation scores on the test subset of twitter indonesia
sarcasm dataset. Results include all methods examined in this study. The
maximum score per metric per method has been bolded for clarity. The
overall highest score per metric has been further underlined.

NusaX [25], NusaWrites [23], and IndoNLU [20], where this
monolingual model remains competitive with cross-lingual
variants due to the former’s specialization in the language
and the latter’s curse of multilinguality [31]. On the contrary,
the multilingual mBERT underperformed even against the
monolingual models. Previous studies [37], [38] show that
mBERT usually only outperforms XLM-R on sequence
tagging tasks like Named Entity Recognition (NER) or Part-
of-Speech (POS) tagging.

B. ZERO-SHOT RESULTS
Despite being fine-tuned on a variety of downstream tasks
through human-like instructions, the zero-shot sarcasm
detection results via LLMs severely underperform compared
to the fine-tuning methods. Although the recall scores are
very high, the precision scores are very low, indicating that
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the models are merely guessing that the texts are sarcastic and
unable to distinguish them from non-sarcastic ones. Again,
these results are similar to the findings of NusaWrites [23]
whereby there is a large gap between zero-shot LLMs like
BLOOMZ and mT0 [36] and fine-tuning approaches on
downstream Indonesian language understanding tasks.

In another study, a new benchmark dataset was developed
to measure the capabilities of LLMs on local Indonesian
examination questions, ranging from primary school ques-
tions to university entrance exams [39]. These questions
cover a wide range of subjects and evaluate how well
current LLMs truly understand the Indonesian language and
regional languages of Indonesia. Indeed, BLOOMZ, mT0,
and many other multilingual LLMs merely pass primary
school examinations and fail at higher educational levels –
indicating that current LLMs need better contextualization
and understanding of Indonesian languages, let alone for a
challenging task like sarcasm detection.

C. SYNTHETIC DATA AND WEIGHTED LOSS IMPACT
The techniques attempted to alleviate the effects of data
imbalance, namely synthetic data and weighted cross-entropy
loss, seem to worsen the training results instead of improving
them. Although both methods are quite popular for handling
class imbalance, they are still not satisfactory for sarcasm
detection on our datasets. Nevertheless, while some results
in Tables 1 and 2 show that these techniques could slightly
increase the evaluation results, they are only beneficial
to certain models and datasets (e.g. IndoBERT, mBERT,
XLM-RBASE on Reddit) and harmful to others (e.g. Twitter).

Several reasons are plausible for the fluctuating results,
such as the small synthetic dataset size used in this study
(only 867), the translation quality (machine-translated, not
translated by expert humans), and the mismatch between
sarcasm domains. Indonesian sarcasm is often impolite,
insulting, or inappropriate [40], which greatly differs from
American English sarcasm which involves more satire,
irony, and humor elements [41], for instance. Likewise,
translating sarcasm from one language to another involves
very sophisticated and nuanced expertise [42] which is hard to
mimic and propagate, especially throughmachine translation.

Therefore, further experimentation is needed to examine
the feasibility of adding synthetic datasets, in potential
combination with weighted loss. Also, instead of translating
sarcastic texts, generating sarcastic texts from scratch using
LLMs is a plausible future research direction. However,
as discussed in Section IV-B, current multilingual LLMs still
very much struggle to understand the Indonesian language,
much less generate sarcastic texts that adhere closely to the
culture.

Sarcastic comments and tweets shown in Table 3 and
Table 4, for example, require a prior understanding of
Indonesia’s religious upbringing, everyday interactions with
traffic laws, and local food prices. These illustrate how
culturally and locally informed a language model must be

to correctly classify a text’s sentiment. Based on this and
the analysis done by [23], we similarly show the frequency
and proportion of common Indonesian local words analyzed
in the culturally-nuanced NusaWrites corpus [23] in both
Reddit and Twitter sarcasm detection datasets in Table 8.
As shown, the more challenging Reddit dataset contains more
local words than the Twitter dataset.

D. CHALLENGES WITH INDONESIAN SARCASM
DETECTION DATASETS
Despite basing our Reddit sarcasm detection dataset creation
procedure on the methodology proposed in [15], there are
potential improvements to the dataset. For instance, both the
Reddit and Twitter datasets depend on special tags like /s
and #sarcasm to be considered automatically as sarcastic
texts. However, this doesn’t guarantee that the content is
actually sarcastic and requires further verification by an
expert. This data curation step will not only be timely to
develop but could also increase the expenses needed to curate
such a high-quality dataset for a large amount of text.

Similarly, several of these texts found in the dataset
often lack conversational context. While certain texts are
independently sarcastic on their own, others require a
more complete conversational history/context to confidently
determine whether or not it is sarcastic [43]. The addition of
a conversational history that a Reddit comment or a Twitter
tweet is replying to could improve the robustness of the
classification verdict.

Further, like many other studies related to Indonesian
natural language processing (NLP), researchers who worked
on Indonesian sarcasm detection often do not release the
results of their data collection [44]. This greatly hinders
the future progress of the field, which is precisely why we
decided to release our sarcasm detection datasets as open-
source for other researchers to leverage.

Finally, the datasets which we have released are limited
to social media domains only. The usage of sarcasm in
the Indonesian language goes beyond social media and
includes other domains such as literary works (films, novels,
songs), mass media (newspapers, television programs), and
public environments (audible speech) [40]. A diverse range
of text domains is necessary when designing a language
understanding benchmark dataset to thoroughly examine a
language model’s capability [20].

In light of these findings and the complex nuance of
sarcasm, we strongly encourage the future development
of an expert human-annotated Indonesian sarcasm detec-
tion dataset, much like iSarcasm [21], [45]. Instead of
relying on limited synthetic datasets and/or data augmen-
tation techniques that are inadequate, linguistic experts
in the Indonesian language can help write culturally
nuanced and sentiment-enriched sarcastic texts across diverse
domains [46] to combat the imminent data imbalance and
increase the quality of the sarcastic corpus. Likewise, multi-
modal sarcasm detection can be further explored as multi-
modal language models are becoming more widespread [47].
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TABLE 3. Data samples of reddit indonesia sarcasm dataset.

TABLE 4. Data samples of twitter indonesia sarcasm dataset.

V. CONCLUSION
In this study, we proposed the first publicly available
Indonesian sarcasm detection benchmark datasets, one
of which was originally curated by scraping Indone-
sian Reddit comments and the other by leveraging and
carefully processing an existing Indonesian Twitter sar-
casm dataset. Our study compared classical machine
learning methods with pre-trained language models and
novel multilingual large language models with zero-shot
capabilities.

Our experiments show that pre-trained language models
remain superior on sarcasm detection tasks and classical
methods are preferred in low-resource settings. On the
contrary, large language models are still unable to sat-
isfactorily perform accurate zero-shot sarcasm detection.
Further, synthetic data obtained through machine translation
and weighted cross-entropy loss during fine-tuning are
provably ineffective at combatting data imbalance. Whilst we
acknowledge the limitations of the proposed semi-automatic
data creation method, we hope to have faithfully developed
a robust initial baseline to gauge the semantic capabilities of
recent advances in language models.

APPENDIX A
DATA SAMPLES
We show several data samples of our Reddit Indonesia
sarcasm dataset in Table 3 and Twitter Indonesia sarcasm
dataset in Table 4.

TABLE 5. Hyperparameters for classical machine learning methods, to be
further leveraged in a grid-based hyperparameter search. Values based
on Table 9 of [25].

TABLE 6. Hyperparameters for fine-tuning pre-trained language models.
Values based on and modified from Table 11 of [23].

TABLE 7. Zero-shot prompt templates for multilingual large language
models.

APPENDIX B
HYPERPARAMETERS
We provide the hyperparameters used in our experiments.
Namely, the set of hyperparameter ranges used in classical
machine learning methods and the subsequent grid search is
provided in Table 5, while the pre-trained language models
are fine-tuned with hyperparameters shown in Table 6.

APPENDIX C
ZERO-SHOT PROMPTS
We provide five zero-shot prompt templates used in our zero-
shot inference experiments in Table 7, whose mean results are
thus evaluated and compared against other methods used in
this study. text is a placeholder variable for the current text
being inferred, and label can either be ‘‘sarcastic’’ or ‘‘not
sarcastic’’.

APPENDIX D
COMMON INDONESIAN LOCAL WORDS
Inspired by NusaWrites [23], we analyzed the frequency and
proportion of common Indonesian local words in both Reddit
and Twitter sarcasm detection datasets in Table 8. The same
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TABLE 8. Common indonesian local words and their frequency and
proportion in both reddit and twitter sarcasm detection datasets.

list of words is taken from the corresponding NusaWrites
corpus analysis.
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