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ABSTRACT Parkinson’s disease (PD) is a neurodegenerative disorder characterized by several motor
symptoms such as resting tremor, muscular rigidity, slowness ofmovement and different speech impairments.
PD is a kind of singular, multi-system disorder that gradually worsen over the time. In this research,
we classify the neurological state of the patients with Parkinson’s disease (PwPD) according to the third
section of the Movement Disorders Society - Unified Parkinson’s Disease Rating Scale (MDS-UPDRS-
III) using multimodal bio-signal data. As PD advances from low to advanced state, PwPD finds it difficult
in their speech production and irregularities in their gait patterns. Monitoring the chaotic nature of time
series data corresponding to speech and gait biomarkers can provide insights into the progression of the
condition across different stages. This work for the first time analyze PD in a complex system perspective
while representing the biomarkers as complex networks. The time-series corresponding to speech and
gait signals are represented separately, as a complex network using the visibility graph algorithm. The
characterization of the different stages of PD is explored for each modalities using different network features.
Performance evaluation shows that the results obtained using the multimodal configuration of speech and
gait left foot signals outperform the state-of the-art method. Moreover, performance comparison with the
unimodal counterparts proves the need for multimodal assessment of PD severity. The configuration ‘speech
and gait left foot’ outperforms (in terms of accuracy) that of the unimodal by 32% in speech, 3% in gait left
foot, 19% in gait right foot, and 3% in gait both feet.

INDEX TERMS Complex network, complex systems, gait signal, graph, multi-modal data, network features,
Parkinson’s disease, speech signal, visibility network.

I. INTRODUCTION
A. PROBLEM DEFINITION AND MOTIVATION
Parkinson’s disease (PD) is a progressive neurological
condition of the central nervous system that primarily causes
movement disorder. The symptoms begin with the degenera-
tion of nerve cells in the region of brain called substantia nigra
and the level of dopamine produced reduces [1]. Dopamine
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is an important chemical that facilitates the coordination of
nerve and muscle cells involved in organism’s movement.
When enough dopamine is not produced the symptoms
of PD starts to appear. The research study shows the
signs of PD mostly develop after the age of 60 and only
5-10% of people experience onset before the age of 50 [2].
Early signs of PD motor symptoms include tremors, postural
instability, slowness of movements, speech impairment and
rigidity [3]. The patient with PD (PwPD) is as singular
like any other people after all the symptoms varies in
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person to person over the period of time. Some people may
experience changes in speech utterance like soft, quick or
slurred speech, difficulties with handwriting, change in gait
movements and thus making their daily activities difficult and
time-consuming [4]. Currently, there is no known cure from
PD [5]. However, upon early PD diagnosis and understanding
the disease people can execute a proper medication strategy.
This can ease the PD progression and PwPD can have a good
quality of life.

The Parkinson’s research community is still examining the
PD with different bio-signals such as speech, handwriting,
gait and neuro imaging data for a systematic diagnosis
of disease. Gradually PD is affected with multiple motor
impairment and the complexity involved in diagnosing the
severity of the disease is also high. The clinical study
indicates speech is affected at the beginning stages of PD
and gradually the PwPD finds it difficult in their movements
like gait impairments, hand tremors. For instance, Vásquez-
Correa et al. [6] examined the multimodal data by integrating
the information from start or stop movement transition
in speech, handwriting and gait signals considering the
deep learning architectures. Thereby, assessment of multiple
motor impairment in PwPD provide unbiased information
to clinicians to make right decisions about the treatment.
Likewise taking into account the uniqueness and multimodal
nature of symptoms in PD patients, the diagnosis of the
neurological state of PD clearly does not benefit from solely
relying on a single modality [7]. It is therefore imperative to
have an investigation on information extraction frommultiple
modalities, speech and gait signals, to have more accurate
assessment of PD.

B. NOVELTY
A complex system is a large network of relatively simple
components with no central control, in which emergent
behaviour is observed. Some real time examples are the
human brain, the immune system, biological cells, metabolic
networks, ant colonies, the Internet and World Wide Web,
economicmarkets, and human social networks. The emergent
complex behaviour is the fact that the system’s global
behaviour is not only complex but arises from the nonlinear
interaction of the simple components. Most importantly, this
emergent behaviour cannot be studied from its constituent
components. For instance, the book by Newman et al. [8]
emphasize the importance of ‘‘network thinking’’ in dealing
with complex systems in the real world. The representation
of complex systems in a complex network approach provides
a comprehensive understanding of complex connectivity
patterns in dynamical systems [9]. The characterization of
network features such as the degree distribution, clustering
coefficient, average path length is to better understand
networks from a scientific point of view and to develop better
technologies for designing and managing networks in desired
ways.

Parkinson’s Disease being a multi-system neurodegenera-
tive disorder, the emergent behaviour from the interaction of

many subsystems for speech production or gait movements
can be viewed from complex system perspective. Precisely,
we use the approach to detect the severity of Parkinson
disease (PD). The perspective is motivated from the fact
that the emergent behavior resulting from the interaction
of many subsystems contribute to different stages in PD
patients, whether it is speech produced or gait move-
ments. For example, the dynamic variations occur during
speech production can be attributed to the synchronization
and desynchronization between the vocal folds and the
sub/supraglottal system as reported in Zhang et al. [10],
[11]. This process plays a crucial role in determining the
vibratory characteristics and quality of the voice. This
interplay between synchronization and desynchronization
isn’t unique to speech production system alone. This is
a characteristic of many dynamical systems, which occurs
due to the nonlinear interaction of many subsystems within
the system. Consequently, dynamic variations occur in the
timeseries data for both normal or PD patients in different
stages, whether it is speech production or gait movements,
is an emergent behavior (a characteristic of any complex
system) from the interaction of many subsystems of human
physical body. Moreover, PD evolves differently in every
patient. Therefore, a reasonable approach to model PD
progression is the one based on complex networks because
the representation space of the disease condition would
be very complex, and patient’s specific patterns will be
‘‘embedded’’ differently in such a complex space.

The transformation of time-series data into a complex
network domain supports the characterization of dynamical
states involved in its production [12]. Some of related
studies based on the complex network perspective are the
dynamic variations of pseudo periodic time-series in cardiac
behaviour [13], the different dynamic time series behaviour
like chaotic, hyperchaotic, random and noisy periodic deter-
mined from a subset of networks in a dynamical system [14],
recurrence network based analysis of complex system [15],
[16], time-series forecast [17], thermoacoustic systems [18].
Nevertheless, there are no studies in literature (to the best
our knowledge), which investigated the multiple stages (low,
intermediate, and severe) of PD from a complex system
perspective. Hence, the present work tries to investigate
the problem from a complex network perspective using
the visibility graph algorithm by Lacasa et al. [19], [20].
The choice of visibility algorithm for transformation of
speech/gait signals into corresponding network is motivated
from its success on other similar complex system studies.
For instance, thermoacoustic systems [18] has explicitly
used visibility algorithm to study the different regimes of
dynamical transitions occurring in thermoacoustic system.
Moreover, Bhaduri et al. [21] have employed visibility
algorithm on speech data for characterization of emotions.
Other applications include financial time series [22], elec-
troencephalogram (EEG) signal [23], traffic data [24], and
earthquake time series [25]. Thus, we conjecture that the
use of visibility algorithm for network transformation of
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time-series corresponding to speech and gait movements can
unravel the variation in the dynamics through its connection
patterns. Hence, the novelty of the present work lies is in the
use of visibility graph and its corresponding network features
alone in the characterization/ classification of the variation in
dynamics during the three stages of PD.

In the present study, we make the first attempt to
investigate the different stages of PD using visibility network
representation of different biomarker signals. Also, we intend
to provide qualitative and quantitative characterization for
the networks we created. After transforming the speech and
gait signals into corresponding visibility networks, we try
to identify dynamic regimes of PD severity by examining
changes in network properties such as its connectivity
measures, centrality measures, and network efficiency. These
network properties can aid in early diagnosis, tracking disease
progression, and assessing treatment efficacy. Precisely,
a network transformation can give visual depiction for
the underlying dynamics of the different dynamical stages
(defined according to the MDS-UPDRS-III score [26]) in
PwPD. Further, a multi-class classification is performed
using machine learning models trained on network features
to classify PwPD into different stages of disease severity such
as low, intermediate and severe.

C. CONTRIBUTIONS
The major contribution of this research study are as follows:

• Characterization of the multiple stages in PD from
a complex system perspective. We showcased the
variations in the different stages of PD using network
structure and network features.

• Developed a multimodal approach for the classification
of PD stages using only network features to model
speech and gait signals.

• Compared the performance of the proposed multimodal
approach with state-of-the-art methods and its unimodal
counterparts.

• Investigated the global feature importance and local
feature importance of the proposed model in predicting
the stages of PD severity.

The rest of the paper is organized as follows. Section II
the literature review discussing the assessment of PD from
speech, gait, and multimodal data in PwPD. The materials
andmethods employed in this study are detailed in section III.
In section IV, initially we present the various experiments
conducted, and later illustrate and discuss the results obtained
for the multimodal assessment of PwPD performing the
classification of different stages of PD. Section IV also
explains the different ablation studies conducted. Finally,
in section V we provide the conclusions of the study with
limitations, and directions for future studies.

II. LITERATURE REVIEW
We extensively studied the articles corresponding to
the assessment of PD with speech (section II-A, gait

(section II-B), and multimodal data (section II-C). Primarily,
we focused on the objective of multi-class classification of
PD into different stages of severity according to the clinical
motor impairment evaluation scale, MDS-UPDRS III. This
supports the identification of relevant research gap as well as
uniqueness of our research.

A. ASSESSMENT OF PD FROM SPEECH MODALITY
Among the different motor symptoms that cause PD, the
research study found that speech impairment appears at
the initial stages of the disease and worsens along the
progression of disease [27]. When the dopamine level in
brain is reduced, it in turn affects the communications
between the brain cells. The speech impairments observed in
PwPD includes the rigidity of the vocal folds, bradykinesia,
and reduced muscular control of the larynx and other
organs involved in speech production and are typically
grouped and called hypokinetic dysarthria [28]. In the
initial stages, the speech becomes slower and soft, mono-
pitched, monoloudness which makes it difficult for others to
understand. On progression of disease, in its mid stage PwPD
may experience more pronounced slurring of speech and
increased difficulty with voice projection. In advanced stages
of PD, the speech becomes affected severely leading to signif-
icant communication challenges, dramatically reducing the
patients’ intelligibility. Patients may have very soft or hoarse
voice quality, frequent pauses between words, the rapid
repetitions of words and syllables and sudden deceleration or
acceleration in speech [29]. All of these speech impairments
are described in terms of four different dimensions such
as phonation, articulation, prosody, and intelligibility [30].
Recently, a new dimension called Phonemic Identifiability
has been introduced, which has shown high sensitivity in
modeling motor and cognitive decline in PD patients [31].
The most common speech tasks the authors considered are
the phonation of sustained vowels, reading isolated sentences
or read story, diadochokinetic (DDK) exercises like rapid
repetition of the syllables /pa-ta-ka/, and monologues.

Our research study mainly focused on the objective
of multi-class classification of PD into different stages
of severity according to the neurological score, MDS-
UPDRS-III. In [32] the authors considered the phonation,
articulation and prosody features to classify the PwPD in
three levels of disease (initial, intermediate, and severe),
and reported an unweighted average recall (UAR) score of
59.1%. Using the acoustic features of voice recordings, the
voice disorders in PwPD is examined and classified into
three different stages and healthy control (HC). To infer
the severity of PD, the authors performed different learning
strategies on speech tasks like sustained phonation, DDK
and reading tasks. The combination of three tasks features,
they resulted in a mean absolute error of 5.5 in [33]. The
Interspeech 2015 Computational Paralinguistics Challenge
(ComParE) [34] had estimated the neurological state of PD
according to MDS-UPDRS-III score. The authors performed
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with the prediction of clinical scores with the gaussian
process and deep neural networks (DNN) and reported
spearman correlation of 0.649. Following this method, the
authors in [35] evaluated the neurological state of PD with
the articulation and intelligibility features and obtained a
spearman’s correlation of up to 0.72 with the linear support
vector regression (SVR). In [36], the neurological state is
predicted with the computation of cosine distance between
the i-vector extracted from each features and a spearman
correlation of -0.48 is reported for PD i-vectors. The authors
in [37] used the similar set of features in ComParE challenge
and explored the relationship between the features and the
PD symptoms. With the support vector regression (SVR) and
Gaussian mixture regression (GMR) methods they mapped
the selected features to the MDS-UPDRS-III scores and
reported the spearman correlation of 0.52.

In [38] and [39] the author investigated the dysphonia
measures for the assessment of multi-class classification of
PD into different stages using the Local Learning Based
Feature Selection (LLBFS) algorithm (with an accuracy
of 96.5%) with subspace discriminant and SVM classifier
(with an accuracy of 92.5%) respectively. The most relevant
features are selected from each sample in cepstral domains
using the Mel-frequency cepstral coefficients (MFCCs) and
Perceptual Linear Prediction (PLP) methods and therefore
achieved an accuracy of 86.7% [40]. Amodel developed from
the prosody features using the Speech Enhancement (SE)
algorithm was used in [41] for the multi-class experiment
following a SVM classification of a one vs all strategy.
They obtained an UAR score of 67% for the training
dataset and 51% for the test set data. In [6], the author
classified the HC and the three stages of PD in a CNN
based approach and achieved an UAR score of 37.8%, for
the speech onset data. A multimodal architecture combining
the feature learning and feature engineering approach was
proposed by the authors in [42] to assess the severity level
of PD. The sustained phonation vowels /a/, /i/ and /u/ are
the speech data considered for the analysis and obtained
a balanced accuracy (BACC) of 52% and Average Mean
Absolute Error (AMAE) of 64% for the multimodal deep
learning approach. In [43], the multi-class classification
of PD using the phonetic characteristics of speech data
performed 98.63% of accuracy for the KNN classifier. The
relationship between the PD severity and the neurological
state of PD is evaluated in [44]. Using the time frequency
features from words and DDK speech tasks, a multi-class
framework is developed with random Forest classifier along
with an Error-Correcting Output Code (ECOC) approach.
An unweighted average recall (UAR) score of 48.8% is
reported for the word /petaka/. In [45], the author investigated
in five speaking tasks such as vowel task, sentence task,
DDK task, read text task, and monologue task and four
speech impairment features and their fusion for the automatic
classification of speech into three PD severity level classes
(healthy, mild PD and severe PD) and obtained an accuracy
of 58% for the monologue task using the articulation features

and the Multi layer perceptron (MLP) classifer. In [46],
the author considered experiments with all speech features
extracted from phonation, prosody, articulation, openSMILE.
phonological and recurrent autoencoder (RAE) for the
multi-class classification of PD using the SVM classifer and
the highest unweighted average recall score of 49.1% was
obtained with the phonation features.

In short, speech being one of the early biomarker in PD,
subtle changes are identified from these features of speech
signals. Table 11 (refer in Appendix A) shows the summary
of the multi-class classification of PD into different stages of
severity from the speech data using diadochokinetic (DDK)
tasks and according to MDS-UPDRS III score.

B. ASSESSMENT OF PD FROM GAIT MODALITY
In PwPD, the gait impairment is developed when nerve cells
in basal ganglia start to damage or die [4]. The nerve cells
residing in this region controls the movements happening
in human body. One of the main symptoms visible in its
initial stages is slowness in movements. The brain is less
able to process what would normally be. Doctors evaluate
the common automatic movements like swinging arms when
walking or moving one foot after another for stage analysis.
In mid-stages, PwPD may experience freezing of gait, where
they suddenly feel as though their feet are glued to the ground
and have difficulty in taking steps, especially when initiating
movement (also known as akinesia) or navigating through
tight spaces. Gait disturbances lead to increased risk of falls
and loss of mobility towards the advanced stage of PD.
Patients may also experience severe freezing episodes and
difficultymaintaining balancewhile walking or standing. The
stability decreases and the tremor appears to be more in the
gait kinetic movements [5].
In this section we reviewed the work based on the analysis

of gait impairment computed from the signals obtained from
the inertial sensors attached to the foot. For example, the
signals captured from the eGaIT system (embedded Gait
analysis using Intelligent Technology) consisting of inertial
sensors like accelerometers and gyroscopes attached to the
lateral heels of the shoes [47]. The activities performed by
the participants for the evaluation include walking straight
for 10 meters and returning to the departure point (two
times, namely 2 × 10 task, and four times, namely 4 ×

10 task), heel-toe tapping, and circling foot movements. The
common features extracted are kinematic, spectral, statistical,
nonlinear dynamics (NLD) features and also spectrogram
representation of raw signals for the assessment of PD from
gait biomarker.

In [48], the authors collected gait data from patients
examined under the study of movement disorder at the
University Hospital, Erlangen, Germany. The 3D gyroscope
and 3D accelerometer sensor units are attached to the lateral
heel of both shoes to measure the angular velocity and
acceleration. From these captured signals, the sequences of
signals, step feature and frequency are analyzed to model
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gait impairments in patients. The authors in [47] computed
the spectral and statistical features for the three stage (low,
medium and high) classification of PD. The best performance
result was yielded by the SVM classifier with linear kernal
with an accuracy up to 89%. A deep learning approach
was proposed in [6] using the spectrogram images of gait
signals for multi-class classification of PD including HC.
The authors analyzed the onset and offset regions of gait
signals and achieved an UAR score of 48.6% and 50.9%
respectively. Similarly in [49] using the raw gait signals from
a multimodal corpus dataset, a multi-class classification was
performedwith the CNN approach. The reported result for the
multi-class classification is UAR score up to 64.9% and F1
score up to 0.632. A summary of aforesaid studies is shown
in Table 12 (Refer Appendix A).
In summary, most of the assessment of Parkinson’s disease

from gait is based on different classical features extracted
from the gait patterns observed in patients. Here, we have
discussed the studies related to the use of inertial sensors and
the way the PD severity is classified using the different types
of features extracted from the gait signals.

As the present study is focused onmulti-class classification
of PD stages, we excluded the studies on binary classification
task ‘PD Vs Healthy subjects’ using speech and gait signals,
separately.

C. ASSESSMENT OF PD FROM MULTIMODAL DATA
Although there are several studies considering unimodal data
for the assessment of patients with PD, but combining the data
from different modalities, multiple sensors is an approach to
strengthen the performance of the PD diagnosis. The authors
in [7] also proposed an interest in developing a system based
on integrating the signals frommultimodal data. The fusion of
input modalities for example, speech recordings signals, data
captured from different hand gestures using sensors and also
exploiting multisensors for capturing signals from human
movements can exhibit the advantage of extracting maximal
information for getting more insight about the complexity
involved in assessing the PD.

A multi-class classification of patients in different levels
of motor severity (low, intermediate, and severe) according
to the MDS-UPDRS-III score is reviewed in this section.
In [50] the authors analysed the features extracted from
the integration of signals from wearable motion sensors
and audio sensor using an empirical wavelet transform
(EWT) and an empirical wavelet packet transform (EWPT),
respectively and achieved an accuracy of more than 90%
for Extreme Learning Machine (ELM) classifier with RBF
kernel. A deep learning approach proposed in [6] examined
the evaluation of the neurological state of the patients with
the performance of multi-class classification. The results
obtained for the onset and offset data from the fusion of
features from speech, handwriting, and gait modalities is
UAR value of 55.6% and 45.2%, respectively. In [51],
super-i-vectors is formed from the three bio-signals speech,

handwriting and gait and score pooling. The evaluation of
the neurological state of the patients are represented with the
Spearman’s correlation between the cosine distance and the
MDS-UPDRS-III score for the young HC, elderly HC, and
PD. Similarly, in [52] the performance with fusion of all set
of features extracted using the user models based on Gaussian
mixture models - universal background models (GMM-
UBM) and i-vectors computed a Spearman’s correlation of
0.634 and a mean absolute error of 10.5. In [53], the authors
estimated the progression of PD using the data captured from
smartphones. The severity of PD patients is determined by
the DeepMulti-Layer Perceptron (DMLP) classifier from the
behavioural data of speech and movement patterns captured
via smartphones. All the above mentioned research studies is
summarized in Table 13 (Refer Appendix A).

In [54] the authors considered the use of the generalized
canonical correlation analysis (GCCA) to improve the predic-
tion of the MDS-UPDRS-III score when only one modality
is available in test (speech recordings), but multimodal
information (speech, gait, and handwriting) is available
in train. Improvements of up to 0.17 in the Spearman’s
correlation of speech representations with respect to the
MDS-UPDRS-III were reported by the authors when the train
model considers multimodal information.

III. MATERIALS AND METHODOLOGY
A. PROPOSED COMPLEX NETWORK FRAMEWORK
In this study, the severity of PD is identified using the
information obtained from different biomarkers such as
speech and gait signals. Figure 1 and Figure 2 respectively
depicts the time series data of speech and gait signals captured
from different sensors of three PD patients from different
stages of PD severity. The dynamic behaviour evolved in the
time series data of these biomarkers is analyzed with complex
network approach. The methodology developed for the
classification of different stages of PD in a complex network
perspective is illustrated in figure 3. The raw time series
data signals are normalized with min-max normalization in
the data pre-processing step. The normalized signals are
fed as input to the visibility graph algorithm [19], [55]
and transformed into visibility graphs. The motive for this
proposed methodology is to unveil the structural patterns
hidden in the time series data. From visibility graphs, the
network features are extracted to quantify the characteristics
of the time series data. For a multimodal interface, the
network features are fused at feature-level [7] to take the
advantage of extracting the information of closely-coupled
modalities. Here, we concatenated features estimated from
the network corresponding to each modality as a single
vector representation. Further, a multi-class classification of
this feature vector is done using machine learning classifier,
Random Forest [56]. The proposed model classifies the
PwPD according to the PD severity (low, intermediate and
severe state). The details of each step in the methodology are
presented in the subsections below.
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FIGURE 1. Speech signal of three PD patients in three different stages of disease. (a) Low state;(female, 63 years old, MDS-UPDRS III score = 19),
(b) Intermediate state; (female, 58 years old, MDS-UPDRS III score = 35) and (c) Severe state; (female, 75 years old, MDS-UPDRS III score = 106). All time
series corresponds to the syllable /pa-ta-ka/.

FIGURE 2. Gait Signal of three PD patients in three different stages of disease. (a) Low state;(female, 63 years old, MDS-UPDRS III score = 19),
(b) Intermediate state; (female, 58 years old, MDS-UPDRS III score = 35) and (c) Severe state; (female, 75 years old, MDS-UPDRS III score = 106). All
time series corresponds to x-axis, y-axis and z-axis of left foot captured from accelerometer sensor. Gait task considered: 2 × 10m walk with stop.

FIGURE 3. Illustration of the methodology followed for the classification of different stages of PD.

B. DATA DESCRIPTION
Amultimodal corpus dataset procured from GITA laboratory
is used in this research study. Information of 38 PD
patients (including 13 males and 25 females) collected
from two bio-signals such as speech and gait signals is
shown in Table 1 [6]. The speech data recordings of the
participants has a sampling frequency of 16 KHz and
16-bit resolution. We considered the speech recordings
of DDK exercises which is the pronunciation of rapid

repetition of the syllable /pa-ta-ka/. Gait signals were
recorded with the eGait system [47]. The system uses a
sampling frequency of 102.4Hz and 12 bit resolution and
consists of a tri-axial accelerometer and a tri-axial gyroscope.
We have considered the gait tasks performed by the PD
patients which is a 2 × 10 meter walk in a straight line
with a stop after 10 meter and then turns clockwise and
comes back. The signals from accelerometer are: accXLeft,
accYLeft, accZLeft, accXRight, accYRight, accZRight and
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TABLE 1. General Information about Multimodal Data of three stages of PwPD.

FIGURE 4. The compact representation of speech signal (corresponding
to the syllables /pa-ta-ka/) of PD patient after RMS Energy computation.

from gyroscope: gyrXLeft, gyrYLeft, gyrZLeft, gyrXRight,
gyrYRight, gyrZRight. For further details about the recording
setting please see [47].

The MDS-UPDRS III score assigned to the patients
are according to their level of motor impairment found
during the clinical activities by the neurological experts.
The range of MDS-UPDRS III score is defined as follows:
0 to 25 (low state), 26 to 40 (intermediate state) and 40+
(severe state). The range of the different stages of PD is
defined in order to have balanced data in each of the three
classes. Based on this MDS-UPDRS III score distribution,
the multi-class classification of different stages of disease
severity is performed. The number of samples in three stages
of PD are as follows: low state (13 samples), intermediate
state (13 samples) and severe state (12 samples), as shown in
Table 1.

C. DATA PRE-PROCESSING
In data pre-processing step, the time series data are nor-
malized with min-max normalization for speech and gait
signals. Further, a two-step data pre-processing is done for
the speech data signals: (1) zero padding technique [57]
and, (2) compute the zero-mean Root Mean Square Energy
(RMS -energy) [58].
Firstly, there exists a natural delay in the bio-signal data

captured from PD patients due to the affect of different
levels of motor impairments. The speech signals have varying
length recordings for the rapid repetition of the /pa-ta-ka/
syllable. So in order to obtain a fixed length of signals for
processing the data, zero-padding technique is done with the
signals so that the length equals to the maximum length of the
speech signal in each of the three stages of PD.

Secondly, considering the computational complexity
involved while using the original speech data for the complex
network transformation, the speech time series samples
are converted into more compatible representation. This
transformation is motivated from [59] where the author
proposed of the method of applying sliding window for each
signal with an overlap of 50% followed with the computation
of zero-mean Root Mean Square Energy (RMS Energy) on
each frames. The new compact time series representation of
the original speech signal satisfies the condition for visibility
graph algorithm which requires positive time series values.
Figure 4 shows the original speech signal of PwPD with
MDS-UPDRS-III score as 46 (patient in severe state) and
its corresponding compact time series representation (RMS
energy).

D. VISIBILITY GRAPH ALGORITHM
The transformation of time series data into complex network
represents the subsystems/components of the complex system
as nodes and interactions of the components as edges [60].
In this context, defining the rules of the transformation is
important. In the proposed work, we adopted the Visibility
Graph Algorithm from Lacasa et al. [19], which is a simple
and fast method for network creation.

A network is represented as an adjacencymatrix Ai,j of size
N ×N , where N is the total number of nodes and i, j are the
pair of nodes. If a pair of nodes is connected, Ai,j is set to 1;
otherwise, it is set to 0. Therefore, it is a symmetric matrix
with it’s elements as zero’s and one’s. In the visibility graph
algorithm, the nodes correspond to the positive data values in
the time series. The edges between nodes are created based on
the visibility condition. Reference [19] defined the condition
as, any two nodes are linked when a straight line can be drawn
between them, without intersecting any intermediate nodes.
Mathematically, it can be expressed as follows.

Ai,j =

 1, if Ai < Aj+ (Ai−Aj)
tsi− tsk
tsj− tsi

0, otherwise
(1)

Precisely, the two nodes at timestamps tsi and tsj are
connected if it satisfies the condition for all the points at tsk
with tsi < tsk < tsj. As a result, the graph network derived
from a time series data is always connected, undirected and
constant that corresponds to its time series data. Figure 5
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FIGURE 5. Illustration of transformation of time series data into a visibility Graph. (A) A sample time series data. The visibility condition of time
series data points is represented as vertical bars in Figure 5-B(i) and the data points in time series data is converted into node which is
represented as red dots and how each nodes are connected accordingly to the visibility condition is shown in Figure 5-B(ii). (c) Enlarged view of
a segment of signal (which is shown in black dashed box in 5-B ) and its corresponding graph is highlighted in red dashed box in 5-D. (D) The
Visibility Network.

shows the illustration of the transformation of time series data
into a visibility Graph.

E. COMPLEX NETWORK FEATURE EXTRACTION FROM
VISIBILITY GRAPH
The adjacency matrix Ai,j which is derived in accordance
to the visibility condition mentioned in subsection III-D is
used to extract relevant network features. Here, we extract
13 network features from visibility network corresponding to
three stages of PwPD. This includes nodes of the network
(N ), edges of the network (E), characteristic path length
(CPL), average clustering coefficient (AvgCC), diameter,
degree centrality, mean betweenness centrality [61], [62], and
other statistical measures such as median, kurtosis, skewness
pertaining to degree centrality and betweenness centrality.
Further details about the network measures can be found in
Appendix B.

IV. EXPERIMENTS RESULTS AND DISCUSSION
In the present work, we perform the following major
experiments to evaluate the performance of the proposed
methodology.

1) Characterization of the three different Stages of PD
patient using visibility network

2) Performance evaluation and comparison of the
proposed multimodal approach with state-of-the-art
method

3) Ablation studies to understand contribution of different
components of the proposedmethodology. This include
an examination of:

a) The classifier
b) The modality
c) Feature Normalization
d) Age difference of patients
e) Feature selection
f) Performance of Deep Neural Network (DNN) on

the proposed features

A. CHARACTERIZATION OF THREE DIFFERENT STAGES OF
PD USING VISIBILITY GRAPH/NETWORK
To illustrate the characterization of the three different stages
of PD, we took speech and gait samples of three different PD
patients. Precisely, the time series corresponding to speech
and gait signals are transformed into a visibility network.
Figure 6 and 7, respectively, show the illustration of the
transformation of time series of speech and gait signals of
PwPD into their corresponding into a visibility network.
The samples taken for the analysis have MDS-UPDRS III
score as low (20 points), intermediate (31 points), and severe
(43 points). Further, the quantitative characterization is done
using standard network features such as number of nodes,
number of edges, CPL, AvgCC , diameter, degree centrality,
mean betweenness centrality and it is depicted in Figure 6 (g)
and Figure 7 (g).
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FIGURE 6. Illustration of time series data of speech signal from three different stages of PwPD transformed into visibility network. Figure 6 (a) and (d)
refer to the low state of PwPD with MDS-UPDRS III score = 20. Figure 6 (b) and (e) refers to the intermediate state of PwPD with MDS-UPDRS III
score = 31. Figure 6 (c) and (f) refer to the severe state of PwPD with MDS-UPDRS III score = 43. The visibility network is plotted using the Gephi
software (available at gephi.org). Nodes color and size is fixed based on the degree of node. Figure (g) illustrate the bar plots of the trends of network
measures, (i) number of nodes, (ii) number of edges, (iii) CPL, (iv) mean degree centrality, (v) mean betweenness centrality and (vi) AvgCC incorporated
in the analysis of visibility graph for three stages of PD.

In the case speech signal, it is found that the CPL measure
has a higher value in low state when compared to that of
the intermediate and severe state. This is because, although
there are many nodes and edges corresponding to the network
of low state of PD, most of the nodes have a lower degree.
Consequently, it takes more number of steps to reach from
one node to another node of the network. Nevertheless,
as there are a few nodes with many connections in network

corresponding to low state, the mean degree centrality and
betweenness centrality is observed to be high. In contrast,
we observe that there are more number of hub nodes which
is colored in yellow, green and cyan (refer Figure 6 (f))
in the network corresponding to the severe state. Hence,
it leads to lower CPL. The significant loss of nodes and
connections in the network corresponding to severe state
results in fewer critical pathways. This has resulted in reduced
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FIGURE 7. Illustration of time series data of Gait signal from three different stages of PwPD transformed into visibility network. Figure 7 (a) and (d)
refer to the low state of PwPD with MDS-UPDRS III score = 20. Figure 7 (b) and (e) refers to the intermediate state of PwPD with MDS-UPDRS III
score = 31. Figure 7 (c) and (f) refer to the severe state of PwPD with MDS-UPDRS III score = 43. The complex network is plotted using the Gephi
software. Nodes color and size is fixed based on their degree of the node. Figure (g) illustrate the bar plots of the trends of network measures
(i) number of nodes, (ii) number of edges, (iii) CPL, (iv) mean degree centrality, (v) mean betweenness centrality and (vi) AvgCC incorporated in the
analysis of visibility graph for three stages of PD.

mean betweenness centrality and mean degree centrality in
severe state.

Alike CPL, the AvgCC also show a similar trend between
low and severe state of PD. Precisely, network corresponding
to the low state PD show a higher value of AvgCC . However,
intermediate state doesn’t show a consistent behavior as in
terms of its network properties. Hence, we computed the
statistical variants such mean, median, skewness and kurtosis

values of degree centrality and betweenness centrality to infer
more variations within those standard measures.

The visibility network measures of gait signal from three
different stages of PwPD shows a similar behaviour that
found in speech biomarkers. The observed trend in the
visibility network underscores the dynamic nature of PD
progression, where the network features provide valuable
insights for classifying the stages in PwPD.
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B. PERFORMANCE EVALUATION OF THE PROPOSED
MULTIMODAL APPROACH
For performance evaluation, the dataset is divided into
training and testing set in 80:20 ratio and are stratified to
get equal number of samples from three classes to have a
balanced partition of data. Among the total 38 samples of
PwPD, 30 samples are in the training set and the remaining
8 samples belong to the test set. The training dataset is further
partitioned into a train-validation set, where the validation
set is utilized for obtaining optimal hyper-parameters of
the learning algorithm. Random Forest classification model
considered in this work is validated and optimized, following
a stratified 10-fold cross validation (CV) strategy. Range of
hyper-parameters used for the optimization of classification
model using grid search CV is shown in Table 14 of
Appendix C.

It is ensured that the samples belonging to the same class
are always in the same partition and they are not assorted
in the train-test dataset. Thus, the optimal hyper-parameters
obtained after the grid search CV are used to evaluate the
test samples which gives valid results for the classification.
The experiment is repeated 10 times with different test set to
ensure that every patient is test only once.

Firstly in our experiments, the proposed multimodal
architecture is investigated in the following feature set
configurations.

1) speech and gait left foot data, with the feature set size
of 91 features × 38 samples.

2) speech and gait right foot data, with the feature set size
of 91 features × 38 samples.

3) speech and gait data from left and right foots with the
feature set size of 169 features × 38 samples.

Table 2 shows the performance of the proposed approach
on speech and gait left foot data, speech and gait right foot
data, speech and gait both foot data, respectively. From the
table, it is observed that the best results are obtained on the
speech and gait left foot sensor data with an average accuracy
of 85.3 %.

TABLE 2. Classification of PD patients in Three Stages of the Disease
Using Multimodal Data. Test Acc.: Accuracy for the Test Data, Validation
Acc.: Accuracy for the Validation Data. The result is shown as average
accuracy ± standard deviation.

Further, we compare the proposed method with the state-
of-the-art method proposed by Vásquez-Correa et al. [6].
In this work, the authors try to investigate the transition

regions of speech utterance and gait movements to model
the difficulties of the patients to start/stop movement. Here,
for the speech task, the transition from unvoiced to voiced
segments (onset) are made according to the fundamental
frequency f0. Once the borders of the onset regions are
detected, 80 ms of the signal to the left and right of the
borders is extracted to form a chunk of signals with 160 ms of
duration. Further, for gait modality (2 × 10 meter walking),
the transition appears when the patient starts walking (onset).
Similar to speech, a chunk of signal is extracted once the
onset borders are detected. A frame of 3 s is considered
to each side of the border while forming a signal of 6 s
onset region. For both these modalities, the chunk of signals
is transformed into a time-frequency representation using
short time Fourier transform (STFT). The 2D spectrogram
images of both speech and gait are considered as input to the
convolutional neural network (CNN) model. The architecture
and range of hyper-parameters used to train the CNN model
is given in Appendix D. Table 3 shows the comparison
results of our proposed model and the state-of-the-art method
for multi-class classification of PD severity. As [6] used
Unweighted average recall (UAR) score as the evaluation
metric, we report the performance in terms of the same here,
besides accuracy. From this it is evident that our proposed
methodology gives better results than the CNN based model.

TABLE 3. Comparison of the of our proposed multi-class classification
model with the state-of-the-art method. Test Acc.: Accuracy for the Test
Data, Val Acc.: Accuracy for the Validation Data. Unweighted average
recall (UAR) score. The result is shown as mean average accuracy ±

standard deviation.

A feature importance plot is created using Shapely
Additive Explanations (SHAP) [63] to understand the global
feature importance towards the model’s prediction. Figure 8
shows the ranking of dominated features in predicting the
classes of PD of our proposed model. We find that the
kurtosis of betweenness centrality of gyroscope left foot
sensor data is the crucial feature for predicting the three
PD class. The other ranked features have less significance
for predicting the classes compared to the kurtosis of
betweenness centrality. This plot is demonstrated for a
single instance of test data. Additionally, we used SHapley
Additive exPlanations for Advanced Data Analysis (SHA-
PASH) tool for improving the interpretability of the model’s
predictions. Figure 11 shows the local feature importance
in three classes of PD. Results of the study are provided
in Appendix E.
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FIGURE 8. SHAP showing the global feature importance of the proposed
model to predict the three PD classes for the multimodal (speech and gait
left foot) data.

C. ABLATION STUDIES
In the present work, we have performed several ablation
studies to understand contribution of different components
of the proposed methodology. The details of each study are
discussed below.

1) THE CLASSIFIER
Here, we have experimented with different classifiers such
as Logistic Regression [64], Naive Bayes [65], KNN [66],
Decision Tree [67], Ada Boost [68], XGBoost [69], SVM-
rbf [70], as alternatives to the Random Forest classifier used
in the proposedmultimodal approach. The comparison results
of our proposed modal performance with other machine
learning classifiers is shown in Table 4, 5, 6 respectively for
speech and gait left foot data, speech and gait right foot data
and speech and gait data from both foots.

2) THE MODALITY
In this experiment, we compared the performance of the pro-
posed multimodal approach with its unimodal counterparts.
The network feature set size of speech signal is 13 features ×

38 samples. Further, the feature set size when considering the
individual foots, left and right, is 78 features × 38 samples.
The combined gait (left and right foots) has the feature set
configuration of 156 features × 38 samples. Table 7 shows
the performance result of the individual modality for the
multi-class classification of PD severity using the proposed
network features and RF classifier. From the results, it is

TABLE 4. Performance evaluation of the proposed methodology for
various classifiers in the classification of PD patients into three Stages of
the Disease Using Multimodal Data (Speech and Gait Left Foot Sensor
Data). Test Acc.: Accuracy for the Test Data, Validation Acc.: Accuracy for
the Validation Data. The result is shown as mean average accuracy ±

standard deviation.

TABLE 5. Performance evaluation of the proposed methodology for
various classifiers in the classification of PD patients into three Stages of
the Disease Using Multimodal Data (Speech and Gait Right Foot Sensor
Data). Test Acc.: Accuracy for the Test Data, Validation Acc.: Accuracy for
the Validation Data. The result is shown as mean average accuracy ±

standard deviation.

TABLE 6. Performance evaluation of the proposed methodology for
various classifiers in the classification of PD patients into three Stages of
the Disease Using Multimodal Data (Speech and Gait Both Foot Sensor
Data). Test Acc.: Accuracy for the Test Data, Validation Acc.: Accuracy for
the Validation Data. The result is shown as mean average accuracy ±

standard deviation.

TABLE 7. Performance of speech and gait modality individually in the
classification of PD patients into three stages of the disease. Test Acc.:
Accuracy for the Test Data, Validation Acc.: Accuracy for the Validation
Data. The result is shown as mean accuracy ± standard deviation.

evident that the proposed multimodal approach shows almost
3% improvement in performance in terms of accuracy when
compared with the best performing unimodal configuration.
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Also, it is clearly evident while comparing the accuracy
results of individual and combination of both gait foot data,
the contribution of the left foot sensor data is more than the
right foot sensor data. One reason considered here is that,
most of the participants in this study are right handed and
hence it shows the presence of contra-laterality effect in them,
as explained in the Previc’s neurodevelopmental theory [71].
The theory says that postural support on the left side of the
body develops before voluntary motor control on the opposite
(right) side and hence the left foot dominates in the task
given [72].

3) FEATURE NORMALIZATION
In this experiment, we used the standardscaler method
provided by scikit-learn library, which removes the mean
and scale the features to unit variance. The experiment was
conducted on the best multimodal configuration [Speech +

Gait (Left)], which together had 91 network features. Table 8
shows the results obtained with normalization and without
normalization of the extracted network features. It is observed
that the feature normalization did not provide a significant
improvement over the unscaled network features.

TABLE 8. Performance of the proposed method with and without
normalizing the network feature of multimodal data. Test Acc.: Accuracy
for the Test Data, Validation Acc.: Accuracy for the Validation Data. The
result is shown as mean average accuracy ± standard deviation.

4) AGE DIFFERENCE OF PATIENTS
A notable difference is observed in the age group of male and
female patients in severe state of PD. Therefore, we aimed
to find whether there is a statistical difference in the
network features of patients in severe group. To verify this,
we evaluated the statistical difference in the network features
with respect to gender using Kruskal-Wallis H-test [73].
This is a non-parametric method for testing whether the
data is drawn from the same distribution. In this experiment,
we evaluated the null hypothesis that the medians of the
network features of the male and female patients in severe
group are equal. The results are shown in Table 9. Among
the network features of the speech signal, null-hypothesis is
satisfied for almost all features, except the average clustering
coefficient (p-value < 0.05). For the gait signal, none of the
network features shows a significant difference between the
male and female group of patients in severe state of PD.
Hence, the network features are observed to be independent
of age difference in male and female of severe group.

5) FEATURE SELECTION
In this experiment, we investigate the performance of the
model if only top 5-10 features are selected according to
feature importance from the set of 91 features of speech

TABLE 9. Kruskal-Wallis H-Test to evaluate the statistical difference in
network features of male and female PD patients in the severe group for
speech and gait data.

TABLE 10. Ablation study on the effect of number of features in our
proposed model in multi-class classification using multimodal data Test
Acc.: Accuracy for the Test Data, Validation Acc.: Accuracy for the
Validation Data. The result is shown as mean average accuracy ±

standard deviation.

and gait left signals (the configuration which provide best
results in our study). The selection of features is implemented
using the SelectKBest algorithm, a library provided by scikit-
learn. This is one of the effective feature selection method for
the optimal performance of the model. It relies on statistical
measures to score and rank the features based on their
relationship with the target variable. As aforesaid, the feature
set size of this multimodal data is 91 features × 38 samples.
Table 10 shows the performance of the proposed model with
top 5-10 features selected.

6) PERFORMANCE OF DEEP NEURAL NETWORK (DNN) ON
THE PROPOSED FEATURES
In addition to the machine learning classifier, we conducted
the experiment using DNN model for classification. The
DNN architecture is a sequential model with the input layer
matching to the number of input features. The input to the
model is the network features of size 1 × 91 considering
the speech and gait left foot signal data. Here, we consider
three hidden layers with 64, 32, and 16 neurons, respectively,
followed by a dropout layer. The output layer consists of
dense layer with three neurons representing three classes of
PD severity (low, intermediate and severe state). The model
is compiled with the sparse categorical cross-entropy loss,
with an Adam optimizer, and a learning rate of 0.01 to update
the parameters and to train it over 200 epochs. The number
of samples in the training and testing set are in the ratio
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FIGURE 9. Training accuracy plot of DNN model.

FIGURE 10. Training loss plot of DNN model.

of 80:20. Further, the training data is divided into training
and validation set which is in the ratio of 75:25. After the
model being trained on the training and the validation set,
the training and loss plots shown in Figure 9 and 10. The
learning curve shows a clear divergence between the training
and validation loss it is evident that the model is over-fitting
the data even after applying regularization techniques and
early stopping. Furthermore, in comparison to our relatively
small dataset the model led to poor generalization of data.
Hence, the DNN model is not suitable for our dataset.

V. CONCLUSION AND FUTURE DIRECTIONS
In this research, we present a multi-modal assessment of
Parkinson’s Disease from a complex systems perspective
with the aim to classifying the motor state severity of PwPD
into three different stages (low, intermediate and severe)
in accordance to the MDS-UPDRS III score. In PwPD
there occurs natural delay in their motor movements due
to the impairments in different biomarkers over the PD
progression. We investigated two such biomarkers; speech

and gait time series data and their combination as multimodal
data. Precisely, the visibility network derived for the different
modalities gave inferences about the structural differences
in terms of nodes and connections (edges). Further, the
network properties extracted from individual modalities are
fused at feature-level to perform the multimodal analysis of
PD. From the experimental results shown for the multi-class
classification, the proposed model outperformed the state-of-
the art method. Achieving a mean accuracy of 85.3%, the
multimodal configuration (speech and gait left foot signals)
also outperformed the unimodal counterparts, which showed
mean accuracy of 52.6% on speech, 82.6% on gait left
foot, 66.1% on gait right foot and 82.6% on gait both feet
signals. This confirms that among the different configuration
of multimodal data, the combination of speech and gait left
foot signals provide robustness in classifying the different
stages of PD. This can be further substantiated from the point
of view that the participants in this study is mostly right
handed which indicate the presence of contra-laterality effect.
Furthermore, we have analyzed the significance of network
features in order to quantify the impact of each feature on the
model’s predictions across the three different stages of PD.

The major limitation of our perceptive outlined in this
study is the definition of node connections based on
peaks from the time-series in visibility graph/network is
artificial from a dynamic perspective. More precisely, the
node connections are not motivated from the physics of
speech productions or gait movements. Therefore, it is
more advantageous to use network transformation focusing
on physics of the system from which the time-series is
generated, such as the recurrence network approach. Further
investigations, perhaps considering global features, will be
addressed to tackle this problem.

APPENDIX A
SUMMARY OF MULTI-CLASS CLASSIFICATION OF PD
SEVERITY
In this section, we have shown a table summary of the
section II-A: Speech in Table 11, section II-B: Gait in
Table 12 and section II-C: Multi-modal data in Table 13.

APPENDIX B
COMPLEX NETWORK FEATURES AND THEIR STATISTICAL
MEASURES
A. NODE OF THE NETWORK
A node (v) is a fundamental unit which represents an entity
or a point in the graph or network.

B. EDGE OF THE NETWORK
An edge (e) is a connection between two nodes in a graph
or network which represents the relationship or interaction
between them.

C. CHARACTERISTIC PATH LENGTH
The length of the shortest path Li,j between a pair of nodes i
and j of a graph is an important measure which tells how fast
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TABLE 11. Summary of multi-class classification of PD into different stages of severity from speech data using DDK exercises according to MDS-UPDRS III
score.

the information is transferred in a network. The characteristic
path length (CPL) is defined as the average of all the

shortest path lengths between the pair of nodes in a network.
For the disconnected nodes, the length of the shortest
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TABLE 12. Summary of multi-class classification of PD into different stages of severity from gait data using inertial sensors attached to the shoes. Task
considered is n-meter walk and motor score according to MDS-UPDRS III score.

TABLE 13. Summary of multi-class classification of PD into different stages of disease severity from multimodal data and according to MDS-UPDRS III
score.

path is ∞.

CPL =
1

N (N −1)

N∑
i=1

N∑
j=1

Li,j (1)

where N is the number of nodes in the network.

D. DIAMETER
Among all pair of nodes in a graph network, the maximum
value of the shortest path defines the diameter of a
network (D).

D= max(Li,j) (2)

E. CLUSTERING COEFFICIENT
The connectedness between the neighbouring nodes in a
network is defined as clustering coefficient (CC) of a

node v which is computed as:

CC =
2Nv

Kv(Kv−1)
(3)

where Nv represents the density of connectedness between
the neighbouring nodes and Kv(Kv − 1) represents the
existence of possible edges among them (Kv is the number
of neighbours for a node). Here we compute the average of
CC (AvgCC) of all the nodes in a network where its value
ranges between 0 and 1.

Avg CC =
1
N

N∑
v=1

CC (4)

If all the neighbouring nodes are connected to each other, then
the value of CC = 1.
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F. DEGREE CENTRALITY
The degree centrality (CD) of a node v quantifies the
importance of a node in a graph network. It depends on the
number of edges connected to it.

CD(vi) =

∑
j

Ai,j (5)

G. MEAN DEGREE CENTRALITY
To understand the connectivity of overall nodes in a
network, the average degree centrality helps to find how
well-connected are the nodes in a network. If the value of
average degree centrality is high, it implies the nodes are
well-connected and low average degree centrality implies less
connected nodes in a network.

Avg CD =
1
N

N∑
i=1

CD(vi) (6)

H. MEDIAN DEGREE CENTRALITY
The median degree centrality measures the significant
variations in the degree centrality over the outliers and
provides more stable values for the nodes with high degree
centrality.

I. KURTOSIS DEGREE CENTRALITY
The kurtosis of degree centrality measures the node degree
to which the degree centrality distribution of nodes deviates
from a normal distribution. Lower the value of kurtosis
implies an even distribution of degree centrality of nodes
and the heterogeneity in centrality of all nodes in a network
implies high kurtosis value.

J. SKEWNESS DEGREE CENTRALITY
The skewness of degree centrality measures the asymmetry of
the degree centrality distribution which helps in understand-
ing the structure of the network and the significance of all
nodes in a network.

K. BETWEENNESS CENTRALITY
The betweenness centrality CB(vi) of a node v measures the
number of times a node lies on the shortest path between
other nodes in a network. High value of CB(vi) for a node
implies how it acts between other nodes of the network.
Also the significance of the node relies in maintaining
the connectivity and efficiency of communication within
the network. Contrarily, the removal of that node affects
communications between other nodes of a network.

CB(vi) =

∑
j<k

pj,k (vi)/pj,k (7)

where pj,k (vi) is the number of shortest paths between j and k
that pass vi and pj,k is the number of shortest paths between j
and k .

L. MEAN BETWEENNESS CENTRALITY
The mean betweenness centrality value provides an insight
of overall nodes with strong connectivity for maintaining an
effective communication in a network.

M. MEDIAN BETWEENNESS CENTRALITY
From the betweenness centrality distribution, higher the
median betweenness centrality value provides the significant
number of nodes acts for the effective communication.
Conversly, lower the median value means less role in
information transfer within the network.

N. KURTOSIS BETWEENNESS CENTRALITY
The kurtosis of the betweenness centrality distribution
measures the how the node centrality is distributed around
the mean betweenness centrality. High kurtosis value implies
high betweenness centrality of the node in the network which
maintain connectivity and communication.

O. SKEWNESS BETWEENNESS CENTRALITY
The skewness of betweenness centrality measures the
asymmetry of the betweenness centrality distribution. The
positive and negative value of skewness results in nodes with
high betweenness centrality and low betweenness centrality
respectively for identifying the connectivity of nodes in a
network.

APPENDIX C HYPER-PARAMTER
The range of hyper-parameters used in the different classifier
models are listed in Table 14.

TABLE 14. List of parameters for optimization.

APPENDIX D ARCHITECTURE AND HYPER-PARAMETERS
OF CNN MODEL
See Table 15.

APPENDIX E SHAPASH: LOCAL FEATURE IMPORTANCE
OF THE MODEL
The features are ranked according to their importance in
predicting the state of PD by the Random Forest model is
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FIGURE 11. SHAPASH, which shows the local feature importance by a
single instance of multimodal (speech and gait left foot signal) data.

TABLE 15. CNN architecture for multi-class classification of PD using
multimodal data.

as follows: (1) Low state: kurtosis betweenness centrality of
gyroscope Y-axis of gait left foot, kurtosis degree centrality

TABLE 16. Hyper parameters used to train the CNN model.

of speech, kurtosis degree centrality of accelerometer X-axis
of gait left foot, (2) Intermediate state: kurtosis betweenness
centrality of gyroscope Y-axis of gait left foot, median
betweenness centrality of gyroscope Y-axis gait left foot,
kurtosis degree centrality of accelerometer X-axis of gait left
foot, and in (3) Severe state: kurtosis betweenness centrality
of gyroscope Y-axis of gait left foot, kurtosis degree centrality
of speech, kurtosis degree centrality of accelerometer X-axis
of gait left foot.
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