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ABSTRACT Distributed ledger technology (DLT) and blockchain-based energy trading solutions are often
labeled as resource-hungry, excessive power consumers which consequently create a significant carbon
footprint. Using this approach to energy trading, without simultaneously minimizing energy consumption,
defeats the purpose of using such trading solutions to encourage renewable energy production and may even
cancel out any ecological benefits. This paper demonstrates that it is possible to create a DLT-based energy
trading system which provides security, transparency, autonomy, scalability, and decentralization, provided
by using a DLT, but with significantly lower penalties than other previously known solutions. This is best
illustrated through the fact that the carbon footprint per transaction of the solution presented in this paper
is 0.19 grams of CO2 compared to 20 grams of CO2 created by single transaction of similar complexity on
the Ethereum blockchain. This makes per-transaction carbon footprint of our system approximate 100 times
smaller than that of the most commonly used Ethereum blockchain. We present the architecture and features
of the proposed platform, as well as a thorough analysis of its performance, including power consumption and
estimated carbon footprint. All experiments are done on a dedicated Beowulf cluster comprised of general-
purpose computers. The cluster mimics a microgrid environment and presents a testing ground for real-world
performance and power consumption analysis of a system used for trading energy predominantly produced
from prosumers and their renewable sources.

INDEX TERMS Energy trading, distributed ledger technology, distributed systems, renewable energy, smart
grid, performance evaluation, blockchain.

I. INTRODUCTION
Welive in an era where environmental conscious [1], and
sustainable living [2] are an omnipresent topic in global
discussions.At the same time, we are witnessing a fast shift
towards renewable energy sources [3]. While large-scale
initiatives and governmental policies undoubtedly play an
important role, the silent revolution is happening right at the
heart of smaller communities, within individual households
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and small energy producers [3]. An increasing number of
individuals are embracing renewable energy solutions. This
movement is redefining the whole energy system, decen-
tralizing power generation and distribution and putting the
ability to harness sustainable resources directly into the hands
of everyday citizens. From rooftop solar panels to backyard
wind turbines, these small-scale energy producers are turning
homes into power hubs and contributing significantly to the
reduction of carbon footprints.

These changes are welcome, but they also introduce
new challenges. These challenges encompass the whole
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technological spectrum including new ways of storing and
delivering power, but also necessitating the need for truly
decentralized systems of management, payment, and control.
These distributed systems can be vastly more complex
than centralized ones. Managing data in such systems in
non-trivial and it requires more computational and storage
resources. They are also more vulnerable which increases
effort required to guarantee security. However, if these
challenges are overcome, decentralized, distributed systems
demonstrate high resilience, availability, and a near-limitless
capacity to scale, which make the additional engineering and
research efforts well worth the trouble.

A web platform, we called DREAM (Distributed Renew-
able Energy Automated Marketplace) and presented in its
early form in [4], is one of possible approaches to the
problem of distributed renewable energy trading. We find
that DREAM might be a unique solution in a sense that it
combines private distributed ledger technology (DLT) with
an architecture that supports energy trading with reduced
resource consumption. Based on broad field reviews by
Andoni et al. in 2019 [5], and two studies by Khezami at
al. [6] and Al-Abri at al. [7] from 2022 we can see that
there is no shortage of similar solutions based on the use
of public blockchain technology. Therefore we devised a
series of experiments to measure performance of our system
and compare it to other existing solutions in order to truly
evaluate its performance. Of particular interest to us is power
consumption and, consequently, the carbon footprint.

Due to the inherent overhead issues, it is common for
distributed systems to have performance problems. This
is even more characteristic when working with DLTs and
blockchains in particular. The great emphasis on security
and decentralization of these systems is often achieved at
the expense of performance. While DLT performance may
not be crucial in a lot of financial use cases, when it comes
to renewable energy trading, performance becomes a very
important part of equation. Small energy transactions that are
the principal use-case for such a system concern monetary
amounts that are fairly small which means that even limited
transaction and gas fees can render them unprofitable for
either party. Furthermore, it would be counterproductive
to use a power hungry information system for tracking
renewable energy transactions as it would go against the idea
of maximizing renewable energy efficiency and impact.

Seeing as performance canmake or break an energy trading
system, determining whether it can be used in a real world
scenario at all or not, we have developed and conducted
an extensive battery of performance-focused experiments.
We have measured both raw transaction throughtput, total
memory use, but alsomeasured direct power usage in selected
cases. Experiments were performed using a small cluster
configured so as to resemble a microgrid in organization.
Experiments cover network performance in six different con-
figurations, with the number of nodes ranging from 6 to 33.
Further, we extended the original implementation of the
system as presented in [4] with new node types and

functionalities in order to measure scalability of the system
and then we ran all six experiments again. Therefore, twelve
total experiments were conducted and more than ten different
performance variables were captured.

The current enhanced implementation of the DREAM
system is likely its final version inmany aspects, as it contains
all features needed for information-rich power trading. It now
allows energy storage providers to be a part of the network.
They can buy energy when it is abundant, store it, and
sell it later for a profit. Assuming the spread in the energy
costs exceeds recurring storage costs and amortized storage
facility costs, this can be highly profitable. Storage providers
help stabilize a network with a lot of renewable producers
since they can help mitigate the variation in the production
capacity caused by outside sources. Additionally, the system
supports verification agencies which verify producer claims
regarding the manner in which their power is produced.
These agencies are incentivised to earn and keep consumer
confidence, and can help consumers who wish to purchase
power whose production meets ecological, ethical, adn other
criteria.

The DLT subsystem of DREAM is based on Corda [8]
which provides all the advantages of using a DLT solution,
such as improved security, distribution, and scalability, with-
out introducing significant performance penalties. Unlike
Corda, public blockchains are only now moving away
from resource hungry Proof-of-Work (POW) consensus
algorithms, and they still require a significant amount of
resources to run properly [9]. We can show that DREAM,
on the other hand, consumes orders of magnitude less
energy than Ethereum-based systems which are currently
predominantly used for solutions in the energy sector [5].
We find that the following are main contributions of the

paper:
• A proposal of an architecture for a DLT-based renewable
energy trading web marketplace which is very light on
required resources and yet provides high throughput and
overall performance;

• Power consumption and carbon footprint analysis of dis-
tributed energy trading systems based on experimental
results;

• A proposal of a selection of performance metrics which
can be used for the evaluation of DLT-based energy
trading platforms;

• An approach, including data sets and algorithms, which
can be used for characterizing the performance of
DLT solutions through experiment, measurement, and
analysis.

The remainder of the paper is organized as follows.
In order to make the paper self-contained, in the next
section we offer a short overview of distributed ledgers and
blockchain as its subset. Then, in Section III, we discuss
both current and future applications of DLTs in the energy
sector and summarize the related work on DLT performance
measurements and their energy consumption. In Section IV,
we present the DREAM platform for energy trading, with
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all its extensions. Afterwards, we use Section V to explain
the experimental process we used for performance testing
and present the infrastructure used. We then present the
results and discuss performance and power consumption
aspects of the system. We conclude the paper by summa-
rizing its main contributions and sharing plans for future
work.

II. BACKGROUND THEORY
This section offers a brief introduction to DLTs and
blockchain. It also discusses the most important concepts in
the Corda DLT which is used to implement the approach
presented in this paper.

Distributed ledger represents a type of a distributed
database in which data is distributed among the participants
that are all part of an environment in which no level of mutual
trust can be assumed [10], [11]. DLTs and blockchain are
commonly used as synonyms, but, fundamentally, these are
not the same. Blockchain is a specific implementation of a
DLT, thus, ‘‘every blockchain is a distributed ledger, but not
every distributed ledger is a blockchain’’ [12]. Specifically,
a blockchain is an immutable, append-only DLT where
data is stored in the form of a linked list of blocks of
transactions and each block is cryptographically connected
to its parent by hash computations [10], [13], [14]. The
first ever blockchain is Bitcoin, originally described in [15].
The actions which occur on the blockchain are automated
through smart contracts [16], which represent a specialized
type of a computer program which defines the way and the
conditions under which the chain of blocks changes [17].
In a DLT, and thus, in a blockchain environment, it is crucial
for all the participants to have the same version of data
stored on their private ledger copies. The component which
ensures this global data uniformity is called the consensus
mechanism. Such a mechanism ensures that each copy of the
chain of blocks looks the same across the whole network [10],
[18]. There is a great profusion of approaches to consensus
algorithms but those most often mentioned and relevant to
public blockchains are Proof of Work (PoW) and Proof of
Stake (PoS). Both are based on ensuring that actors that help
validate transactions as correct are acting in good faith by
risking, as it were, something. In the case of PoW what’s
at risk is a large amount of computation, and in the case of
PoS, it is a stake of a crypto-currency that is at risk. Either
thing makes participating in the validation process expensive
in some way which increases decentralized security but at a
considerable cost.

Distributed ledgers can be categorized into four groups:
public permissionless, private permissionless, public permis-
sioned, and private permissioned. The two most frequently
used are public permissionless and private permissioned.
The former has its data open to public access and writing
new data to such a ledger requires no special permission.
This type of DLT is what usually comes to mind when the
word blockchain is mentioned, with popular examples such
as Bitcoin [10], [15] and Ethereum [10], [19]. The later

represents a much stricter environment — the data is not
available to anyone outside of the system, and, in order to
become its participant, users must first be granted necessary
permissions. These DLTs are mostly used in enterprise
solutions, and the most popular examples are Hyperledger
Fabric [20] and R3 Corda [8].

Corda differs from the standard blockchain structure,
since it stores individual transactions on the ledger rather
than using blocks of multiple transactions. Although it does
not have a standard chain of blocks data layout, it still
provides safe and secure data storage which is one of its core
functionalities. Every node in a network has its own database
called a vault. Contrary to traditional blockchains [15], [19],
[20], the vault stores only those transactions its associated
node participated in thereby reducing data redundancy
and increasing performance [21]. Vaults store states which
represent facts about the system and can be either spent or
not. Spent states are replaced by updated ones and represent
historical information about the system. States become spent
and are replaced by new ones trough transactions while
transactions are a product of flows [22]. Flows are Corda’s
equivalent of what other blockchain and DLT systems call
smart contracts. Corda also has a structure it calls contracts,
but these serve only to enforce limitations on which states
and transactions are valid. Therefore they operate far more
like their real-world counterparts then is typical for smart
contracts which, in most other systems, both define validity
but also do data processing.

Communication between two Corda parties (nodes) is
also performed by flows by sharing unfinished transactions.
Cooperating nodes that represent interested parties in a
multi-lateral transaction create transactions and send them,
still unfinished, to their counterparties which process, exam-
ine, and endorse (by signing) them. Aside from the parties
of the multi-lateral transaction this communication also
includes notaries which are specialized network participants
introduced by Corda which monitor and validate transactions
and serve as an extra layer of security not otherwise
provided by normal counterparty interests. For in-depth
understanding about the way Corda works refer to it’s
documentation [23].

III. RELATED WORK
The research in this paper is an extension of our earlier work
presented in [4]. Although the first DREAM system was a
solid starting point for testing our energy trading platform,
that implementation was limited and tests were done only in
a local environment. In this paper we significantly extend the
implementation and introduce an experimental setup which
can be used to produce results comparable to a real-world
use-case of such a system. In this section we discusses related
work in three directions. We first consider existing research
on DLT applications in the energy domain. We then proceed
with analysis of work done on blockchain performance
measurements and conclude with related work on blockchain
energy consumption in particular.
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A. DLT APPLICATIONS IN THE ENERGY SECTOR
Use of DLT and blockchain has been in the rise across many
different fields including the energy domain [5], [6], [7].
Several papers already present broad studies of blockchain
use in electrical grids and in the energy sector as a whole.
The study by Andoni et al. [5] offers one of the first
systematic reviews of blockchain applications in the energy
sector. Although Andoni’s study is comprehensive, it was
published in 2019, which can make some of it’s aspects
outdated since the field is evolving so rapidly. Therefore,
we compared two newer broad field reviews [6], [7] from
2022 with Andoni et al.’s [5] 2019 work, in effort to obtain
up-to-date field trends. The percentage of publications about
applications of blockchain technology in the energy sector
in shown in Fig. 1. Out of 769 articles, 25.1%, are focused
on use of blockchain in energy trading, 14.44% on energy
storage and 7,8% on smart girds [7]. Almost 50% of articles
tackle problems which are also the subject of our study which
offers us some confidence about the direction of our work.

FIGURE 1. Distribution of publications on DLT use in the energy sector.

Results described in [5] and [6] both include classification
of the DLT used in the energy sector. Both articles cover a
wide range of papers and are published three years apart from
one another which can help in tracking technology trends.
Fig. 2 shows that 50% of 140 examined studies use Ethereum
as technology of choice, followed by Hyperledger Fabric and
Energy Web. Fig. 3 is based on a more recent study, and
shows that 90% out of 769 articles use private or public
Ethereum networks for building energy blockchains, while
only 2,8% use Hyperledger Fabric. This indicates that trends
lean towards heavier use of well established and battle-tested
blockchain technologies like Ethereum. There are advantages
to using well-established and battle-tested technologies as
the basis of one’s work, but it does mean accepting as
immutable the fundamental disadvantages that come with
their use. Public Ethereum networks share resources between
all participants and can get congested in times of high
demand. Private Ethereum networks solve this problem and
can be used only be selected group of participants, but still

do not provide enough throughput required for managing
large energy systems. Ethereum scaling is only possible to
a limited extent due to it’s architecture [24]. Ethereum is
evolving and it recently had an upgrade from a Proof of Work
(PoW) to a Proof of Stake (PoS) consensus algorithm. That
did make Ethereum more desirable as no excessive power
is now needed to maintain the network [25], but it did not
transform its performance statistics. Therefore, Ethereum is
still not an ideal choice of technology if the requirement is a
high throughput.

FIGURE 2. Distribution of DLTs used in the energy sector in 2019 [5].

FIGURE 3. Distribution of DLTs used in the energy sector in 2022 [6].

1) EXISTING DLT-BASED ENERGY TRADING SOLUTIONS
One of the pioneering attempts at using DLTs for supporting
energy trading is the Brooklyn Microgrid project [26].
They conducted a study which successfully implemented
a peer-to-peer (P2P) energy trading system in a small
microgrid in Brooklyn, New York, USA, and tested it for
three months. The technologies which allowed prosumers to
directly sell energy to other network participants were public
Ethereum smart contracts combined with Practical Byzantine
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Fault Tolerance (PBFT) [27] consensus implemented by
Tendermint.

Power Ledger [28] represents a well tested and mature
trading solution. It performs a wide range of services, from
managing grid stability and flexibility to P2P energy trading,
electrical vehicle solutions, etc. It is currently used by more
than 30 clients in 10 countries. In order to avoid the sole
use of public blockchains and to reduce energy consumption,
Power Ledger uses a mix of public and private blockchains
described in [28]. Additionally, they offer tokens like POWR
and Sparkz which can be publicly traded and through which
customers can make potential profits.

There is a considerable number of academic papers
and enterprise solutions which apply DLTs for energy
trading [29], [30], [31], [32], [33], [34]. Some solutions [31]
still use a PoW algorithm which is power hungry and
requires prolonged settlements. This problem is mitigated by
use of credit-based payment schemata where nodes have a
credit strategy and apply for loans accordingly. The research
presented in [34] uses Ethereum smart contracts for an energy
trading schema on Virtual Power Plants (VPP). Ethereum’s
transition from a PoW to PoS algorithm does make this
solutions a bit more attractive, but the use of the public
blockchain network can still cause high fee payments. Other
solutions, like [29] and [30], use a private permissioned
Hyperledger Fabric system for energy P2P trading. Authors
in [30] utilize a two-phase algorithm in which the first phase
schedules energy consumption days ahead, while the second
phase schedules consumption hours ahead and is focused on
real-time network management. Further, in [29] entities such
as a energy node, energy aggregator, and smart energy meters
are recognized. Energy nodes sell or buy energy according
to their needs and energy status, while energy aggregators
serve as brokers that regulate the trade. General Electric
is investigating use of Digital Power Plants [35] (DPP)
which will also use Hyperledger Fabric for power plants
with small and medium generators in order to satisfy the
diverse needs of power assets with high-speed and intelligent
infrastructure.

Further examples of DLT-based energy trading solutions
can be found in academic research [36], [37], [38], [39], [40].
Hamouda et. al. [36] use smart meters to create transacting
energy market framework. They implement a market model
solution which creates both expected energy transactions
as well as monitors real-time transaction data from smart
meters. All of these are bundled in blocks that are a part of
a custom blockchain solution coded in Python. The authors
in [37] present a solution that allows prosumers and other
small producers to offer their excess power through an
intelligent brokerage that is based on Ethereum blockchain
technology. In [38], a blockchain based private solution
that works as a secure mediator between local micro grid
controllers and utility operators is presented. It strives to
solve the problem of power flow in a distributed network
implemented using private Ethereum solution. The authors
in [40] use a simulated Ethereum blockchain and execute

its smart contracts to coordinate the decentralized approach
to the economic dispatch problem of distributed generation
units.

B. BLOCKCHAIN PERFORMANCE MEASUREMENT
Although early efforts in blockchain applications were
primarily aimed at maintaining high security (Fig. 1) and
achieving decentralization, the popularity of this form of
distributed systems also led lately to performance becoming
of great importance. Public blockchain systems in general are
not great at quickly processing large amount of transactions,
which is a problem caused by their design and the need for
maintaining high levels of security and decentralization. Vita-
lik Buterin introduced the concept known as the blockchain
trilemma, stating that a blockchain system can only have two
properties of the following three — scalability, decentraliza-
tion, and security [41]. Recent work aimed towards resolving
this problem in public blockchain environments involves
solutions such as switching to other, less computationally
demanding consensus mechanisms [42], partitioning the
ledger [43], or adding new layers to the chain [44]. These
solutions do not eliminate the problem, but rather aim to
mitigate it, since they are always present in blockchain
systems as currently conceptualized by their very nature
and cannot be completely eradicated. However, no matter
which approach to mitigation is taken, public blockchains
can only choose to sacrifice scalability, and occasionally
some level of security, but rarely decentralization. Private
blockchains, on the other hand, are designed in such a way
that they are not fully decentralized, and sacrificing strict
decentralization enables transactions to execute faster. This
results in private blockchains having higher throughput and
lower latency. Such a claim is supported [45] through a
detailed performance comparison of Ethereum and Hyper-
ledger Fabric. According to [46], the throughput for Bitcoin
on 4 October 2023 was, on average, only 3 transactions per
second (TPS), and for Ethereum it was, on average, equal
to 11 TPS on 30 September 2023. Comparing public to
private blockchains just by TPS cannot be considered a fully
objective measure, since the environments in which these
blockchains are running differ greatly and the transactions are
too heterogeneous. However, certain sources [47], [48], [49]
state that Hyperledger Fabric and R3 Corda can, in certain
situations, achieve thousands of TPS. These numbers are
strongly dependent on the configuration of the network,
number of participants, consensus protocol chosen and
similar factors, but can serve well enough to show that
private permissioned blockchains should be considered and
may have performance advantages over public blockchains
in certain scenarios.

As far as private permissioned blockchains are concerned,
several studies compare the performance of some of the
most popular frameworks. In [50], an evaluation of five
blockchains is given — private Ethereum deployment,
Hyperledger Fabric, Quorum, Multichain, and R3 Corda.
Each of these is given a final grade on a scale from 1 to 5.
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Hyperledger Fabric was given the highest final grade of
4.4, Ethereum got 3.3, Corda and Quorum both got 2.2,
and Multichain was given a 2. Although a methodology
with explicit grading instructions was proposed, the grading
system is not built upon an experimental setup, but rather on
the information acquired from other research papers. This
does not give an objective insight into the performance of
these blockchains, since the information about it originates
from various sources and different experiments and tests.
Moreover, the final grade is a mix of technical performance
metrics, such as latency and throughput, and non-technical
metrics such as community activity on Github and Twitter,
and the rate to which the blockchains are commercially
adopted and used by big corporations. Further, the number
of research papers used as the source of information is
not balanced among the five blockchains — 8 papers were
used for Fabric, 6 for Ethereum, and only one for each
of the remaining three. Thus, the final grades cannot be
considered absolutely relevant. The only paper used in [50]
to evaluate R3 Corda is [51], where Corda shows the
worst performance among the evaluated blockchains. The
blockchain frameworks compared in [51] are Hyperledger
Fabric v0.6, Hyperledger Fabric v1.0, Ripple, Tendermint,
and R3 Corda. The Corda version used in this evaluation
is v3.2 with Raft consensus used for Corda Notaries. Each
framework was scaled to about 30 nodes, except for Corda,
which could not support more than 4, but the v3.2 version is
from the year 2018, and the newer Corda versions perform
much better than this one, with improved scalability and
overall performance [48].

The work in [21], [51], and [52] consists of a
well-described experimental setup and a description of
the used methodology, and thus gives a more thorough
comparison of private blockchain solutions than [50]. Further,
[51] does not focus on comparing different blockchains, but
rather on measuring their scaling capabilities which, a few
years ago, were significantly worse than today. On the other
hand, [21] and [52] do compare different private blockchains.
In both of them, Hyperledger Fabric is the solution that shows
the best overall performance. The methodology proposed
in [52] can be used to measure latency, throughput, total
execution time for a batch of transactions, and the maximum
number of concurrent transactions. In the presented work,
the methodology compares a private Ethereum instance and
Hyperledger Fabric, observing their behaviour when the
number of requests sent to the blockchain for processing is
increased. The only aspect in which Ethereum performs better
is in the number of concurrent transactions it can handle,
while Hyperledger Fabric performs significantly better in
terms of latency, throughput and the total execution time.
The results in [21] are quite similar, but the experiments
done here are somewhat extended. In [21], four blockchains
are compared — Hyperledger Fabric, private Ethereum,
R3 Corda and Quorum. The experiments vary both in
the number of initiated transactions and in the number
of nodes included. Hyperledger Fabric again shows the

best overall performance, although it can scale up to
16 nodes with 1000 concurrent transactions, and only 4 with
10000 transactions, while other blockchains can handle more
nodes. The second best in this evaluation is R3 Corda. This
paper also shows the significant improvement in Corda’s
performance which occurred in only three consecutive
version upgrades (v4.3, v4.4 and v4.5). Despite being the
second best, Corda is not far away from Hyperledger Fabric,
and even shows better throughput when the number of
concurrent transactions is in the range of 10. The results
from [21] prove that R3 Corda performs much better than
it did in the earlier versions evaluated in [50] and [51].

As far as tools for benchmarking blockchains are con-
cerned, [53] gives a good overview of the existing frameworks
which can be used to measure performance of blockchains.
Some of the mentioned tools are BlockBench [54], BCT-
Mark [55], and Hyperledger Caliper [56]. BlockBench [54]
is a tool for benchmarking private blockchains, and measures
latency, throughput, scalability (how latency and throughput
change with the addition of new nodes) and fault tolerance
(how latency and throughput change with node failure).
When [54] was published, the tool supported Hyperledger
Fabric, private Ethereum deployments and Parity. It was
later expanded, and, as stated on BlockBench’s github repos-
itory,1 it supports multiple Hyperledger Versions, private
Ethereum, Parity and Quorum. BCTMark [55] is another
one used to benchmark different blockchain platforms. It can
measure network-related parameters, such as latency and
throughput, as well as infrastructure-related ones, such as
power consumption and CPU usage. It is developed in a way
which abstracts both the underlying infrastructure, and the
blockchain system it is used for, making it portable to various
devices and reusable for different blockchains. Initially, it was
created to support Ethereum Ethash, Ethereum Clique, and
Hyperledger Fabric. In order to use it for other blockchains,
developers must implement an adequate driver. Hyperledger
Caliper [56] is a tool which can, currently, be used to bench-
mark Hyperledger Besu, Hyperledger Fabric v1.x and v2.x,
Ethereum, and FISCO BCOS. It can measure throughput and
latency for read and write operations, as well as resource
consumption, such as CPU, memory and network I/O.

As it can be seen from the description of the before-
mentioned tools, none of them supports R3 Corda. In the
official Corda documentation, however, there is some infor-
mation about collecting useful data about the network’s
properties, nodes’ execution, and monitoring of the system.
In [57] a list of Corda node’s attributes is given, each of which
can be used to monitor a specific part of a node’s execution.
A test suite which uses a Corda-adapted wrapper for Apache
Jmeter [58] in order to test the transaction execution and
measure throughput is described here [59].
All of the described tools require additional setup steps or

driver implementations and cannot be used out-of-the box
to measure arbitrary performance metrics of an R3 Corda

1https://github.com/ooibc88/blockbench, last accessed on 3 April 2024
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network. This is why we decided to use our own experimental
setup and write custom algorithms and scripts in order to
monitor the specific metrics. Details of these measurements
and the experimental environment are described in V.

C. BLOCKCHAIN ENERGY CONSUMPTION
Impact of blockchain on the climate and the environment has
become a topic of great interest. Research results from [60],
[61], and [62] show that the early blockchain platforms
which use PoW as the consensus protocol are not very
energy efficient. Calculations from [60] and [61] predicted
that in 2020 the annual energy consumption of Bitcoin
would be between the amount of energy which Austria and
Norway consume per year (in the range from 75 GWh
to 125 GWh). The data available in [63] shows that their
predictions were not far off, and that Bitcoin’s energy
consumption has increased further from the one measured
in 2020. As described in [60] and [61], other Proof of Work
blockchains consume a bit less energy than Bitcoin, but their
consumption is still very high. Although such behavior is
not desirable, [60] argues that it is the result of PoW being
designed to be computationally intensive in order to maintain
high levels of security. Many other consensus protocols are
much more efficient in terms of the required energy, such as
PoS [25], or other mechanisms which are less strict and used
in private permissioned blockchains, such as PBFT [60], [61],
[62]. In [62], an overview of various consensus protocols
is given, with a brief analysis of their energy efficiency.
Apart from the consensus mechanisms, what influences the
amount of required energy is the redundancy present in
the system. It can manifest as computational redundancy
(the number of nodes which participate in computation tasks
in the network) and storage redundancy (number of data
replicas) [60]. In certain private permissioned blockchains
used in enterprises, not all of the nodes must validate
and confirm each transaction, and data is not necessarily
replicated on all of the nodes. This results in enterprise
blockchain systems being more energy efficient than public
ones [60]. Such behavior is also true for R3 Corda, since
nodes do not record the whole ledger history, but only
the data they are interested in. Furthermore, in Corda, the
consensus for a transaction involves only the interested
parties, instead of the whole network. All of this implies
that Corda’s energy consumption is lower than that of
public permissionless blockchains. A power consumption
comparison of Corda to other blockchain systems like
Bitcoin, Ethereum, and Polkadot can be found in [64].
Although the energy consumption depends on a lot of factors,
such as the workload, the number of participants in the
network and the infrastructure used, the results in [64] show
that the amount of energy used in Corda is significantly lower
than in Ethereum, Bitcoin, and Polkadot.

IV. SYSTEM DESIGN
This section describes the structure of the system. First,
we present the overall design of the Distributed Ledger-Based

Automated Marketplace (DREAM). Then we discuss the
extensions done on the original implementation.

A. BASIC DREAM IMPLEMENTATION
This subsection is fundamentally an overview of the system
structure we originally presented in [4]. We offer this brief
description here in order to make this paper self-contained
and to explain the details of the extended system.

1) STRUCTURE AND PURPOSE OF THE DREAM NETWORK
All participants in the DREAM network are connected
through an environment structured as a single grid. This grid
provides participants with the ability to trade electrical power.
This trading is made possible through the use of promises.
The producing party promises to supply a specific amount
of power, and thus creates what we call a power promise,
while the consuming party promises to use the power it buys.
Ideally, the participants of the trade fulfill their promises,
which results in transferring money to the power producer
which in turn provides the promised power to the consumer.

In a real-world scenario, the sides involved in the trade
may default on their promise. Regardless of whether this
is caused by an error or by potentially malicious intent,
the system provides a way of recovering from potential
power surpluses or shortages. A network party called the
grid authority is responsible for monitoring the network,
connecting the digital state of the DREAM network with
the real-world grid state and keeping track of whether the
participants have fulfilled their end of the bargain. If not, the
grid authority acts accordingly — in case of the producer
failing to provide the energy, the authority makes sure that
a last-resort provider makes up for the power shortage;
in case of the consumer failing to use what it promised
to, the excess energy is accepted by the grid authority.
The DREAM network as a software system deals with
processes in the grid from the time of power promise
creation, to the point in which it is delivered to the consumer.
The actual way in which the energy surplus is stored is a
part of the physical infrastructure of a grid and does not
directly influence the software implementation of the system
described.

Regardless of the system’s ability to respond to unfulfilled
agreements, there can be a way in which the participants
are discouraged from make unrealistic promises. This is
necessary because constantly referring to the last-resort
energy providers or relying on energy storage is expensive.
This mechanism has not yet been fully implemented since
DREAM testing in this phase wasn’t focused on economic
incentives, but its details have been fully developed. A calcu-
lated amount is deposited to Grid Authorities escrow account
and to be used only in case a producer fails to deliver energy
as promised. The higher the promised amount of kWh, the
higher the amount the producer has to put into escrow and the
higher the penalty they will potentially pay if the promise is
not fulfilled. This amount will be used by the Grid Authority
to pay the supplier of last resort. The amount is calculated
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by using the worst case historical price for last resort energy
and increasing it by further 30%. All this is done in an
effort to make sure that the Grid Authority suffers no losses
when dealing with unfulfilled power promises while strongly
financially incentivizing the producers to make only those
promises they are able to keep. If a power promise is kept,
then the full escrowed amount is available for withdrawal
or reuse as the backing for another power promise.The
consumer, too, must be discouraged from making promises
they cannot keep. A power grid must have an equal sum of
inputs and outputs or it cannot function correctly. Therefore,
it is just as much trouble to have an excess as it is to
have a shortfall, and the consumer must be prevented from
causing excesses by failing to utilize that which they have
bought. This can be done by limiting their purchasing power
by the size of the security deposit they have lodged with
the system. In case they do not utilize their power promise
(or sell it on themselves) they would be penalized for the
costs of handling this excess power by the consumers of last
resort.

The specific way in which the DREAM network enables
power trading is through an auction system. Any participant
capable of power production can create a power promise and
put it up for auction. Other network participants can then
become auctioneers by placing bids and competing to buy
the power promise. When the auction deadline passes, the
winner, that is, the highest bidder, becomes the owner of the
power promise. In a real-world scenario, the power should be
delivered to the winner after a specified amount of time, and
the whole process would be monitored by the grid authority.
A power promise represents both the right to a given amount
of power and the obligation to accept this power as specified
over a certain period of time.

An important part of the structure of the DREAM network
is a component which enables communication between the
outer world and the core of the network. We refer to
this component as the proxy. This component creates a
bridge between the operators which represent the network
participants in the real world and the software representation
of these participants in the DREAM system. The proxy
exposes a REST API [65] and a set of endpoints which can be
accessed from outside the internal DREAM network. In the
prototype version, one instance of this proxy is capable of
contacting all the participants of the network and forwarding
them requests as needed. In a real-world installation, multiple
proxy instances would be required in order for the network to
be properly scaled. Any action the operators of the network
participants wish to perform must start by invoking the
proxy which transforms these invocations into a form that
the DREAM network understands. These requests are then
processed and further translated into Corda flows described
in IV-A3.

2) PARTICIPANTS IN THE DREAM NETWORK
This subsection gives a brief explanation of the participants
which exist in the original DREAM network and which are

more thoroughly described in [4]. New types of participants
are added and explained in detail in subsection IV-B. The
architecture of the complete DREAM system, which includes
new participants, is presented in Fig. 4.

FIGURE 4. A high-level overview of the architecture of the DREAM system.

• Grid Authority. The grid authority is an institution
responsible for the grid, which oversees the network
and connects the real-world structure to the software
implementation. It is the only party which is centralized
and trusted by other participants. The necessity for
such a centralized party in an essentially decentralized
network is better explained in [4].

• Power Company. The power company is a large
producer that can both buy and sell vast amounts of
power in relation to the total throughput of the DREAM
system. Commonly there may be just one in which
case it is the producer and consumer of last resort (and
shares an off-chain identity with the grid authority), but
the system must adapt to a situation where multiple
such companies share a market in which case the grid
authority takes the role of consumer and producer of last
resort.

• Producer. Producers are enterprises whose purpose in
the network is to create the electricity in order to sell it.

• Prosumer. Prosumers are individuals, not enterprises,
which produce a small amount of energy (compared to
the producer) for personal use, and sell the rest.

• Consumer. An individual or an enterprise which
participates in the network only in order to purchase and
use the energy.
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3) TYPES OF FLOWS IN THE DREAM NETWORK
The processes and transactions which occur in the Corda
network which the DREAM system relies on are performed
through what is known in Corda as ‘flows’ [22]. A flow
represents a way to automate the execution of series of steps
in a Corda network and these steps instruct the nodes on
what actions to perform in order to update the state of the
system.Using Corda flows increases the speed of transaction
processing compared to traditional blockchains by reducing
the number of participants that have to partake in a flow.
Each flow can have an individual list of participants and
each of them can execute unique code after receiving a
transaction. This allows us to target only specific parties in the
distributed system that truly need to be part of the transaction.
Because only the flow participants need to save the executed
transaction, Corda flows reduce the redundancy in the system.

This subsection gives a brief overview of the Corda flows
implemented in DREAM:

• Create power promise — represents a flow during
which a producing participant of the network creates
a promise to supply the grid with a certain amount
of electricity at a specific time. Participants which
can create power promise are: producer, prosumer, and
power company. The output of this flow is a newly
created power promise which can be put up for auction
by the owner of the promise.

• Create power auction—represents a flow for putting a
power promise up for auction. This can be performed by
the party which owns a power promise that has not yet
expired, that is, a power promise whose delivery time
has not yet passed. Participants which can create power
auction are: producer, prosumer, consumer and power
company. The output of this flow is a new auction which
other participants can bid on.

• Bid on power promise— represents a flow for placing
a bid on an active auction. This flow cannot be started by
the grid authority, by the party which created the auction
and by a participant of the type Producer. In the case
of the first bid for an auction, the price offered in the
bid must be equal or higher than an amount called base
price which is set by the auction creator. If not the bid is
not the first, the price must be higher than the best price
offered so far. The result of this flow is a new highest
bidder.

• Auction settlement— represents a flow which ends an
auction. It can be started only by the highest bidder and
only after the auction deadline has expired. The owner
of the power promise gets the money from the highest
bidder, and the highest bidder becomes the new owner.

• End auction — represents a flow which marks an
auction as inactive. This flow is automatically triggered
by the creator of the auction when the auction deadline
is reached. The result is only the change of the state of
the auction from active to inactive.

• Check delivery — represents a flow which ends the
whole process of trading power. It is automatically

initiated by the grid authority when the power promise
deadline is reached. The grid authority then checks
if the right amount of power was delivered by one
and used by the other party. In the prototype version,
the fulfillment of the promises by the two parties is
randomly determined, while in a real-world scenario the
grid authority would use the electrical grid infrastructure
in order to check whether the parties have indeed held
their ends of the agreement. If the power promise is
fulfilled, the deposit held in escrow is returned to the
power promise creator. Otherwise, the money is given
to the Grid Authority/Power Company which supplies
the promised power instead.

It should be noted that the grid authority can not initiate
any of these flows except for delivery checking, which starts
automatically. A much more detailed description of these
flows is given in [4].

B. EXTENDED DREAM IMPLEMENTATION
In this subsection, we describe the extended version of the
DREAM network. In essence, the system serves the same
purpose as explained in previous subsections. The original
version of DREAMwas extended by adding certain metadata
fields, and by introducing several new types of participants,
which in turn resulted in the extension of the logic behind
certain flows.

1) RICH POWER METADATA
New metadata fields are added to the implementation of a
power promise in order to give information about the manner
of production of the energy being sold. This gives participants
of the grid insight into the origin of the energy they are
consuming and gives them an opportunity to prioritize
renewable energy sources.

The first metadata field added is the production manner.
As mentioned, this informs the rest of the grid how the energy
is produced.

The second field added to enrich the description of a
power promise is a field which can take the value of
either true or false. If true, it indicates that the creator
of the power promise claims that the energy the promise
refers to is created from a renewable source. If false,
it indicates that the source is not renewable. This field is
meant to be combined with the first one. This combination
of metadata fields enables specialized agencies to verify or
disprove claims by producers about the manner of the energy
production.

Current state of these metadata fields is used in our
prototype of the system in order to enable proper implemen-
tation of a new participant type, called verification agency,
as explained in the next section. The values for thesemetadata
fields were randomly determined in our experiments in order
to simulate expected scenarios. A real-world application
would require a more sophisticated method of labeling the
energy production manner.
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2) NEW PARTICIPANTS
New participants added to the system allow us to better
replicate possible scenarios in a real-world microgrid. These
participants are:

• Energy storage provider. As explained in [4], energy
storage providers resemble prosumers in many ways.
Both of these are capable of creating and trading power
promises. The difference between them arises in the
manner in which this behavior is reflected on the
real world. Unlike prosumers, energy storage providers
should not be using any power for personal needs.
Instead, the power it buys and accepts it stores in some
manner. Later, trading on the stored power, it can create
power promises. This allows it to, on one hand, provide
greatly improved liquidity to the system, and on the
other reap economic benefits since it can buy power
when there is a surfeit of it, and sell when there is a
shortfall.

• Verification agency. Verification agencies are similar
to the grid authority in that they too should be
trusted by other participants. However, while the grid
authority is a centralized unit which should be trusted
in advance, the verification agency must earn this trust
throughout its lifetime. These agencies verify the claims
by the producers on the manner in which the power
is produced. A verification agency should perform
certain examinations in the real world and put itself
in a suitable position to verify or disprove producers’
claims. Performing bad examinations could lead to
wrong verification results which would decrease the
level of trust that other participants are willing to put
into verification agencies. Thus, these agencies have
no interest in deceiving the rest of the network, since
this would result in low credibility for the agency.
Verification agencies are directly included into the
process of creating a power promise in the current
DREAM implementation. The specific way in which
they take part in the power promise creation flow is
explained in the next subsection.

• Speculator. The speculator participates in the network
solely for the purpose of profit. It does so through trading
existing power promises. This, again, seems similar to
prosumers, or even more to energy storage providers.
However, prosumers and storage providers can buy a
power promise and wait until the energy is delivered,
without bearing any consequences. This is prohibited for
a speculator. As mentioned, a speculator can only trade
power promises, not the power itself. Additionally, the
speculator cannot create a power promise, only buy one,
since it cannot act as a producer. Also, other restrictions
should be made for speculators in order to limit the
allowed volume of trading. This should be done in
order to prevent speculators from holding the primacy
in trading on the network and overpowering individuals
willing to trade energy for their private homes and

businesses. The way in which speculators influence the
Corda flows in the network is explained in the next
section.

Extending application implementation with environmental
considerations can benefit all parties involved. It allows
for decentralized trading of power and incentivizes the
collaboration between traditional energy companies and
prosumers in order to maintain a stable energy grid.
Additionally, regulators are given a platform through which
they can reliably check the source of produced energy and
its carbon footprint. The mentioned improvements increases
collaboration and utilization of renewable energy sources in
order to reduce CO2 emissions globally.

3) EXTENSIONS IN CORDA FLOWS
The introduction of new participants in the network influ-
ences certain parts of logic in the existing Corda flows.
The addition of the verification agencies extends the flow
of creating a power promise. When a promise is created,
it is sent to a verification agency (or multiple, if present) for
examination. The agency checks the values of the two added
metadata fields — the production manner, and the one which
simulates the producer’s claim on whether the power comes
from a renewable source or not. In the current prototype, the
production manner is randomly set to either ‘solar’, ‘thermal’
or ‘wind’. The other field is randomly set to ‘true’ or ‘false’.
If the manner is ‘wind’ or ‘solar’, the agency does not check
the other field’s value, since a renewable source is considered
a benefit regardless of the producer’s claim. If the manner is
set to ‘thermal’, then the agency verifies the creation of the
power promise only if the other field is set to ‘false’, showing
that the producer in a way ‘‘admits’’ that the energy source
is not renewable. The way in which verification is done is
through signing. If the agency signs the transaction, the flow
continues and the promise is verified. Otherwise, the flow is
stopped and the power promise does not get created.Of course
this is merely a simplified system meant to simulate the real
world. In production, not all verification agencies would take
part, and an unverified power promise, i.e. one not attested
by anyone but the producer or prosumer, would be permitted,
just less trusted.

The introduction of speculator nodes changed the power
promise creation flow, and the flow for the delivery check.
The power promise is extended by checking if the flow was
initiated by a speculator. If yes, the flow is stopped, since
the speculator is prohibited from creating a power promise.
The flow for delivery check is the last flow which, in a
way, completes the life cycle of a power promise and is
triggered when the power promise deadline is reached. After
the delivery of the promised power, it is checked whether
the owner of the power promise is a speculator. If yes, the
speculator pays a fine, since it is prohibited from buying
energy and can only own power promises before they get
delivered.
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V. EXPERIMENTS
We conducted performance and memory use experiments on
both basic and extended implementations of the DREAMsys-
tem. Some basic performances measurements were described
in [4], but all experiments were done solely on one computer.
Experiments presented in this paper use an actual distributed
network of nodes. The DREAM system is designed and
created using Corda DLT technology which is meant to be
used on a network of connected nodes. Systems can be tested
on a single machine like in our previous paper, but such
setups should be only used for preliminary results, since
they do not take into account network latency, time syn-
chronization, different physical node machines, inconsistent
node data and other overheads associated with distributed
systems.

Therefore, we created a distributed environment in
which we could properly test DREAM’s performance.
In order to better capture the scaling capabilities of
the application, we performed twelve experiments on a
Beowulf computer cluster described in the next subsection.
The first six experiments were done using the original
implementation introduced in [4], while the rest use the
same cluster to test the extended implementation of the
application IV-B.

A. EXPERIMENTAL SETTINGS
Developing applications on public blockchains (and similar
publicly accessible distributed systems) is relatively easy
from a developer’s perspective as the underlying architecture
is provided by the network itself. Therefore, the whole
effort there is focused on implementing only application
logic and, in some way, paying for the use of the network
infrastructure (in most cases with native cryptocurrency).
This can initially seem as an advantage but it inherently
makes it impossible to accurately predict performance or
make any kind of performance guaranties. Additionally,
operation costs of public blockchains vary with demand.
In times of increased demand, different users are practically
out-bidding one another for resources and even the highest
bidders can feel performance crunches. This behavior can
increase operation costs of applications up to a factor of ten
and make effective performance testing quite impossible and
non-deterministic [66]. Contrary to public distributed ledger
networks and blockchains, private ones are fully managed
by network owners which are in charge of the setup and
maintenance. This is challenging form the perspective of
network managers and the barrier for bootstrapping such a
system is high because of extensive work needed to start
and setup all the nodes. But, when initial work is done, the
higher level of stability, control and cost efficiency can be
achieved when using private distributed ledgers. Therefore,
our decision to choose Corda as the underlying technology
for developing the DREAM application brought with it
full control over the network and opened up a possibility
for producing deterministic and precise performance and
memory use metrics.

1) EXPERIMENTAL INFRASTRUCTURE
All experiments were performed on a Beowulf cluster
composed of four general purpose computers. Different
computers run different Corda nodes, so, for the sake of
convenience we named them: Omega, Alpha, Beta and
Gamma. Because Corda network participants are called
nodes and computers which are part of the cluster are also
called nodes, in order to avoid confusion, in further text we
will call Corda nodes simply nodes and nodes in the Beowulf
cluster physical nodes. A high level overview of physical
nodes and their connections in the cluster is presented in
Fig.5. All physical nodes are connected through a local
network and can communicate with one another. Omega
is additionally given a public IP address and it acts as a
gateway to the rest of the network. Therefore, to connect to
the network from outside, Omega is used as an entry point.
Consequently, the proxy web server which is used to interact
with the DREAM network is also launched on the Omega
physical node. From there it can access all other Corda nodes
in the network while also being easily accessible to all other
applications and users who want to use network trough the
proxy’s REST API.

FIGURE 5. Cluster infrastructure for experiment auto-exp-0.

In all experiments, each physical node in the cluster is
exclusively used to run different Corda nodes. All software
nonessential for tests is terminated on all physical nodes. This
will probably not be the case in a real-world setting, but we
decided to go with such a setup in order to make accurate
measurements and to try to reduce noise.

Fig. 5 represents state of the network in the first experiment
we conducted (auto-exp-0). In it, Omega hosts the Power
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company and Notary Corda nodes, Alpha hosts only the
Prosumer, Beta hosts the Producer and Customer while
Gamma hosts the Grid authority. Each following test only
increases the number of Corda nodes on each physical node
in the cluster, and the general infrastructure is not changed.
One physical node can hosts up to 7 Corda nodes with a
total maximum number of 33 Corda nodes in the whole
network. This should represent a middle sized microgrid
and help us see how the application performance scales as
we increase the number of nodes in the network. As we
increased the number of nodes we also made sure that the
type of nodes present in the experiments will mirror real
world scenarios. Prosumers, customers and producers are
represented in greater numbers than power companies and
producer entities which are expected to be less numerous in
the real world scenarios.

All the Corda nodes in the network should be in some
way connected to the power grid in order to monitor power
production and consumption. Gathered data represents input
to the system and requires smart electricity meters. Our
experiments simulate a connection to the power grid which
makes the performance testing much faster, safer, and easier.

The physical nodes in the cluster are general purpose
computers and not all of them have identical configurations.
Such a setup more closely resembles the real-world scenario
in which different participants run DREAM nodes on
their computers which do not necessarily have the same
specifications. The detailed specification of the physical
nodes used in the testing is described in Table 1.

TABLE 1. Configuration of nodes in cluster.

All four nodes in the cluster have been equipped with
the same software. The nodes are running a Ubuntu Server
22.04 LTS which is the only operating system installed on all
the nodes in the cluster. The remainder of the used software
and their respective versions are shown in Table 2.

TABLE 2. Software used on nodes.

For measuring power consumption and other electricity
metrics, we used a C.A. 8336 (Qualistar+) [67] with
three-phase network analyzer and color graphic display Fig 6.
It can have three roles and be used to:

• Measure RMS values, powers, and perturbations of
electric distribution networks.

• Deliver a snapshot of the principal characteristics of a
three-phase network.

• Track the variations of various parameters over time.

FIGURE 6. The C.A. 8336 measurement instrument [67].

Our main use of the instrument was to track the power
consumption of the computer cluster over time. All the four
physical nodes were connected to one power source and the
instrument was measuring power characteristics of the whole
network of nodes. A schema which shows how we connected
the measurement instrument to our cluster is shown in Fig 7.

B. EXPERIMENTAL PROCESS
In this subsection we describe the experimental process
and explain reasoning behind measurements we conducted.
We performed two different sets of performance measure-
ments. The first set was focused on performance of the
network from the computer science perspective. We mea-
sured the use of computer resources while performing
different kinds of transactions on the DREAM platform.
In the second set of experiments we used the instrument to
measure power consumption and other characteristics of the
electrical grid which was used to power the platform during
some of our experiments performed in the first set.

System is created in a way that each participant in
the network is represented by one Corda node. As the
network is distributed and new participants are incentivized
to join, we concluded that this will be the most common
change happening in the network. Therefore, as natural
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FIGURE 7. Power measurement schema .

scalability of the network is manifested by an increased
number of Corda nodes, this was the first thing we set
out to test. Conveniently, increasing the number of nodes
in the distributed system is generally a good strategy for
testing its scalability. We followed performance metrics from
the minimal sized network of 7 nodes to the maximal size
network of 33 nodes. Additional increase of Corda node
numbers required hardware improvements which are not
currently possible. Furthermore, we theorized that existing
experiments were enough to distinguish trends in resource
consumption which ended up clearly forming and are further
discussed in Section VI.

Twelve experiments which measure the use of computer
resources were done in total and they are clustered in two
batches. The first batch consists of six experiments and they
differ in the amount of Corda nodes which are started up on
each physical node. The conducted experiments are:

• auto-exp-0 - Represents the minimal number of nodes
which need to be started up in order for the DREAM
network to run properly. This means running each
different kind of Corda node only once. The layout of
the Corda nodes over the physical nodes is:

– Omega: Power company and Notary.
– Alpha: Prosumer.
– Beta: Producer and Customer.
– Gamma: Grid authority.

• auto-exp-1 - Adds new producer and customer nodes to
the ones featured in auto-exp-0. The layout of the Corda
nodes over the physical nodes in this experiment is:

– Omega: Power company and Notary.
– Alpha: Prosumer and Producer1.
– Beta: Producer and Customer.
– Gamma: Grid authority and Customer1.

• auto-exp-2 - Adds new producer and customer nodes on
top of the existing auto-exp-1 nodes. The layout of the
Corda nodes over the physical nodes is:

– Omega: Power company, Notary and Producer2.
– Alpha: Prosumer and Producer1.
– Beta: Producer, Customer and Customer2.
– Gamma: Grid authority and Customer1.

• auto-exp-3 - Adds five prosumer nodes on top of the
auto-exp-2 nodes as they are the most likely new nodes
to appear in real world use case. The layout of the Corda
nodes over the physical nodes is:

– Omega: Power company, Notary, Producer2 and
Prosumer1.

– Alpha: Prosumer, Prosumer1 and Prosumer2.
– Beta: Producer, Customer, Customer2 and Pro-

sumer3.
– Gamma: Grid authority, Customer1, Prosumer4 and

Prosumer5.

• auto-exp-4 - Adds five customer nodes on top of the
auto-exp-3 nodes. The layout of the Corda nodes over
the physical nodes is:

– Omega: Power company, Notary, Producer2, Pro-
sumer1 and Customer3.

– Alpha: Prosumer, Prosumer1, Prosumer2, Cus-
tomer4 and Customer 5.

– Beta: Producer, Customer, Customer2, Prosumer3
and Customer6.

– Gamma: Grid authority, Customer1, Prosumer4,
Prosumer5 and Customer7.

• auto-exp-5 - Adds three producer, three prosumer and
four customer nodes on top of the auto-exp-4 nodes. The
layout of the Corda nodes over the physical nodes is:

– Omega: Power company, Notary, Producer2, Pro-
sumer1, Customer3, Producer3, Producer4 and
Producer5.

– Alpha: Prosumer, Prosumer1, Prosumer2, Cus-
tomer4, Customer 5, Prosumer6, Prosumer7 and
Prosumer8.
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– Beta: Producer, Customer, Customer2, Prosumer3,
Customer6, Customer8 and Customer9.

– Gamma: Grid authority, Customer1, Prosumer4,
Prosumer5, Customer7, Customer10 and Cus-
tomer11.

These experiments compose the first batch. The second
batch of the experiments was done on the extended version
of the DREAM platform (as described in Section IV-B).
We wanted to do exactly the same experiments as in the
first batch with added new node types and the introduction
of additional functionalities. This was done in effort to
see how the system scales, not just by adding more of
the existing nodes, but also by extending the application
logic and introducing new types of nodes which perform
novel responsibilities in a distributed network. All the
new experiments in the second batch are named by their
counterpart in the first batch with the addition of letter e.
Therefore, auto-exp-e-0 is the counterpart of auto-exp-0,
auto-exp-e-1 is counterpart of auto-exp-1, etc. The layout
of the Corda nodes over the physical nodes in extended
experiments (second batch) mirrors layout from the basic
experiment (first batch) with addition of new node types.
Thus, we will not write a detailed node layout for extended
experiments as it can be easily deduced by just adding the
following nodes to their basic experiment counterparts:

• Alpha: Verification agency.
• Beta: Speculator.
• Gamma: Energy storage provider.

All basic and extended experiments are each conducted ten
times. This is done in order to measure the variance. Conse-
quently, running experiments in ideal conditions (without any
technical problems) can take weeks. This is not a problem
while measuring only the use of computer resources, as it
can be done fully remotely. On the other hand, measuring
power consumption is more demanding and cumbersome
undertaking, so only a subset of all experiments has power
consumption statistics attached to them. This subset consists
of: auto-exp-0, auto-exp-3, auto-exp-5, auto-exp-e-0, auto-
exp-e-3, and auto-exp-e-5.

Although all the listed experiments differ in number and
type of nodes that are started in the experimental process,
they all follow the same basic flow we named the atomic
experiment flow. The atomic experiment flow contains four
steps:

• Corda nodes are started on all physical nodes.
• One of the following commands is run: create power
promise, create auction, or create bid in batches of 1,
10, and 100 transactions respectively. Corda node
performance is measured on all the four physical nodes.

• The performance data is gathered.
• The Corda nodes are stopped on all the physical nodes
and their databases are purged. Additionally, all the
remaining data produced by previous steps is removed
from the physical nodes. This step is done in order to

insure that the next experiment will be executed in the
same settings as the previous one.

Therefore one experiment, e.g., auto-exp-0 is composed
of thirty individual atomic flows defined above. At the
beginning of the experiment ten atomic flows which measure
the performance of the create power promise command are
executed. Thereafter, ten atomic flows which measure the
performance of the create auction command and create bid
command are executed respectively.

This all resulted in a total of n = 1080 different
measurements. Half of the measurements represent the basic
experiments, and half are of the extended form. Of the total
number of experimental cases n′

= 12 have had their energy
consumption measured.The data originates from filtering and
analyzing the logs of the experiments conducted on the
Beowulf cluster. The logs were filtered to only include the
relevant information, and then aggregated on the level of a
single experiment instance. This was done by a CLI Python
code whose source code is available on request alongside the
raw data as well as the processed data, and the R source code
used to process it.

1) EXPERIMENT AUTOMATION
The experimental process we use requires numerous steps
and can be very tedious if done manually. Consequently, all
the experiments are conducted automatically by using Shell
and Python scripts. The scripts were written in advance and
distributed on all physical nodes. They are used for process
orchestration, performance measurements, result collection,
data pruning, and any additional steps required for running
one experiment. The scripts use the SSH and HTTP protocols
for communication and data transfer between the physical
nodes and the experiment initiating machine. Fig. 8 gives an
overview of the scripts used for the performance testing and
their distribution over physical nodes.

The experiment initiating machine is not part of the com-
puter cluster and does not run any Corda nodes. Therefore,
its specifications is not relevant for presenting and discussing
experimental results. However, it plays an instrumental
role in the experimental pipeline and scheduling of the
execution steps. The prepare-build.sh, run-nodes.sh, run-
experiment.sh and stop-nodes.sh scripts are run exclusively
on the experiment initiating machine and used to remotely
initiate all the experimental steps on the Beowulf cluster by
the use of SSH protocol. The prepare-build.sh is the entry
point for each of twelve conducted experiments. It is used for
building all Corda nodes according to the predefined Corda
over physical node layout associated with each experiment,
copying the binaries required for running Corda nodes on
physical nodes, and, finally, installing any other dependencies
on the physical nodes.

The run-nodes.sh script initiates each atomic experiment
flow by running all the Corda nodes included in a given
experiment on the remote computer cluster while also running
the Corda network proxy on Omega. The run-experiment.sh
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FIGURE 8. Automated performance measurements scripts.

script is started after the run-nodes.sh and is responsible for
running and orchestrating all the python scripts distributed
on the physical nodes. It first runs the create-PP.py script
on the Omega node which calls the Corda network proxy
over HTTPS and begins transaction creation. Additionally,
the script runs the performance-non-exec.py scripts in parallel
on Alpha, Beta, and Gamma nodes which are used for
gathering performance data. After finishing the performance
measurements for power promise creation, run-experiment.sh
then runs the create-auction.py and the create-bid.py scripts
respectively, in the same manner as create-PP.py.
Successful termination of run-experiment.sh means that

performance data on all tree commands (create power
promise, create auction, and create bid) is successful for the
given experiment and that data can be gathered by the use of
the combine-results.sh script.
Finally, after performance data creation and result gath-

ering, the stop-nodes.sh script is started in order to finish
the atomic experimental flow by stopping Corda nodes and
deleting all data generated by the previous scripts (including
Corda node databases). This step provides a clean slate for
running the next atomic experimental flow in exactly the same
conditions as previous ones.

VI. RESULTS
In this section we present the results of performance
and power consumption measurement as described in
Section V.The analysis is focused on the time and memory
usage of the experiments, and the carbon footprint of
the energy used in the experiments. Time and memory

analysis are result of the first set of measurements which
are focused on network performance from computer science
perspective. While carbon footprint analysis is the result of
the second set of measurements which measured system’s
power consumption. Each analysis focuses on one specific
outcome variable and tracks how it changes when observed
over the number of requests processed, the number of nodes
used, and the type of experiment.

The analysis has been conducted using a specialized
Python analysis tool in order to parse the experiment logs and
create from them a comprehensive database ofmeasurements.
Selected elements of this database are aggregated and
exported in CSV form for analysis by a script written in the
R programming language.

The analysis is split into three sections:

1. Time analysis
2. Memory analysis
3. Carbon footprint analysis

A. TIME ANALYSIS
The first plot (Fig 9) shows the variation of time with the
number of nodes versus the command executed and the
number of requests. This plot can be interpreted so as to
analyze the relative processing time required for any given
command, as well as the sensitivity of this relationship to
the number of nodes communicating, and the scaling factor
showing how the numbers change as the number of requests
changes.

FIGURE 9. Time vs Nodes viewed over Command and Number of
Requests (Non-Extended implementation).

As can be seen clearly from the plot, the number of
nodes is entirely irrelevant to the Create Power Promise
command, and interacts very weakly when there are only 1 or
10 requests. It takes 100 requests for the number of nodes to
start having a noticeable effect. The number of nodes has a
much more pronounced effect on the time taken for the other
commands. In those instances, it is clear that the relationship
is a linear one, meaning that the communication, consensus
delay, seems to be one that scales linearly, an important
insight for future work.
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The same can be repeated using extended experiments
which feature more complex processing (Fig 10). Exact same
pattern emerges, without any apparent deviation.

FIGURE 10. Time vs Nodes viewed over Command and Number of
Requests (Extended implementation).

Next analysis step is to see if there is additional information
to be gleaned when it comes to requests versus time. To this
end, data is filtered to select the cases with very few nodes,
a medium number of nodes and a very large number of
nodes. Then we plot the relationship between time and
number of requests (Fig 11). We start with the non-extended
cases.

FIGURE 11. Time vs Requests viewed over Nodes and Commands
(Non-Extended implementation).

The analysis of the graph clearly shows that there is
a predictable linear increase as the number of requests
increases. This is true for all commands and all numbers
of nodes, though the slopes differ. Note that the sharpness
of the increase varies with the number of nodes, and with
the command. The Create Power Promise command shows
relatively modest increase and is not, as previously observed,
affected by the number of nodes. The other two, however,
do show an increase, and show, furthermore, that the slope
of the increase is steeper as the number of nodes increases.
This indicates increasing scaling costs as the number of nodes
increases. We can compare this to the plot (Fig 12) of the

extended case and note that the exact same pattern can be
observed.

FIGURE 12. Time vs Requests viewed over Nodes and Commands
(Extended implementation).

B. MEMORY ANALYSIS
The amount of memory used in the experiment is measured
in bytes, but will be converted to megabytes for display
and ease of interpretation. Note that this means megabytes,
as in 106 bytes, not Mebibytes, i.e. 220 bytes. For purposes
of this analysis the memory usage measured is based on
what Linux reported as the RSS (Resident Set Size) of the
process. Naturally, this means that the result isn’t precise but
it should be sufficiently correlated to actual memory usage
for purposes of comparison.

The first plot (Fig 13) to consider is the variation of
memory usage with the the number of nodes versus the
command executed and the number of requests. Much like in
the case of time analysis this permits simultaneous analysis
of the relative memory consumption of various commands,
as well as how this is influenced by the number of requests
processed and the number of nodes. Unlike as in the time
analysis, we do not necessarily expect a linear relationship
to become apparent as it is not unreasonable to expect that
the memory consumption of processing one request is not
much different than processing e.g. ten, assuming reasonably
optimized execution.

The results of memory analysis are absolutely clear, the
usage of memory is entirely dominated and determined by the
number of nodes executed. Hardly anything else matters. This
indicates that the memory footprint, once the infrastructure
is running is not high. No effect seems to be visible from
the number of requests, and the command executed seems
to have a very limited effect. The same can be repeated
using extended experiments which feature far more complex
processing (Fig 14) while exhibiting same memory use
patterns.

As with the analysis of time taken, analysis of the number
of requests is important. We select the number of nodes
in such a way to create three groups representing the low,
medium, and high number, and plot the memory use by
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FIGURE 13. Memory usage vs nodes and requests (Non-Extended
implementation).

FIGURE 14. Memory usage vs nodes and requests(Extended
implementation).

number of requests (Fig 15). As can be clearly seen, memory
use does not interact to any significant degree with the
number of requests processed. There is no adverse scaling
related to processing large volumes of data visible at these
scales: the number of nodes is the dominant factor. The
exact same thing can be seen when looking at the extended
experiment set (Fig 16).

C. CARBON FOOTPRINT ANALYSIS
Before we begin carbon footprint analysis we need to address
main assumptions made when computation of the carbon
footprint of the energy used in the experiments is conducted.
The carbon footprint for a given amount of electrical energy
can vary dramatically. We have based our estimate on
Ember’s 2023 [68] and 2022 [69] yearly electricity reviews
and Energy Institute’s Statistical Review of World Energy
from 2023 [70]. These datasets provide the carbon intensity of
electricity generation in grams of CO2 per kilowatt-hour for a
large number of countries. We have used the average carbon
intensity for the countries in which the computing cluster
is located. This is a simplification, as the carbon intensity
of electricity generation can vary within a country, and the

FIGURE 15. Memory usage vs nodes and requests(Non-Extended
implementation).

FIGURE 16. Memory usage vs nodes and requests(Extended
implementation).

carbon intensity of electricity generation is not the only
factor that determines the carbon footprint of electricity use.
However, we believe that this is a reasonable simplification
for the purposes of this analysis.

The value we have chosen to use is the average based on
all countries in the cited dataset for the year 2022. This is
the most recent year for which data is available. The average
carbon intensity of electricity generation for the countries in
which the computing cluster is located is 365.3805708 in
gCO2
kWh which is 0.1014946 gCO2

kJ , and is the value used for the
computations in this analysis.

Carbon footprint analysis is done on a subset of the data,
since not all experiments have had their energy consumption
measured. Given a smaller data set, it is not practical to
plot the data in the manner we have used thus far, nor do
descriptive statistics hold much value. Therefore, the data
gathered by energy consumption measurement are presented
in Table 3.

Dominant factor in carbon footprint is the number of nodes,
as it can be observer fairly comprehensively from Table 3.
This same relationship can be seen visually either when the
carbon footprint is plotted against nodes for all commands,
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TABLE 3. Measured carbon footprint of the energy used in the experiments.

as on Fig 17. Viewed all on one plot the same data is shown on
Fig. 18. What we can see is that even when running together
all commands and the extended versus the non-extended
experiments, the carbon footprint is entirely dominated by
the number of nodes. The command executed and the type
of experiment have a predictable effect, but not a dramatic
one.

FIGURE 17. Carbon footprint vs Node.

FIGURE 18. Carbon footprint vs Node in single plot.

Away to put the carbon footprint results into perspective is
to estimate the carbon footprint per transaction and compare

it to a typical technology used in similar solutions. We have
selected the Ethereum blockchain as the point of comparison
and we have focused on the PoS variant of the chain since that
is the far more energy efficient and modern iteration. We will
compare the most carbon-intensive experimental case on our
end (0.1869132 grams of CO2 with the carbon footprint
of an Ethereum transaction as reported in the literature,
specifically by Tian [71]. We have selected an NFT minting
transaction as the one to compare against as it represents a
reasonable but not excessive amount of work with the error
being in Ethereum’s favor to make sure that the comparison
is maximally fair to Ethereum.

The amount reported for NFT minting is 0.02 kg of
CO2 per transaction which means that in this comparison
our solution is approximately 106 times more efficient than
Ethereum when comparing the most carbon intensive case
with an NFT minting transaction. Presented results show that
a significant amount of saving can be achieved by using DLT
systems like Corda and should encourage future researchers
and software developers to test alternative technologies when
designing their applications.

D. RESULTS SUMMARY
The results of this analysis can be summarized by the
following principal findings:

1. The execution time scales linearly with the number
of requests processed. The slope is dependent on the
command being executed and the number of nodes
used.

2. The number of nodes in most cases does not increase
execution time. However, an increase is visible in case
of a large number of nodes executing a command other
than the creation of a power promise.

3. The memory usage is entirely determined by the
number of nodes usedwith an increase of the number of
nodes leading directly to an increase of memory used.
The number of requests processed have no significant
impact.

4. The extended implementation of DREAM intro-
duces valuable new features without any noticeable
performance penalties. This indicates that application
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scales well when it comes to vertical feature
enhancements.

5. The carbon footprint, based on available data,
is strongly determined by the number of nodes used,
with more nodes leading to a larger impact. The
command executed has only a limited impact.

6. The carbon footprint of the most carbon intensive
experiment is 0.1879132 grams ofCO2 per transaction.
This is 106.43212 times less carbon intensive than the
average comparable transaction on the Ethereum used
most often in similar solutions.

Presented findings show that computer resource consump-
tion has linear tendencies. More importantly, the paper shows
that power consumption of the whole distributed application
is much smaller compared to similar applications which
use other popular technologies like Ethereum. Findings
have potential to impact the industry and more parties
should consider using alternative DLT technologies like
Corda instead of defaulting on popular Ethereum-based
solutions. This is especially true in situations where moderate
resource consumption is a higher priority than excess security
combined with abundant data redundancy.

VII. CONCLUSION
In this paper we presented a performance evaluation of
a DLT-based platform for renewable energy trading. It is
based on the Corda DLT and allows users to trade with
information-rich electrical power promises. Corda allows our
solution to be scalable while using very little additional
energy. The system is designed to allow users to have
privacy levels which are not easily achievable using public
blockchains, such as Ethereum, which are currently a typical
choice for DLTs used in similar energy trading systems.

The performance analysis we performed which measured
time taken, memory consumption, and power consumption
(which was subsequently used to estimate carbon footprint)
shows mostly expected results with some surprises. The
expected results include results such as that the execution
time of all commands scales linearly with the number of
requests processed, while number of request does not have
a significant impact on use of memory. Further, memory use
is entirely dominated by the number of nodes which, in most
of the cases, does not negatively impact execution time. The
carbon footprint is strongly determined by the number of
nodes where commands executed have only limited impact.
The most important result which we found and which was
unexpected is that the carbon footprint of a typical DREAM
transaction is around 100 times smaller than that of an
comparable Ethereum transaction.

Our plans for future work are focused on connecting
DREAM to a real power grid and replacing simulated data
with real data gathered directly from smart power meters.
Although we have tested the system in a distributed setting
and gathered data which emulates real word use, we still

need to connect system to a micro grid and gather additional
performance results.

Further application improvements will be focused on the
user interface and usability of the application. The automation
of trading based on user preferences would also be beneficial
and is planed as further work. It would increase the usability
of the system by reducing human input required for receiving
full system benefits. These features, along with actual test
results of DREAMworking within a micro grid environment,
will allow future production use of the proposed platform.
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