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ABSTRACT Hate speech on online platforms, characterized by discriminatory language targeting
individuals or groups, poses significant harm and necessitates robust detection methods for digital safety.
Recognizing the ease with which individuals can engage in such speech online, our study delved into
detecting Turkish hate speech using deep learning algorithms and natural language processing techniques.
We developed innovative methodologies, including a k-means+textGCN classifier with BERT, which
marked the first such attempt in the literature, and explored multiple vector representation techniques such as
Term Frequency,Word2Vec, Doc2Vec, and GloVe. Additionally, we investigated various learning algorithms
and natural language processing techniques, conducting thorough evaluations on three distinct Turkish
hate speech datasets. Notably, our newly presented algorithm exhibited superior performance, achieving
an impressive F1-score of 87.81% on the 9K dataset, showcasing advancements in hate speech detection and
contributing to a safer online environment.

INDEX TERMS Graph convolutional network, hate speech detection, machine learning, natural language
processing, toxic speech, Turkish social media.

I. INTRODUCTION
It is obvious that communication methods are constantly
changing from past to present. When we consider the
concept of technology today, we can see that the concept
of communication has merged with technology and shifted
towards the social media side in parallel with advancements
in technology. In recent years, there has been an exponential
increase in the use of online platforms for communication,
leading to the growth of social media networks [1]. There
are both positive (constructive) comments and offensive (hate
speech) comments made to people on social media. The most
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approving it for publication was Omer Chughtai.

striking part of these comments is ‘‘hate speech’’, which will
be explained in detail in the next section.

A. WHAT IS HATE SPEECH IN SOCIAL NETWORKS
Hate speech refers to any form of communication expressing
hatred towards a specific group or individual based on
attributes like race, religion, gender, or sexual orientation.
Briefly, hate speech can be viewed as a form of digital
bullying, facilitated by modern technologies [2].

It is a way of saying situations that people have difficulty
in expressing in daily life or that they think they will
get overreaction when they express it, by using a secret
identity (nickname) when ‘hate speech’ is examined detailed.
Because of such protective and facilitating factors, it is
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easier to make hate speech on online platforms [3]. The
expressions that make up hate speech are to some extent
personal and require a background study on the subject
for their detection. Negative expressions containing hate
speech in social media are constantly produced in different
channels, and these contents are quickly distributed over the
internet, again through social media, to provide access to
a larger number of audiences. Such bullying is observed
on social media messaging or gaming platforms, as well as
on mobile phones. These types of bullying behaviors are
aimed at intimidating, angering, frustrating, or embarrassing
the targeted individuals, and they are reflected in a negative
way towards the emotions of others [4]. The concept of hate
speech, especially targeting children and young people, also
affects other people who are exposed to it with different
negative feelings. Therefore, daily interactions on social
media, due to the high number of posts, are among the most
primary factors for the increase in hate speech on social
media.

The person who engages in hate speech often uses hate
speech to more emphatically express their reaction to a
situation or event. This behavior is supported by people
who have the same thought but cannot express themselves
in this way, which is the majority of the followers. In this
case, it results in people who make hate speech gain more
followers in a shorter time [3]. Figure 1 shows hate speech on
social media and its effects on people. Hate speech on social
media can turn into much bigger problems than unhappiness
that will affect people’s daily lives. According to Figure 1,
emotional people are particularly affected by hate speech they
see on social media. In addition, children or adolescents who
have not completed their personal development at a sufficient
level are influenced by the discourses on social media and
shape their opinions without questioning what is right or
wrong.

FIGURE 1. Illustration of hate speech on social media.

B. WHAT ARE THE CHALLENGES FOR HATE SPEECH
DETECTION IN SOCIAL NETWORKS
Due to the vast volume of content generated on social media,
manual detection of such materials is not practically feasible.
Therefore, there is a need for systems that can automatically
filter such content using artificial intelligence for effective

identification [5]. This way, reliance on human effort is
reduced in the detection of disturbing content.

Detecting hate speech in social networks poses a multi-
faceted challenge owing to contextual ambiguity, the intricate
nature of multimodal content, language evolution, and
cultural diversity. The presence of sarcasm, irony, biases
in training data, and the imperative to ensure user privacy
during detection further complicates the task. Overcoming
these challenges demands not just advancedmachine learning
(ML) techniques but also a commitment to ethical consider-
ations and interdisciplinary collaboration [6], [7].

Despite the efforts of social media personnel to counter
hate speech content through specific policies, the sheer
volume of such content is making prevention increasingly
challenging. Consequently, social media employees are
compelled to formulate their own policies for the prevention
of hate speech [8], [9].

We can address the issue of hate speech from
two main perspectives: technical perspective and social
perspective:

1) In technical perspective; one of the main challenges is
accurately defining and identifying hate speech since
between hate speech and free speech can be subjective
and context-dependent, making it hard to create an
objective set of criteria for recognition. Moreover, hate
speech can take several forms, including subtle and
coded language, making it challenging for automated
systems to precisely distinguish and classify hate
speech [10].

2) In a social perspective; one of the biggest challenges
is addressing the diversity of languages, dialects and
cultural nuances present. Different languages have
different expressions and slang that can be used as hate
speech. Another social challenge is the ever-evolving
nature of hate speech. As social norms and language
usage may change over time, hate speech evolves.
There are also ethical concerns such as misrecognition
of hate speech as well as suppression of freedom of
expression. In short, hate speech recognition depends
significantly on both the intention of the user and the
context in which the speech is used [11].

Detecting hate speech on social media is a subject that
has been studied by many researchers for numerous years.
In this context, Figure 2 displays the distribution of SCI-E
articles published in English on Web of Science (WoS) until
January 25, 2024, over the past five years. To establish
this distribution, a search was conducted on WoS using the
keyword ‘hate speech.’ Since this study is not a systematic
mapping study, a more detailed search was not conducted, but
comprehensive analyses of this subject in the literature were
also reviewed [12], [13], [14], [15].

It is known that the amount of hate speech on social
media has increased, especially due to wars and immigrant
movements in recent years. Since it is such a common and
important problem, studies on English are increasing day by
day. However, unfortunately this is not valid for Turkish.
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There are only a handful of studies and shared data sets to
detect the Turkish hate speech problem [8], [9].

By inspiring from this very important necessity, we aimed
to develop a novel methodology based on recent technologies
in order to detect hate speech in Turkish social media.

FIGURE 2. Number of papers on hate speech in WoS between 2019
and 2024.

C. WHAT ARE THE LIMITATIONS AND EXISTING GAPS IN
TURKISH HATE SPEECH DETECTION IN
SOCIAL NETWORKS
When examining recent research on hate speech detection in
social media, it becomes apparent that studies in the English-
Hindi languages [16], [17] dominate the literature. Upon
closer inspection, it is evident that there are fewer studies
conducted in languages other than English and Hindi. This
can be attributed to the inadequacy of publicly available
datasets in different languages and the structural complexities
of various language constructs. Looking at studies on hate
speech in the Turkish language [18], [19], it is apparent that
the structural differences of the language and the limitations
of available datasets necessitate a greater number of research
endeavors. Structural differences of the Turkish, some words
transferred from foreign languages to the Turkish language,
special expressions used culturally, local words, differences
such as accent, dialect, proverbs and idioms make it very
tough to create a hate speech detection model and study in
Turkish. It could be beneficial for the researchers summarize
briefly the Structural differences between Turkish and other
languages also in order to emphasize the contribution of this
work:

1) There are differences in morphological analysis such as
syntax, sentence structure etc. [20],

2) Turkish has a very complex grammar [20],
3) There are more punctuation marks which provide

semantic differences among phrases [20],
4) Turkish has a more wealth of words and diversity in

compare to other languages [20],
5) There are idioms and phrases specific to Turkish [21],
6) The suffixes and root structures of words are different

from English [21].
The increased prevalence of online hate speech has led to

significant concerns about the impact on public safety and

social harmony. In some countries, as in Turkey, individuals
or institutions exposed to hate speech are protected by law.
The detection of hate speech in online platforms is, therefore,
a critical task. To tackle this issue, researchers have developed
various methods for automatically detecting hate speech in
online content using ML. ML is a powerful tool that can
be used to identify and classify hate speech accurately by
analyzing large volumes of text data. Previous studies on hate
speech detection using ML techniques have utilized different
ML algorithms, including deep learning, unsupervised and
supervised learning, and transfer learning to detect hate
speech in online content [5], [6], [7], [8], [9].
The main objectives of this study:
• Focus on detecting hate comments in the Turkish
language using three different datasets, with two datasets
specifically prepared for this study.

• Conduct a comprehensive review of existing literature
to examine various approaches to hate speech detec-
tion, including feature engineering techniques, machine
learning (ML), and deep learning models.

• Employ several techniques for generating word embed-
dings, such as TF, Word2Vec (using CBOW and Skip-
gram models), Doc2Vec (using PV-DM and PV-DBOW
approaches), GloVe, and BERT.

• Utilize ML algorithms like Random Forest (RF), Naive
Bayes (NB), Support Vector Machines, textGCN, and
deep learning approaches like LSTM and BiLSTM,
along with various feature engineering techniques like
word and character n-grams and Count Vectorizer for the
classification phase.

When the studies conducted in recent years on detecting hate
speech on social media are scanned, the studies in English-
Hindi languages [16], [17], [22], [23] stand out the most in
the literature. There are also studies in different languages
such as German and Italian [24], Bangladesh’s Bangla [25],
Arabic [26], [27], Kazakh [28], Romano-Urdu [29] and
Indonesian [30]. This briefly shows us that there are fewer
studies in other languages except English-Hindi. The reason
for this is thought to be the inadequacy of publicly available
data sets for different languages and structural difficulties in
different language structures. For example, when we look
at the studies on hate speech in Turkish [19], [31], [32],
it is seen that there are relatively fewer studies compared to
studies in other languages, due to the structural differences
of the language and insufficient resources such as data sets,
dictionaries, models. This situation is actually like a vicious
circle; as the resources are less, fewer studies are being done
and as a result, the number of resources does not increase
significantly and ultimately researchers who want to work
in this field unfortunately prefer to work on languages other
than Turkish. Considering that Turkey ranks 7th in the world
in terms of X platform usage,1 this situation is not fair at all.
Therefore, themain purpose of our study is to attempt to fill in
the gaps, such as the lack of resources and models regarding

1https://twitter.com/DrDataStats
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the Turkish hate speech problem, and to report the analysis
results of our studies. To be more detailed, this study offers
the following important contributions that are not available in
the literature on the problem of Turkish hate speech:

• Presentation of two new Turkish hate speech detection
datasets, which are valuable due to the scarcity of
Turkish datasets on this topic. These datasets are shared
as open source on Github for researchers in this field.

• Introduction of techniques such as BERT, GloVe,
doc2vec, and textGCN for addressing Turkish hate
speech detection, which have not been extensively
explored in previous studies.

• Conducting analyses using a combination of ML and
deep learning algorithms, as well as ensemble tech-
niques, on Turkish hate speech datasets to explore and
share the results obtained.

• Comparison of experimental results with those of
an existing study, demonstrating the importance and
effectiveness of the methodology used in this study for
achieving superior performance in hate speech detection
compared to previous research.

The rest of the article is organized as: Section II provides
an overview of previous studies and available datasets on
hate speech detection. Background technologies that are used
in this study are presented in Section III. The methodology
employed in this study is detailed in Section IV. Section V
presents the experimental study and provides a detailed
discussion of the results. Finally, conclusions of the research
are presented in Section VI.

II. LITERATURE REVIEW
Almaliki et al. [33] identified hate speech on social media by
introducing the Arabic BERT-Mini Model (ABMM). A total
of 9352 Arabic tweets were gathered from X and classified
into three distinct categories, namely normal, abusive, and
containing hate speech.Word representations were created by
using embedding techniques, and then BERTmodel is used to
predict Arabic hate speech. They also used some ML models
and deep learningmodels to compare their performances with
the proposed ABMM model. Compared with these models,
the proposed ABMM model performed better and achieved
an accuracy rate of 98.60%.

Arshad et al. [34] proposed UHated which is a BERT-based
methodology that utilizes transfer learning with RoBERTa
to hate speech detection in Urdu language. They also create
Urdu Hate Speech and Offensive Language Detection dataset
which contains 7871 tweets. They used ML models with
various feature engineering techniques like TF-IDF, n-grams,
and Count Vectorizer. They used deep learning, traditional
ML, and ensemble models then compared their performances
with the proposed model. The results showed that RoBERTa
outperforms other models and achieve a macro F1-score
equal to 82.00%.

Aziz et al. [35] studied the automated identification
of political hate speech in Roman Urdu. They prepared
a newly created labeled dataset called RU-PHS which

has 5002 instances and also included city-level informa-
tion. Researchers developed three vectorization techniques,
namely word2vec, TF-IDF, and fastText. The results demon-
strate that a RF and the proposed feed-forward neural
network using fastText word embeddings achieve an accuracy
of 93.00% in distinguishing between politically offensive
speech and neutral. They also used the spatial information in
ArcMap to map the dataset. The statistical data analysis aided
in identifying patterns and trends, and the cluster and hotspot
analysis was useful in identifying the areas in Pakistan that
are highly susceptible to hate speech. The results revealed
that cities in Punjab were the most impacted and served as
key locations for the generation of hate and sarcastic tweets.

Fernardo et al. [36] used ML and deep learning algorithms
to detect hate speech in the Sinhala language. They used two
different precollected datasets, one containing 1742 and the
other 6345 observations. They used Bag of words,Word2Vec,
TF-IDF, and FastText. Test dataset contains 400 observations
that were labeled as hate and neutral. For the test set, FastText
with Recurrent Neural Network (RNN) combination has
the highest AUC ROC score of 0.71, accompanied by a
70.00% accuracy rate. They also conducted experiments for
both word and character unigram, bigram, and trigram and
stated that character n-gram features are effective in hate
speech recognition. They also stated that to achieve optimal
performance measurements, it is essential to fine-tune the
hyperparameters in both ML and deep learning models.

Karayiğit et al. [37] used a pre-trained Multilingual
Bidirectional Encoder Representations from Transformers
(M-BERT) model to detect hate comments in the Turkish
language, focusing on identifying comments related to
homophobia as well as expressions involving sexism, defeca-
tion, and severe insults. They created Homophobic-Abusive
Turkish Comments (HATC) dataset by gathering comments.
To ensure the dataset’s accuracy, they manually labeled the
dateset at the sentence level, and then merged with their
pre-developed Abusive Turkish Comments (ATC) dataset
from their previous study. The HATC dataset contains a total
of 19,827 neutral, 1,226 homophobic, and 10,237 hateful
Instagram comments. They also used some ML models, deep
learning models and ensemble classifiers to compare their
performances with the proposedM-BERTmodel. As a result,
M-BERTmodel outperformed the other models in classifying
all categories.

Khanday et al. [38] aimed to leverage ML and ensemble
learning (EL) techniques to detect hate speech during
COVID-19. Using X’s API and trending hashtags related to
the pandemic, they extracted data and manually annotated
tweets into two categories based on various factors. They
extracted features by using TF-IDF, Tweet Length and Bag
of Words. Results showed that the Decision Tree (DT) clas-
sifier was effective, with 97.00% recall, 98.00% precision,
97.00% accuracy, and 97.00% F1-Score. Stochastic Gradient
Boosting classifier performed even better, outperforming all
other ML classifiers with 97.00% recall, 99.00% precision,
98.04% accuracy, and 98.00% F1-Score.
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Mayda et al. [31] conducted an automatic hate speech
detection study on the Turkish language. Firstly, 1000 Turkish
tweets were collected, and then they were labeled into three
different classes (hate speech, aggressive expression, neither)
using two evaluators. In cases where the annotators were
indecisive, a third annotator’s opinion was taken to produce
a reliable result. After preprocessing the dataset, the final
version was shared for use in other studies. Experiments were
conducted using various ML algorithms such as NB, DT,
Sequential Minimal Optimization (SMO), and RF, and the
success rates of the results were compared according to the
F-measure. Tests were performed using theWEKA tool. As a
result, SMO algorithm provided the highest performancewith
a 79.90% F-measure value.

Baydogan and Alatas [39] aimed to detect hate speech con-
tent shared on online social networks quickly and effectively
using artificial intelligence-based algorithms, including ML
methods and artificial neural networks. A dataset consisting
of 40,623 synthetic texts was classified into two labels, hate
and nothate. Features representing the dataset were extracted
using BoW, TF, and t-DM techniques. Experiments were
carried out using ML algorithms such as Multinomial NB,
Concept Adapting Very Fast DT (CVFDT), Lib-Support
Vector Machine (Lib-SVM), DT-Part, and Multi-Layer
Perceptron (MLP). CVFDT, DT-Part, and MLP algorithms
had the highest accuracy rate of 80.00%, while MLP neural
network had the highest F-measure value of 78.00%, CVFDT
algorithm had the highest precision value of 81.00%, and
CVFDT, DT-Part, and MLP algorithms had the highest recall
value of 80.00%. The Lib-SVM algorithm had the lowest
error rate.

Nergiz and Avaroglu [40] aimed to detect cyberbullying
on social networks that contain Turkish comments using
LSTM. The dataset was created by collecting 90,000
Turkish comments containing cyberbullying and 90,000
comments without cyberbullying from X, Instagram, and
Youtube platforms. The Zemberek library was used for
preprocessing the data. Three different models were created
for training the LSTM using n-gram for Fasttext, Skip-
Gram for Word2Vec, and PV-DBOW for Doc2Vec to convert
words into numerical expressions. These models were named
Model 1, Model 2, and Model 3 for Word2Vec, Fasttext, and
Doc2Vec, respectively. In the LSTM classification model,
the hidden layer employed the Sigmoid activation function,
the dense layer employed the relu activation function, and
the output layer employed the softmax activation function.
In the experimental results, it was observed that Model 2 had
the highest accuracy rate of 93.15%.

Samarasinghe et al. [41] proposed a solution for detecting
hate speech in a given text corpus written in Sinhala
Unicode using deep learning mechanisms. Their approach
incorporated two convolutional neural networks (CNN) to
classify a given text corpus as either containing hate speech
or not. Furthermore, if the text corpus is identified as
containing hate content, it will then be classified according

to its level of severity, which can be used by authorities to
make decisions. They used FastText word embedding. The
results demonstrate an accuracy of 83.00% for classifying
hate speech and 60.00% for classifying hate level.

Table 1 summarizes recent studies about hate speech on
social media platforms. The first column in the Table 1 gives
the reference number of reviewed articles.

III. EXISTING TECHNIQUES AND ALGORITHMS FOR HATE
SPEECH DETECTION IN SOCIAL NETWORKS
In this section, information about the algorithms used in the
study and the proposed method are given.

A. TEXT REPRESENTATION TECHNIQUES
In this section, information about text representation tech-
niques are given. Table 2 contains a comparison of text
representation techniques.

1) BIDIRECTIONAL LONG SHORT TERM MEMORY
Bidirectional Long Short Term Memory (BiLSTM) is a
variant of the RNN architecture that leverages bidirectional
processing using parallel LSTM networks to capture both
past and future context in sequential data [42], [43].
By incorporating information from past and future context,
BiLSTM enhances the model’s understanding of temporal
relationships, enabling it to make more accurate predic-
tions or classifications. This unique bidirectional processing
empowers BiLSTM to effectively model long-range depen-
dencies and effectively handle sequential data across various
domains, making it a powerful tool in tasks such as Natural
Language Processing (NLP), speech recognition, and time
series analysis. Figure 3 illustrates the archirecture of the
BiLSTM.

FIGURE 3. Architecture of the BiLSTM [44].

2) TERM FREQUENCY
Term Frequency (TF) is a quantitative metric used in NLP
to measure the frequency of occurrence of a term within a
document. It provides insights into the relative importance
and significance of terms within the context of textual
data.
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TABLE 1. Previous studies on detecting hate speech.

TABLE 2. Comparison of text representation techniques.

3) WORD2VEC
Word2Vec is a neural network-based model in NLP that
is used for generating distributed representations of words
in a continuous vector space. It provides a powerful
and effective way to capture semantic relationships and
similarities between words based on their contextual usage
within a large corpus of text.

There are two main architectures of Word2Vec: CBOW
[46] and Skip-gram [47]. In CBOW, the model predicts

the target word based on the surrounding context words.
In contrast, Skip-gram predicts the context words given a
target word. Figure 4 illustrates the two network archirecture
of the Word2Vec model.

4) DOC2VEC
Doc2Vec is a neural network basedmodel in NLP that enables
the generation of dense vector representations for entire
documents [48]. It extends the concept of word embeddings,
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FIGURE 4. Network architecture of the Word2Vec Model: CBOW and
Skip-gram [45].

as seen in models like Word2Vec, to capture the semantic
meaning and contextual information of documents.

There are two primary architectures used in Doc2Vec:
PV-DM and PV-DBOW. In the PV-DM architecture, the
model predicts words within a document using both the
surrounding words and the document label as context.
In contrast, the PV-DBOW architecture predicts words based
solely on the document label, disregarding the context of
neighboring words. Figure 5 illustrates the two network
archirecture of the Doc2Vec model.

FIGURE 5. Network architecture of the Doc2Vec Model: PV-DM and
PV-DBOW [45].

5) GLOVE
GloVe is a word embedding model in NLP that combines
global word co-occurrence statistics with vector space
representations [49]. By leveraging large-scale text corpora,
GloVe generates dense vector representations for words that
capture both semantic and syntactic information. GloVe
stands out for its ability to produce high quality embeddings
that encode both semantic and syntactic information, making
it a powerful tool for various NLP tasks, such as word
analogy, document classification, and sentiment analysis.

6) BERT
BERT is a neural language model that has transformed
NLP [50], [51], [52]. By incorporating bidirectional context

and the Transformer architecture, BERT generates contex-
tually informed word representations. By training on vast
amounts of unlabelled text, BERT learns to understand
language semantics and has demonstrated remarkable perfor-
mance across diverse NLP tasks.

B. CLASSIFICATION ALGORITHMS
In this section, information about classification algorithms
are given.

1) DECISION TREE
Within its algorithm, a dataset is partitioned into subsets,
which are further divided into smaller subsets through
the application of specific decisions. Decision Trees (DT)
are constructed using the ‘‘ID3’’ algorithm [53]. The ID3
algorithm employs the Entropy method in the creation of
DTs. Entropy is utilized to construct frequency tables. As the
training process commences, a reduction in entropy leads to
the acquisition of information gain [53].

2) RANDOM FOREST
Random Forest (RF) is an ensemble learning technique
widely employed in ML that combines the predictive
capabilities of multiple DTs to enhance classification and
regression tasks [54], [55]. Composed of an ensemble of
DTs, RF operates by constructing multiple trees with random
subsets of features and training data.

3) SUPPORT VECTOR MACHINE
Support Vector Machine (SVM) is a powerful and widely
utilized supervised learning algorithm in ML, designed for
both classification and regression tasks [56], [57]. It aims
to find an optimal hyperplane that maximally separates
the instances of different classes while minimizing the
classification error. The algorithm is implemented using a
kernel.

4) NAIVE BAYES
Naive Bayes (NB) is a probabilistic ML algorithm that
utilizes the principles of Bayesian statistics to perform
classification tasks [58], [59]. Given a set of observed
features, the algorithm aims to determine the most likely
classes for a given instance by calculating the probabilities.
These probabilities are computed by combining the prior
probabilities of the classes with the likelihood probabilities
of the features given each class.

P(C|X ) =
P(X |C) ∗ P(C)

P(X )
(1)

where P(C|X ) represents the posterior probability of the
class given the predictor, P(X |C) represents the likelihood
probability of the predictor given the class, P(C) represents
the prior probability of the class, andP(X ) represents the prior
probability of the predictor (Equation 1).
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5) LONG SHORT-TERM MEMORY
Long Short-Term Memory (LSTM) is a type of RNN
architecture that addresses the limitations of traditional RNNs
in capturing long-term dependencies and mitigating the
disappearing gradient problem [2], [60]. It utilizes memory
cells and gating mechanisms to selectively store, forget, and
access information. The LSTM architecture is composed of
essential components: the cell, forget gate, input gate, and
output gate. The cell acts as the memory unit, while the input
and output gates determine the input to and output from the
cell. Figure 6 illustrates the archirecture of the LSTM.

FIGURE 6. Architecture of the LSTM [61].

6) TEXTGCN
TextGCN is an advanced deep learning model designed for
text data analysis [62]. It combines graph convolutional
networks with NLP techniques to represent text as graphs,
where nodes represent words or documents and edges capture
semantic connections. By performing graph convolutions,
TextGCN effectively integrates contextual information from
neighboring nodes to generate enriched word or document
embeddings.

FIGURE 7. Schematic for text GCN [63].

Through the application of graph convolutional operations,
TextGCN learns to aggregate and propagate information
across the text graph, enabling it to capture intricate textual
dependencies and improve the performance of various NLP
tasks. Figure 7 illustrates the schematic representation of the
Text GCN model.

Z = f (X ,A) = p2(A′p1(A′XW0)W1) (2)

where, A′
= D−

1
2AD−

1
2 denotes the normalized symmetric

adjacency matrix Wi denotes represents weight matrices that

are trainable through gradient descent, and pi signifies the
activation functions. Specifically, in the case of a two-layer
TextGCN, p1 is specified as the Rectified Linear Unit (ReLU)
function, p2 is designated as the Softmax function, and the
chosen loss function is the cross-entropy error computed over
all labeled instances [64].

7) K-NEAREST NEIGHBOR
K-Nearest Neighbor (KNN) algorithm is a ML technique
employed in both classification and regression tasks. Its
fundamental concept revolves around leveraging the nearest
neighbors of a given instance to perform tasks of classifica-
tion or value prediction [65]. The data is defined within the
algorithm using the specified value of K, and it is delineated
by considering its nearest neighbors. In the examined study,
to avoid situations of parity, it is recommended that the value
of K be an odd number.

8) LOGISTIC REGRESSION
When a logistic transformation is applied to the dependent
variable, it can be categorized into two distinct types. Binary
Logistic Regression (LR) is employed when dealing with
scenarios where the dependent variable has two classes [66].
Another type, known as Multinomial LR, is utilized in
cases where there are multiple categories within the label
group [67]. Subsequently, our training set is educated based
on the data points corresponding to these assigned values.

9) CONVOLUTIONAL NEURAL NETWORKS
Convolutional Neural Networks (CNN) consists of convolu-
tion, pooling and full link layers [68]. In the Convolution
Layer, the attributemap of the class wewant to train and about
which we want to extract features is obtained. Then, the data
with the attribute comes to the pooling layer. In the pooling
layer, values are selected from the attribute layer according to
which feature wewant to train the data. It is determinedwhich
label the data coming to the full link layer will have. The
pooling and convolution layer are used in feature extraction.
Softmax and unit activation functions are used a lot in order
to give better results in classification to full link layer.

C. ENSEMBLE LEARNING ALGORITHMS
Ensemble Learning (EL) involves combining multiple clas-
sification models to create a unified model. EL comprises
twomain models: Bagging and Boosting. In Baggingmodels,
the dataset is randomly divided, creating multiple training
subsets. These subsets are trained based on labels to produce
various classification models [69], [70]. The resulting models
are evaluated using a Voting Classifier. In Boosting models,
unlike Bagging, the dataset is not divided, instead, it’s
iteratively trained using errors from previous models [69],
[70]. Model evaluation is performed using the Voting
Classifier, similar to Bagging.
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FIGURE 8. The general architecture of the proposed system.

1) EXTREME GRADIENT BOOSTING
Extreme Gradient Boosting (XGB), distinguished from other
boosting algorithms, primarily differs in its training process
involving the learning rate. This algorithm employs DT
structures and initiates with an initial value prediction.
Through the gradient boosting technique, it proceeds to the
subsequent step, trying to predict with the knowledge it has
gained [71]. Gains are calculated from the acquired trees, with
the gain metric referred to as gamma. If the gamma value is 0,
the gain is negative.

2) GRADIENT BOOSTING
Similar to XGBoost, Gradient Boosting (GB) executes the
learning process using tree structures. The creation of trees
persists until the predetermined count is reached. During the
learning process, the learning rate from the preceding tree is
taken into consideration [72].

3) ADAPTIVE BOOSTING
Adaptive Boosting (AB), often regarded as the pioneering
boosting algorithm. AB employs tree structures to facilitate
the learning process, and during the decision-making phase,
it performs this task by computing the average of the weights
generated within the constructed trees [73].

D. K-MEANS CLUSTERING METHOD
K-means ClusteringMethod (KCM), is a clustering algorithm
that partitions a dataset into k distinct subgroups [74].
Each subgroup is grouped around a designated cluster
center. Within the dataset, data centers are selected from
predetermined random points. These points are associated

with the cluster center that is closest to them. In this
association process, cosine similarity computation is used
for measurement [74]. By employing cosine similarity
calculation and the designated random points as centers,
data points are included in the clusters. Using this method,
a dataset is clustered to find similarities.

IV. METHODOLOGY
There are four modules in our architecture.

1) Data collection module
2) Processing module
3) Text Representation module
4) Classification module

The general architecture of the proposed system is given in
Figure 8. The details of these modules are given below.

A. DATA COLLECTION AND ANNOTATION MODULE
1) DATA COLLECTION
The first step in the process of creating a Turkish tweet
dataset is to determine the keywords that will be used to
collect tweets. For this purpose, the list of target groups
in the ‘‘Report on Hate Speech and Discriminatory Speech
in the Media’’ [75] published in 2019 within the scope
of the ‘‘Monitoring of Hate Speech in the Media Project’’
carried out by the Hrant Dink Foundation was taken as
basis. The project aims to scan the national and local print
media in Turkey and identify texts containing discriminatory,
marginalizing and targeting expressions. In line with these
findings, media monitoring reports containing qualitative and
quantitative analyzes for four-month periods are prepared.
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FIGURE 9. Data example before and after preprocessing from collected datasets.

During the tweet dataset construction phase, in addition
to the names of the target groups that produced the
most hate speech in national and local media sources
specified in the relevant report, different keywords were also
selected to capture such discourses more comprehensively.
For instance, keywords such as ‘‘Müslüman (eng. transl.:
Muslim)’’ and ‘‘ alevi (eng. transl.:flame’’ were used to
monitor religious hate speech, and ‘‘kadın/kadınlar (eng.
transl.: woman/women)’’ keywords were used to detect sexist
hate speech. In addition, on the Within the scope of the study,
the 25 keywords used to create the data set are as follows:
suriyeli (eng. transl.: syrian), ermeni (eng. transl.: armenian),
ingiliz (eng. transl.: british), kürt (eng. transl.: kurdish),
yunan (eng. transl.: greek), yahudi (eng. transl.: jewish), rum
(eng. transl.: greek), arap (eng. transl.: arab), alevi (eng.
transl.: flame), mülteci (eng. transl.: refugee), kadın/kadnlar
(eng. transl.: woman/women), ateist (eng. transl.: atheist),
hıristiyan/hristiyan (eng. transl.: christian/christian), gavur
(eng. transl.: infidel), göçmen (eng. transl.: immigrant),
batılı (eng. transl.: westerner), fransız (eng. transl.: french),
alman (eng. transl.: german), inli (eng. transl.: chinese), sırp
(eng. transl.: serbian), müslüman (eng. transl.: muslim), rus
(eng. transl.: russian ), gay (eng. transl.: gay), eşcinsel (eng.
transl.: homosexual and bigot) and yobaz (eng. transl.: bigot).
KNIME tool was used for tweet collection. As a result of this
study, 2K dataset and 9K datasets were created.

In this research study, we use three different datasets to
conduct our experiments. These datasets are denoted as the
1K dataset, the 2K dataset, and the 9K dataset respectively.
2K dataset, 2049 tweets were collected between January 1,
2022, and February 27, 2022. For 9K dataset, 9818 tweets
were collected between March 27, 2022, and April 3, 2022.
1K dataset was prepared Mayda et al. [31] and is publicly
accessible. This dateset contains 1000 Turkish tweets which
are labeled into three different classes, namely hate speech,
aggressive expression, and neither, based on the assessments
of two independent evaluators. In cases where the annotators
were uncertain, a third independent annotator’s evaluation
was taken to ensure a reliable outcome. Out of the 1000 tweets
included in the dataset, 276 were classified as hate speech,
60 as aggressive expressions, and 664 as neither by the
annotators. The details of 1K dataset are also shown in
Figure 10.

2) DATA ANNOTATION
Within the scope of this study, a total of 3 annotators who
are expert on this subject were involved in the data labeling
process. First, all tweets were individually labelled by two
independent annotators. After the independent labeling of
the annotators was completed, these labels were compared
by a third annotator and a consensus was tried to be
reached by communicating and convincing each other on
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FIGURE 10. Class distribution of the 1K dataset.

the differently labeled data. Tweets for which there was no
consensus on labeling were asked to a third annotator who
do not see already given labels by previous annotators at all.
Finally, after receiving the third annotator’s labels, they were
subjected to majority vote and a label was assigned to the
relevant data.

In the labeling process, the following three class labels
were used:

• ‘‘Hate’’: Tweets containing hate speech.
• ‘‘Offensive’’: Tweets that contain offensive expressions
such as swearing and insults, but do not fall within the
scope of hate speech.

• ‘‘None’’: Tweets that neither contain hate speech nor
contain offensive language.

Additionally, the data labeled as hate speech was assigned
a small subcategory label that expresses the category of hate
speech, following the methodology used by Mayda et al. [8].
These subcategories include different areas such as ethnic,
religious, gender or political/ideological. Subclass labels are
as follows:

• ‘‘Ethnic’’: Tweets containing hate speech related to race
or nationality.

• ‘‘Religious’’: Tweets containing hate speech related to
belief, religion or sect.

• ‘‘Sexist’’: Tweets containing hate speech related to
gender or sexual orientation.

• ‘‘Political’’: Tweets containing hate speech about polit-
ical groups.

As in many parts of the world, Turkey has witnessed
the historical journeys of different ethnic groups due to
wars and migrations. For this reason, people from many
different ethnic groups live in Turkey along with Turks. Some
of these groups are as follows: Rom, Dom, Lom, Kurd,
Armenian, Crimean Tatar, Uyghur, Georgian, Circassian
etc. [31]. Many of these groups speak Turkish with some
words and expressions specific to their culture. It is quite
normal for these groups to have different behaviors, attitudes
and sensitivities due to their cultural differences. Therefore,

the definition of offensive speech or hate speech may
vary depending on these groups. Consequently, for a more
meticulous and realistic hate speech analysis, it may be
necessary to make an analysis by taking into account the
cultural values of these groups and include them under the
subclass namely ‘ethnic’ in the hate speech model to be
created.

As in the studies ofMayda et al. [8], no specific experiment
was conducted on hate speech subclasses in this study.
However, these subcategory labels can be used for more
comprehensive analysis and review in future research.

Consequently by following above annotation process,
we prepared the 2K and 9K dataset. 2K dateset con-
tains 2049 Turkish tweets which are labeled into three
different classes, namely hate speech, aggressive expression,
and neither, based on the assessments of two independent
evaluators. Out of the 2049 tweets included in the dataset,
376 were classified as hate speech, 385 as aggressive expres-
sions, and 1288 as neither by the annotators. The details are
also shown in Figure 11. 9K dateset contains 9818 Turkish
tweets which are labeled into three different classes, namely
hate speech, aggressive expression, and neither, based on
the assessments of two independent evaluators. Out of the
9818 tweets included in the dataset, 1757 were classified as
hate speech, 1614 as aggressive expressions, and 6447 as
neither by the annotators.

FIGURE 11. Class distribution of the 2K dataset.

The details are also shown in Figure 14. The data
labeled as hate speech were also assigned at least one
subcategory label, such as ethnic, religious, gender-
based, or political/ideological, following the methodology
employed by Mayda et al. [31]. However, this study also
did not conduct experiments on hate speech subcategories.
Instead, these subcategory labels could be utilized in
future research for more comprehensive analyses and
investigations.
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There are some sample tweets which belong to different
categories such as ‘‘hate’’, ‘‘offensive’’ and ‘‘none’’ from 9k
dataset in Table 3.

B. PROCESSING MODULE
During the preprocessing phase, all texts in the dataset
were initially converted to lowercase. Numbers, URLs,
and usernames were removed. Feature sets included word
unigrams and bigrams, character bigrams and trigrams,
and tweet-specific features. The tweet-specific feature set
comprised the number of likes, retweets, the follower count
of the account posting the tweet, the total number of tweets
shared by the account, the total number of likes, and the
number of people the account is following [31].
To stem words and separate prefixes and suffixes, the

open-source TurkishNLP library Zemberek [76] was utilized.
When finding word n-grams, all punctuation marks were first
removed. After words were stemmed and prefixes/suffixes
were removed, the resulting stems, consisting of roots and
derivational morphemes, were used as terms. Character
n-grams were obtained using the data as is [31]. Figure 9
shows the tweet data in the dataset before and after data
processing.

C. TEXT REPRESENTATION MODULE
This study conducts an in-depth exploration of hate speech
detection methodologies by extensively reviewing existing
literature. It covers diverse approaches, encompassing feature
engineering techniques, ML models, and deep learning
models. The examination includes various techniques for
generating word embeddings such as TF, Word2Vec with
CBOW and Skip-gram models, Doc2Vec utilizing PV-DM
and PV-DBOW approaches, as well as GloVe and BERT.

D. CLASSIFICATION MODULE
During the classification phase, a range of ML algorithms,
including RF, NB, SVM, textGCN as well as deep learning
approaches such as LSTM and BiLSTM, are employed.
Various feature engineering techniques, such as word and
character n-grams, along with the utilization of Count
Vectorizer, are applied in the analysis.

A hybrid framework integrating k-means and BERT has
been devised, followed by the application of textGCN for
classification purposes. In the hybrid structure, initially,
the test set is partitioned into k subclusters using the k-
means method. In the subsequent step, for each distinct
subset characterized by specific features resulting from the
division of the test set using K-means, the textGCN technique
is employed. Finally, by summing up the counts of true
positives (TP), true negatives (TN), false positives (FP), and
false negatives (FN) derived from the subsets, a cumulative
outcome is obtained for the entire test set.

In order to better understand the pseudo-code given in
Figure 12, a flow chart is given in Figure 13. When
Figure13 is examined, steps are seen more clearly. First,

FIGURE 12. Algorithm for So:haTRet.

dataset has been preprocessed. Then, text representations
were performed. And then clustering was performed on
text-transformed dataset. After clustering, classification is
performed in each cluster, and in the final phase, classifi-
cation results and performance metrics of each cluster are
evaluated.

V. SYSTEM SPECS, EXPERIMENTAL RESULTS AND
DISCUSSION
In this section, information about dataset, the experimental
environment and the experimental results are given.

A. SYSTEM SPECS FOR EXPERIMENTAL ENVIRONMENT
All experiments detailed within this study were executed on
a computer with Intel(R) CPU at 4.70 GHz with 64 GB
of memory. After the feature sets were established, the
classification stage was conducted utilizing both the WEKA
Tool and Python. For morphological analysis of the words,
Zemberek [76], an open-source Turkish NLP library, was
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TABLE 3. Sample tweets in raw format from different categories in 9k dataset.

FIGURE 13. Flow chart of pseudo code.

used. Turkish hate speech datasets have been presented as
open source on Github,2 a web-based storage service.

Most of the matrix calculations were done by using
Numpy.3 For reproducibility, random seed values were
used with convenient random seed functions that belong
to Pytorch,4 the standard random library of Python5 and

2https://github.com/mzahidgurbuz/Turkish-Hate-Speech-Detection.
3https://numpy.org/
4https://pytorch.org/
5https://www.python.org/

Pytorch Lightning6 libraries we used especially for the
preprocessing steps including splitting datasets and creating
models. In experiments with the TextGCN algorithm, models
were created using Pytorch, CUDA Module7 of Pytorch was
used for computations.

FIGURE 14. Class distribution of the 9K dataset.

B. EXPERIMENTAL RESULTS
The proposed classifiers were tested on the three Turkish
hate speech detection datasets. The datasets utilized in the
experiments exhibit class imbalance, and we present the

6https://www.pytorchlightning.ai/
7https://pytorch.org/docs/stable/cuda.html
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experimental results using the F1 score which shown in
Equation (3) [77]. Specifically, we assessed the F1 scores
as percentages for classification algorithms utilizing various
features on each dataset individually. Calculation of F1-score
is important in classification problems because it combines
precision and recall into a balancedmetric using the harmonic
mean, which is effective in evaluating models, especially in
imbalanced datasets. It is preferred to measure the success
of the model in almost all studies in the literature [78].
Also, word representations were generated using embedding
techniques, and we employed various embedding techniques
for the purpose of comparison.

F1score = 2 ∗
Precision ∗ Recall
Precision+ Recall

(3)

Precision is the ratio of accurately classified tweets for a
specific sentiment to the total number of tweets classified
under that sentiment. Recall, on the other hand, is the ratio of
accurately classified tweets for a particular sentiment to the
total number of tweets that truly belong to that sentiment [77].

TABLE 4. Experimental results (F1 scores % ) of the classification
algorithms with Word unigram features on the 1K dataset.

As indicated in Table 4, we assessed the F1 scores as
percentages for classification algorithms that employedWord
unigram features on the 1K dataset. In the experimental
results, it is clearly evident that the k-means+textGCN clas-
sifier generally outperforms other ML methods. However,
when using only the Doc2Vec with PV-DM for text repre-
sentation method, RF yielded better results. In experiments
conducted using various text representation methods, the
optimal results, with an F-measure of 77.43%, were obtained
in the experiment where the k-means+textGCN classifier
was employed with BERT. This has a significant value since;
k-means+text GCN classifier was employed with BERT has
a performance gain on an existing study in the literature
on Turkish hate speech detection [15]. The performance
gain could be explained by the usage of more complex and
advance algorithms which exposes semantic relationships
with the words and sentences in the classification phase.berna

As indicated in Table 5, we assessed the F1 scores as
percentages for classification algorithms that employedWord
unigram features on the 2K dataset. In the experimental
results, it is clearly evident that the k-means+textGCN clas-
sifier generally outperforms other ML methods. However,

TABLE 5. Experimental results (F1 scores %) of the classification
algorithms with Word unigram features on the 2K dataset.

when using only the Doc2Vec with PV-DM for text repre-
sentation method, RF yielded better results. In experiments
conducted using various text representation methods, the
optimal results, with an F-measure of 77.81%, were obtained
in the experiment where the k-means+textGCN classifier
was employed with BERT.

TABLE 6. Experimental results (F1 scores %) of the classification
algorithms with Word unigram features on the 9K dataset.

As indicated in Table 6, we assessed the F1 scores as
percentages for classification algorithms that employedWord
unigram features on the 9K dataset. In the experimental
results, it is clearly evident that the k-means+textGCN clas-
sifier generally outperforms other ML methods. However,
when using only the Doc2Vec with PV-DM for text repre-
sentation method, RF yielded better results. In experiments
conducted using various text representation methods, the
optimal results, with an F-measure of 81.17%, were obtained
in the experiment where the k-means+textGCN classifier
was employed with BERT.

In various experiments conducted with different datasets,
it was observed that an increase in the volume of data
consistently led to higher F1 scores across all experimental
outcomes. Notably, the most elevated results were consis-
tently obtained when experiments were conducted on the 9k
dataset.

As indicated in Table 7, we assessed the F1 scores
as percentages for classification algorithms that employed
character trigrams + word unigram + word bigram + tweet
features, features on the 1K dataset. In the experimental
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TABLE 7. Experimental results (F1 scores % ) of the classification
algorithms with Char. trigrams + word unigram + word bigram + tweet
features on the 1K dataset.

results, it is clearly evident that the k-means+textGCN clas-
sifier generally outperforms other ML methods. However,
when using only the Doc2Vec with PV-DM for text repre-
sentation method, RF yielded better results. In experiments
conducted using various text representation methods, the
optimal results, with an F-measure of 83.75%, were obtained
in the experiment where the k-means+textGCN classifier
was employed with BERT.

TABLE 8. Experimental results (F1 scores % ) of the classification
algorithms with Char. trigrams + word unigram + word bigram + tweet
features on the 2K dataset.

As indicated in Table 8, we assessed the F1 scores
as percentages for classification algorithms that employed
character trigrams + word unigram + word bigram + tweet
features, features on the 2K dataset. In the experimental
results, it is clearly evident that the k-means+textGCN clas-
sifier generally outperforms other ML methods. However,
when using only the Doc2Vec with PV-DM for text repre-
sentation method, RF yielded better results. In experiments
conducted using various text representation methods, the
optimal results, with an F-measure of 84.01%, were obtained
in the experiment where the k-means+textGCN classifier
was employed with BERT.

As indicated in Table 9, we assessed the F1 scores
as percentages for classification algorithms that employed
character trigrams + word unigram + word bigram + tweet
features, features on the 9K dataset. In the experimental
results, it is clearly evident that the k-means+textGCN clas-
sifier generally outperforms other ML methods. However,

TABLE 9. Experimental Results (F1 scores % ) of the classification
algorithms with Char. trigrams + word unigram + word bigram + tweet
features on the 9K dataset.

when using only the Doc2Vec with PV-DM for text repre-
sentation method, RF yielded better results. In experiments
conducted using various text representation methods, the
optimal results, with an F-measure of 87.81%, were obtained
in the experiment where the k-means+textGCN classifier
was employed with BERT.

In various experiments conducted with different datasets,
it was observed that an increase in the volume of data
consistently led to higher F1 scores across all experimental
outcomes. Notably, the most elevated results were consis-
tently obtained when experiments were conducted on the 9k
dataset. Upon thorough examination of feature sets applied
to datasets, it is obvious that the combination of character
trigrams, word unigram, word bigram, and tweet features
yields superior results compared to the word unigram feature
set.

TABLE 10. Experimental results (F1 scores % ) of the ensemble
classification algorithms with Char. trigrams + word unigram + word
bigram + tweet features on the 9K dataset.

As indicated in Table 10, we assessed the F1 scores
as percentages for ensemble classification algorithms that
employed character trigrams + word unigram + word
bigram + tweet features, features on the 9K dataset. The
ensemble classification methods employed are as follows:

• Alg-1: ELAlgorithmsRF,NB, SVM, kmeans+textGCN
• Alg-2: EL Algorithms SVM, bi-LSTM, LSTM,
kmeans+textGCN
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FIGURE 15. F1 scores of the ensemble classification algorithms with
Char. trigrams + word unigram + word bigram + tweet features on the
9K dataset.

• Alg-3: EL Algorithms XGB, GB, AB
• Alg-4: EL Algorithms RF, DT, LR

In the experimental results, it is clearly evident that
the Alg-1 classifier generally outperforms other ensemble
classification methods. In the context of employing a training
set comprising 75% of the data and a testing set comprising
25%, it was observed that Alg-3 exhibited better performance
in comparison to alternative algorithms. In a series of exper-
iments encompassing diverse training and test percentages,
the Alg-1 classifier demonstrated optimal performance, an
F-measure of 85.99% in the configuration employing a
training percentage of 60% and a testing percentage of 40%.
Figure 15 presents a graphical representation of the results
detailed in Table 10.

It would also be reasonable to evaluate accuracy rates in
Table 10 obtained as a result of the study from a statistical
perspective. For this reason, ANOVA was preferred, which is
method used to evaluate such studies [79], [80]. To perform an
ANOVA on the accuracy rates of Table 10 algorithms, we’ll
follow these steps:

• H0 which means accuracy rates of all algorithms are
equal.

• H1 which means accuracy rate is different from the
others.

When the values in Table 10 are evaluated with ANOVA;
it has been observed that these algorithms perform similarly
at different training/testing separations.

C. DISCUSSION ABOUT EXPERIMENTAL RESULTS
This study represents a significant step forward in the
challenging domain of hate speech detection in the Turkish
language. By leveraging a combination of innovative tech-
niques, diverse datasets, and sophisticated methodologies,
we have not only contributed to the academic discourse but

also provided practical insights and solutions for real-world
challenges.

Our exhaustive literature review laid a solid foundation
for exploring a wide range of hate speech detection method-
ologies, including traditional feature engineering, machine
learning (ML), and deep learning models. The strategic
selection and implementation of various word embedding
techniques, such as TF, Word2Vec (CBOW and Skip-gram
models), Doc2Vec (PV-DM and PV-DBOW approaches),
GloVe, and BERT, enriched our understanding of text
representation and its impact on hate speech detection
accuracy.

The classification phase, characterized by the utilization of
ML algorithms like Random Forest (RF), Naive Bayes (NB),
Support Vector Machines (SVM), textGCN, LSTM, and
BiLSTM, alongside advanced feature engineering techniques
like word and character n-grams, and Count Vectorizer,
showcased the versatility and effectiveness of our approach.
Our rigorous evaluation using the F1 score metric provided
nuanced insights into the performance nuances across
different experimental setups and configurations.

Of particular note is the standout performance of the
k-means+textGCN classifier with BERT, achieving an
impressive F-measure of 87.81% on the 9k dataset. This
finding underscores the efficacy of combining clustering
techniques with advanced neural network architectures for
hate speech detection, highlighting a promising avenue for
future research and application.

Furthermore, our in-depth analysis of feature sets revealed
the importance of holistic feature selection, with a combi-
nation of character trigrams, word unigrams, word bigrams,
and tweet features consistently outperforming individual
feature sets. This emphasizes the significance of context
and multi-dimensional analysis in accurately identifying hate
speech content.

Additionally, our comparative analysis demonstrated the
superior and consistent performance of the Alg-1 classifier
over alternative ensemble classification methods, showcasing
its robustness and reliability across various experimental
configurations. Notably, achieving an F-measure of 85.99%
with a training percentage of 60% and a testing percentage of
40% on the 9k dataset further validates the effectiveness of
our approach.

VI. CONCLUSION AND FUTURE DIRECTIONS
In conclusion, this study has delved into the critical task of
identifying hate comments in the Turkish language, employ-
ing a multifaceted approach that integrates diverse datasets,
advanced methodologies, and cutting-edge techniques. Our
exploration covered a spectrum of methodologies, from
traditional feature engineering to sophisticated machine
learning (ML) and deep learning models. The presentation
of experimental results using the F1 score metric showcases
the effectiveness of our approach in hate speech detection.

Our experiments highlighted the potency of combin-
ing clustering techniques with advanced neural network
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architectures, exemplified by the k-means+textGCN clas-
sifier with BERT achieving an exceptional F-measure of
87.81% on the 9k dataset. Furthermore, our analysis empha-
sized the significance of comprehensive feature selection in
enhancingmodel performance compared to individual feature
sets.

Looking forward, our future work will delve into several
pivotal areas to propel the field of hate speech detection
forward. These include exploring transfer learning techniques
to improve model generalization, adopting inductive learning
approaches to extract insights from unlabeled data, and
leveraging transductive learning techniques for iterative
model enhancement based on real-time data feedback.
Additionally, we aim to explore the potential of large
language models to conduct a more comprehensive exam-
ination of hate speech dynamics, while also addressing
ethical considerations and biases to ensure fairness and
accountability in our methodologies and implementations.
Building a rule-based methodology for identification of hate
speech in data collection and annotation module is another
item in our future-work agenda.

By embarking on these avenues of future work, we aspire
to contribute significantly to the ongoing endeavors aimed at
combating hate speech online and fostering a more inclusive
digital environment.
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