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ABSTRACT In recent years, the use of WiFi Channel State Information (CSI) for Human Activity
Recognition (HAR) has attracted widespread attention, thanks to its low cost and non-intrusive advantages.
Previous research mostly used models based on Convolutional Neural Networks (CNN) or Recurrent Neural
Networks (RNN) for activity recognition. However, these methods fail to achieve good parallelism while
learning global features and fine-grained features, so they often cannot achieve the ideal recognition effect or
training speed. In light of this, we propose an ensemble deep learning model based on CNN and Transformer,
ConTransEn. Specifically, we first use CNN to extract spatial features of the sequence, and then use
Vision Transformer (ViT) to further extract temporal features. The Transformer introduces self-attention
mechanism, enabling the model to fully consider information from other positions in the sequence, rather
than being limited to the current input. Furthermore, due to the increased parallelism, Transformer has an
advantage in training speed over RNN. In order to further improve the accuracy and robustness of the model,
we adopt a bagging ensemble learning strategy, integrating the prediction results of multiple homogeneous
base models using a soft voting method to obtain the final classification result. This ensemble learning
method reduces the risk of model overfitting, and improves the overall accuracy and reliability of the model.
We extensively evaluated the model on two publicly available datasets, and achieved excellent recognition
results, indicating its good performance and robustness. The average recognition accuracy on the UT-HAR
dataset reached 99.41%, surpassing existing solutions.

INDEX TERMS Attention, channel state information (CSI), convolutional neural networks, human activity
recognition.

I. INTRODUCTION

Human Activity Recognition (HAR) is not only applicable
in the realm of basic security surveillance, but also has
broad application prospects in fields such as smart homes
and healthcare. By discerning human gestures, gait, and
even respiratory patterns, HAR offers a revolutionary inter-
active approach to elevate personal well-being and enhance
the home automation experience. HAR refers to the pro-
cess of recognizing specific human activities through the
implementation of machine learning and pattern recognition
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algorithms on data obtained from sensors or similar technolo-
gies. Traditional HAR systems primarily utilize acoustical [1]
or vision-based devices [2] and wearable sensors [3], [4],
but these technologies have inherent limitations. Acoustic-
based approaches have very limited coverage and therefore
cannot be scaled up to large numbers of users. Vision-based
methods can achieve relatively high recognition accuracy, but
they require expensive equipment, suffer from field of view
limitations, and have serious privacy issues, and more private
scenes like smart homes, the requirements for privacy pro-
tection will be relatively high. Although the use of wearable
devices for activity recognition can achieve real-time mon-
itoring and provide more personalized services, it is not
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possible to achieve a good user experience because it relies
on specific devices, so its application scope is limited.

In recent years, an increasing number of researchers have
started using commercial WiFi devices to extract channel
state information (CSI) [5] for human activity recognition.
The principle behind this is that when human activities occur
in a WiFi-covered environment, it causes changes in the
propagation path of WiFi signals. These changes can be
captured through WiFi CSI, which includes the amplitude
and phase information of the WiFi signal. By analyzing
the changes in CSI, different types of human activities,
such as walking, falling, or making specific gestures, can
be identified. WiFi-based human activity recognition over-
comes many limitations of traditional methods and has the
characteristics of low cost, privacy protection, and robust-
ness in adverse lighting conditions. Existing methods for
human activity recognition based on WiFi can be mainly
categorized as model-based and learning-based methods.
Model-based methods rely on physical models (such as Fres-
nel zone) to describe the propagation of WiFi signals, but
this method is only suitable for handling periodic or one-
time movements, such as breathing or falling. For relatively
complex human activities, model-based methods may be
inadequate. In contrast, learning-based methods can achieve
relatively significant performance in complex sensing tasks
by inputting a large amount of data to the network [6].
Many researchers have conducted various human perception
tasks based on CSI signals, such as vital sign monitor-
ing [7], fall detection [8], activity recognition [9], [10], [11],
indoor positioning [12], gesture recognition [13], and iden-
tity recognition [14]. Many of these tasks have used deep
learning models, including MLP [15], CNN [16], and CNN-
LSTM [17], [18].

However, in actual WiFi environments, the CSI signal
is influenced by various factors such as object obstruction,
multipath effects, environmental noise, etc., which makes
the processing of CSI signals complex. Simple convolutional
neural network models may struggle to extract key features
from the signals. Additionally, the continuous actions’ CSI
signals involve a large amount of time series data, which
may contain long-distance dependencies. However, the exist-
ing CSI-based activity recognition work mainly uses models
based on stacked convolutional kernels and pooling to extract
features [19], [20], [21]. These models have limited abil-
ity to handle long-distance dependency relationships. While
recurrent neural network (RNN) is suitable for handling
time series data, the original RNN model may encounter
the problem of vanishing gradients during backpropagation.
Improved RNN models such as LSTM (Long Short-Term
Memory) and GRU (Gated Recurrent Unit) have alleviated
the vanishing gradient problem, but these RNN-based models
often lack efficient parallel computing capabilities, resulting
in high computational overhead. The Transformer model was
first proposed in a paper by Google [22] to improve the
efficiency of machine translation. Compared to RNN mod-
els, the Transformer model completely eliminates recursion
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and convolution, utilizing the self-attention mechanism to
increase model parallelization, thereby improving training
speed. Additionally, the Transformer can increase model
depth by stacking encoding and decoding modules, fully
exploiting the characteristics of deep neural network models
to enhance model accuracy. Due to its superiority in han-
dling image data compared to traditional models, the Vision
Transformer (ViT) based on the Transformer has been widely
applied in the field of computer vision. In order to effectively
extract the spatial features of CSI data in WiFi environments,
and capture the long-term dependencies of the data, thus
achieving the ideal accuracy and generalization capability
for activity recognition, we propose a deep learning model
based on CNN and ViT, and employ the bagging algorithm to
integrate the classification results of multiple homogeneous
basic models.

We summarize the main contributions of our work as fol-
lows:

e A classification model based on self-attention mech-
anism, ConTransEn, is proposed, which first utilizes
CNN to extract spatial features of the sequences, and
then uses a ViT module that only includes the encoder to
capture the dependency relationships between different
positions in the sequence, effectively capturing the time
series features in the CSI data, which is crucial for
accurate activity recognition.

« To improve the robustness of the model, we further
adopted the bagging algorithm. By integrating the out-
puts of multiple homogeneous base models to obtain
the final classification results, we reduced the risk of
model overfitting while enhancing the overall accuracy
and reliability of the model.

« Extensive experiments were conducted on a publicly
available dataset containing seven different activities,
and the results show that our model achieves an aver-
age recognition accuracy of over 99%. Additionally, the
model was evaluated using a gesture dataset containing
multiple scenarios and users, and also achieved quite
ideal recognition performance.

The remainder of this article is organized as follows.
Section II elaborates on related knowledge in detail, including
an introduction to the principles and basic processes of human
activity recognition based on CSI, as well as a detailed expla-
nation of related findings in this field. Section III provides
an overview of the proposed model’s overall structure and
detailed explanations of the individual parts of the model.
Section IV describes the experimental setup, as well as the
presentation and analysis of the experimental results. Finally,
in Section V, the paper concludes and proposes directions for
future research.

Il. RELATED WORKS

This section will first explain CSI and the principle and basic
process of CSI based human activity recognition, followed by
an introduction to related work in this field. With the advan-
tage of using WiFi signals for human activity recognition,
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many effective methods have been proposed. The methods for
human activity recognition under WiFi environment can be
divided into model-based methods and learning-based meth-
ods. The introduction to the related work will be presented
from these two aspects.

A. HUMAN ACTIVITY RECOGNITION WITH CSI

Due to obstacles and other interfering factors, wireless
signal propagation experiences reflection, refraction, and
diffraction, resulting in signals reaching the receiver through
different paths. This phenomenon is known as the multipath
effect in wireless sensing. In order to describe the information
of each path in wireless signal propagation, the propagation
channel is usually represented as a time-linear filter, called
the channel impulse response (CIR). It can be represented by
the following equation:

n
h(t)=> aies(t—1). 1)
i=1

where n is the number of propagation paths, a;, 6;, and 7; are
the amplitude attenuation, phase offset, and time delay of the
i-th path, respectively, and §(t) is the Dirac pulse function.
The channel frequency response (CFR) describes the signal’s
decay at different frequencies, and it is the Fourier transform
of the CIR. In the IEEE 802.11 wireless LAN standard, two
important physical layer technologies, Orthogonal Frequency
Division Multiplexing (OFDM) and Multiple Input Multiple
Output (MIMO), effectively address signal attenuation and
interference caused by multipath effects by utilizing multi-
ple antennas and orthogonal subcarrier frequency division,
thus achieving higher data transmission rates within limited
spectrum resources. In WiFi systems, CFR can be used for
optimizing subcarrier selection, power allocation, and fre-
quency domain equalization during OFDM modulation and
demodulation processes. Channel State Information charac-
terizes the wireless channel by presenting the amplitude and
phase information of each OFDM subcarrier and represents
the discrete samples of CFR.

CSI reflects the attenuation and interference experienced
by wireless signals during multipath propagation, describing
the characteristics of the channel during signal propagation,
including multipath effects and phase shifts. CSI can be
collected using tools such as the Intel 5300 network card [5]
and Atheros CSI Tool [23]. In WiFi-based device-free sensing
scenarios, CSI can be represented as the superposition of
static signal components (combination of static object mul-
tipath reflections) and dynamic signal components reflected
by moving human bodies. The received signal at the receiver
can be represented by the following formula:

CSI = Anoise (f, 1) e 7% D (HO(F) + Hy (F, 1)), (2)

where f is the carrier frequency, ¢ is time, A,;se 1S the uncer-
tainty of amplitude power amplification, 6y, is the random
phase offset, Hy(f) and Hy(f, t) are static vector components
and dynamic vector components, respectively. In general, CSI
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FIGURE 1. The CSI samples of three human activities in UT-HAR.

is a matrix composed of multiple complex values, where each
value describes the channel response of a specific subcarrier
on a specific antenna pair, including attenuation and phase
shift information of the signal. Fig. 1 shows the CSI sample
visualizations of the “Lie down,” “Pick up,” and “Run”
activities in the UT-HAR dataset [24]. In this dataset, the CSI
data consists of three dimensions: antenna count, subcarrier,
and packet number (i.e., action duration). From the figure,
it can be observed that each action is divided into three
segments from top to bottom. This is because there are three
receiving antennas, and each segment represents the CSI data
collected on a receiving antenna. Assuming the number of
transmit antennas and receive antennas are X7 and Xg, and
the number of subcarriers is X, then at a specific time t, the
received CSIis a complex matrix of size X7 X Xg X X5, which
can be seen as a “CSI image” reflecting the surrounding
environment at time t. Therefore, collecting CSI at very short
time intervals can create a ““CSI video™ that captures subtle
human activities [6].

As mentioned above, CSI describes the channel charac-
teristics of wireless signals during transmission, including
parameters such as phase, amplitude, and frequency, provid-
ing rich information about the signal transmission process.
Human activities can affect the multipath effects of wireless
signals, causing changes in CSI. Therefore, it is possible
to establish a mapping relationship between the changes in
CSI signals and various human activities, in order to achieve
recognition and analysis of different activities. The raw
CSI data contains interference and phase noise, so in order
to improve the accuracy and reliability of human activity
recognition in a WiFi environment, it is typically necessary
to perform denoising on the raw data. Common denoising
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methods include linear filtering, mean filtering, and wavelet
denoising [25]. In addition, if the surrounding environment is
different, or even the relative position of the human body to
the antenna is different, the interference received during WiFi
signal propagation will also be different, resulting in different
CSI signals. Therefore, even for the same activity, the CSI
signals obtained in a WiFi environment will be different.
To address this challenge, Widar3.0 [26] proposes a new
environment-independent feature called the body-coordinate
velocity profile (BVP). BVP is a three-dimensional feature
that uses the human body as a reference coordinate system,
calculated based on DFS power distribution. It quantifies
the speed characteristics of human gestures by capturing the
velocity patterns generated by different body parts at different
action stages, thereby eliminating environmental dependen-
cies. In this paper, we selected a commonly used CSI dataset
with only amplitude and a BVP gesture dataset which is
domain independent to evaluate the performance of model.
Then, signal processing and machine learning algorithms
such as Support Vector Machine (SVM), deep learning, etc.
can be used to extract features related to human activities.
Finally, the extracted features are trained and recognized.
By building and training models, accurate recognition of
different human activities can be achieved.

B. MODEL-BASED METHODS

Model-based WiFi sensing primarily involves extracting var-
ious information from the CSI signal, including Doppler
Frequency Shift (DFS) [27], time of flight (ToF) [28], angle
of arrival (AoA) [29], and then using physical models to
map this information to discrete activities. For example,
WiDance [30] extracted the Doppler frequency shift caused
by motion and modeled the relationship between Doppler
frequency shift and motion direction for activity recognition.
WiTraj [31] reduced signal noise by using the ratio of the
CSI from two antennas on the same receiver, significantly
improving the quality of DFS estimation, and robustly recon-
structed human walking trajectories using DFS extracted
from multiple receivers. Although the work mentioned above,
which used individual information extracted from CSI for
modeling, could achieve good tracking or recognition accu-
racy, there were still many limitations, such as larger errors
in multiperson scenarios and accumulating errors in static
states. Therefore, some researchers choose to simultaneously
extract multiple types of information to establish more robust
mapping relationships. For example, IndoTrack [32] pro-
posed a probabilistic, space-time joint trajectory estimation
method, combining DFS and AoA spectrum estimation of
target reflection paths to precisely locate humans indoors.
Widar2.0 [33] used AoA, ToF, and DFS information simulta-
neously to establish a model and designs effective algorithms
for their joint estimation to predict human positions.

C. LEARNING-BASED METHODS
Deep learning is a new research direction in the field of
machine learning, the learning-based methods are mainly
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to input a large amount of CSI signal data into the deep
learning model for feature extraction, and optimize the
model parameters through backpropagation to reduce loss.
Finally, the trained model establishes a mapping relationship
between CSI features and human activities. Table 1 summa-
rizes and compares recent research on activity recognition
and other tasks using deep learning methods. Convolutional
Neural Network (CNN) is one of the most commonly used
deep learning models, which primarily extracts data features
through convolution and pooling operations. For example,
WiIiADG [34] adopted CNN as a classifier and designed
an Unsupervised Adversarial Domain Adaptation scheme to
reduce the domain difference between the source domain and
the target domain (new environment), thereby reducing the
interference of environmental elements. However, due to the
limited convolutional kernel size of the CNN model, it cannot
capture the long-term dependency of CSI data, so it often
fails to achieve ideal results when processing time series
data. Recurrent Neural Network (RNN) not only considers
the input of the previous moment, but also gives the network
a memory function for the previous content, making it very
effective for time series data. The LSTM model, based on
RNN, incorporates a gate mechanism through input gates,
forget gates, and output gates to control information flow and
memory retention. This enables better handling of long-term
dependencies and reduces the impact of gradient vanishing.
Therefore, some studies have begun to use RNN-based mod-
els for activity recognition. For example, Yousefi et al. [24]
utilized machine learning methods including random forest,
Hidden Markov Model, and LSTM to classify activities,
and the results indicated that LSTM achieved significantly
higher classification accuracy compared to other methods.
Shang et al. [35] designed an LSTM-CNN model, which
can simultaneously extract the temporal and spatial fea-
tures of CSI data and effectively classify different activities.
Chu et al. [36] proposed the C-MuRP system, designed a
conditional recursive neural network, using two layers of
CNN structure to extract spatial features, then using GRU
to extract temporal features, and applying a fully connected
layer for feature mapping to achieve human presence detec-
tion in multiple rooms.

However, models based on RNN may not only face the
problem of gradient vanishing but also cannot implement
parallel computing, thus resulting in high computational over-
head. In 2017, after the proposal of the Transformer model,
considering its advantages in performance and parallelism,
many researchers began to try to incorporate Transformer
or attention mechanisms into models for human activity
recognition. For example, Chen et al. [37] proposed an
attention-based BiLSTM model, using attention mechanisms
to assign higher weights to more important features and
time steps, thus achieving better recognition performance.
Zhou et al. [38] proposed the MetaFi++ system, which
performs WiFi-based human pose estimation and is used for
virtual avatar simulation. The system uses a network struc-
ture based on shared convolutional modules and Transformer
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TABLE 1. WiFi sensing research using deep learning approaches.

Method Task Model Strategy Dataset Recognition Accuracy
Yousefi et al., Human Activity RF, HMM, Supervised 6 volunteers, 6 kinds of RF: 65%; HMM: 73%; LSTM:
2017 [24] Recognition LSTM learning activities 90.5%
WIADG, - . 6 kinds of gestures, 2500 Original environment:98%; new
2018 [34] Gesture Recognition CNN Transfer learning samples environment: increased by 25%
ABLSTM, Human Activity Attention based Supervised . o o
2019 [36] Recognition BiLSTM learning 6 kinds of activities Over 95%
Sheng et al., Human Activity . . 5 volunteers, 4 kinds of N
2020 [18] Recognition CNN-BILSTM Transfer learning activitics Average 98.38%
Shang et al., Human Agt}Vlty LSTM-CNN Superylsed 5 kinds of activities, 2800 Average 94.14%
2021 [35] Recognition learning samples
Widar3.0 Human Supervised 22 kinds of gestures, 43652 In-domain:92.7; cross-domain:
.0, Identification, CNN-GRU upervise s of gestures, o :92.7; cross-do :
2022 [26] D learning samples 82.6%-92.4%
Gesture Recognition
MetaFi++, Human Pose CNN- Supervised 22 volunteers in two different . o
2023 [38] Estimation Transformer learning environments, 78408 samples PCK@50:97.30%

modules, learning the different importance of CSI from three
pairs of antennas, thus obtaining location-aware features and
achieving robust pose estimation. Zhou et al. [38] used CSI
ratio instead of CSI as the basic signal, thus eliminating most
of the signal noise. Then, they utilized self-attention modules
to learn the fine feature representation related to gestures in
the CSI ratio data, achieving excellent gesture recognition
performance.

Ill. MODEL DESIGN

We use a self-attention-based model to extract features from
the data, which consists of a CNN module and a ViT module
that only includes the encoder. The schematic diagram of the
entire model is shown in Fig. 2. We first perform multiple
rounds of bootstrap sampling on the original training set to
obtain multiple new training sets, and then input these train-
ing sets into the model for training separately. The data is first
passed to the CNN module, which is used to extract spatial
features of the data, while also altering the data dimensions
to facilitate further feature extraction by subsequent modules,
and reduce the risk of overfitting. The output of the CNN
is then used as the input for the ViT module, where the
input sequence is first subjected to positional embedding, and
then passed to the encoder layer to assign different attention
weights to different positions in the sequence, capturing the
time dependencies of the sequence. Finally, the bagging soft
voting algorithm is used as the final classifier to output the
classification results.

A. SPATIAL FEATURE EXTRACTION
The dimension of each initial sequence in the UT-HAR [24]
dataset is processed as 1 x 250 x 90. In the CNN module,
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the initial sequence’s dimensions are first down sampled
from 1 x 250 x 90 to 1 x 63 x 23. Then, through a
convolution layer, the data channel number is transformed to
64, preparing for input to the subsequent convolution layers.
In order to ensure that the spatial features of the data are
fully extracted while maintaining the performance and gener-
alization ability of the model, we introduce skip connections,
namely residual blocks, into the module. The module consists
of 16 convolutional blocks with 3 x 3 size kernels, to stabilize
the model during training and accelerate convergence, batch
normalization is performed after each convolution. Specifi-
cally, for each channel of the input, the mean and variance
of all samples in each channel are calculated, and then these
means and variances are used to normalize each sample:
subtract the mean from each sample, and then divide the
variance. Additionally, learnable scaling parameters (gamma)
and shift parameters (beta) are applied to scale and shift the
normalized values. After batch normalization, a ReLLU acti-
vation is applied to facilitate the model in learning complex
features more effectively. Defining every four convolutional
blocks as one layer, there are a total of four layers. After every
two convolutions in each layer, a skip connection is made,
adding the input features and the current intermediate features
together as the input for the next convolutional block. The
first convolutional block in the last three layers doubles the
data channel number and their convolution step is set to 2.
After a total of 16 convolutions, the output is then flattened,
and then fed into a fully connected layer to turn the data into
one dimension. To reduce the risk of overfitting, we perform
a dropout operation on the data, and finally reshape the data
back to three dimensions. The main structure of the convo-
lutional module is shown in Fig. 3., where curved arrows
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indicate residual connections, the dashed arrows indicate that
the channel number and size of features have changed, and
the residual connection is also carried out, and the dashed
box indicates the dimensions of the intermediate features. The
output dimensions obtained from the CNN module are 64 x
4 x 4, which are then used as the input for the ViT module to
extract temporal features.

B. TIME FEATURE EXTRACTION

After completing the extraction of spatial features, we feed
the output into the ViT module that only includes the Encoder
for temporal feature extraction. The finite size of the convolu-
tion kernel in the CNN leads to an insufficient receptive field,
thus failing to capture long-distance dependencies. Unlike
CNN and RNN, Transformer is entirely based on the self-
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attention mechanism. This mechanism allows the model to
assign higher weights to essential information when process-
ing CSI signals, helping us effectively extract fine-grained
information from time series data, thereby enhancing the
model’s activity recognition capabilities in complex environ-
ments. The process of extracting temporal features in the ViT
module is shown in Fig. 4. The features outputted by the
CNN module are first sent to the Position Embedding layer,
which adds a vector representing the position information
for each position in the input sequence, helping the model
understand the relationships between different positions in
the input time series. The Position Embedding layer generates
alearnable position encoding matrix with the same dimension
as the input features, and then adds the position encoding
to the input features to form features containing position
information. In order to reduce the risk of model overfitting
and improve the stability of the model, a dropout operation is
applied to the position embedding features before performing
the multihead self-attention weight calculation in the Encoder
block.

Each Encoder block contains multihead self-attention lay-
ers, a feed-forward neural network (MLP) layer, and residual
connections. After obtaining the output of the Positional
Embedding layer, it is normalized to make the data distri-
bution more uniform, and then inputted into the multihead
self-attention layer for weight calculation. Self-attention
mechanism is the core of the Transformer, used to capture
dependencies between features at different positions. The
self-attention mechanism mainly involves calculating atten-
tion weights, first mapping the input sequence containing
position information into three different matrices through
linear transformation: query (Q), key (K), and value (V).
Then, attention weights are calculated using these three matri-
ces. The calculation process of attention weights can be
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represented by the following formula:

KT
Attention(Q, K, V) = softmax ( ) -V, 3)

Vi

where /dy is a scaling factor used to control the size of
attention weights, which helps to avoid gradient vanishing
or exploding during training, and improves the training sta-
bility of the model. Multihead attention involves generating
multiple sets of Q, K, and V matrices, performing multi-
ple attention weight calculations, and finally the calculated
attention weight matrices are spliced together. Then, a linear
transformation is applied to the concatenated matrices as the
output. Using multihead attention allows the model to better
understand the relationships between different positions in
the input sequence and enhances the model’s representational
capacity. After calculating the attention weight matrix, it is
further subjected to a dropout operation to reduce overfitting
of the model. Once the output of the multihead self-attention
layer is obtained, it is connected with the original input, nor-
malized, and then input to the MLP layer. Finally, a residual
connection is applied to obtain the output of the Encoder
block. In the ViT, multiple Encoder blocks are stacked, with
the output of the previous Encoder block serving as the input
for the next Encoder block for hierarchical feature extraction,
gradually enriching the representation of the input sequence
and improving the model’s understanding and generaliza-
tion abilities. To obtain the classification results, we use a
convolutional layer to reduce the number of output feature
channels from 64 to 2, with a kernel size of 3 x 3. Then,
a dimension transformation is performed to convert the data
into two dimensions, and finally, a linear transformation is
applied to reduce the number of channels from 2 x 4 x 4 to
the number of classes in the dataset, in order to obtain the
classification vector.

C. BAGGING ENSEMBLE
Bagging is a widely used ensemble learning algorithm that
has shown good performance, particularly in solving classi-
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fication and regression problems. Its basic process involves
first using the Bootstrap sampling method to randomly sam-
ple the original training set multiple times to obtain multiple
new training sets. Each of these new sets is then used to train
multiple base models. The predictions of all base models are
then combined using a voting strategy to calculate the final
classification result of the ensemble model.

To further improve the model’s classification accuracy
and generalization ability, we adopted the idea of Bagging
algorithm to ensemble the models. We use the Bootstrap
sampling method to randomly sample the original training
set containing n samples with replacement, meaning each
time a sample is randomly selected from the original training
set and copied into a new training set, then the sample is
returned to the original training set, ensuring that the sample
is still possible to be selected in the next sampling. This
process is repeated n times, conducted in three rounds of
sampling, resulting in three new training sets of the same
size as the original training set. These three training sets are
then used to train three homogeneous CNN + ViT models
proposed in this paper, respectively. During the testing phase,
the predictions of the three models are combined using the
soft voting method, averaging the predicted probabilities for
each class from the three models, and finally selecting the
class with the highest average probability as the predicted
result. The pseudocode for integrating multiple base models
using the Bagging ensemble learning algorithm and obtaining
the prediction results of the ensemble model on the test set
using the soft voting method is shown in Algorithm 1.

Algorithm 1 Bagging Ensemble Learning Algorithm Using
Soft Voting Method

Input: original training set D with n samples, Test set S, basic model
ConTrans, Number of basic models N
Output: predicted results R
1: ensemble_model = []
2:fort=1toN:
Dt = randomly_select_samples(D)
Train a basic model ConTrans using Dt: ft = ConTrans(Dt)
ensemble_model + = [ft]
3: def soft_voting_predict(ensemble_model, x):
predictions = [model(x) for model in ensemble_model]
Calculate the average probability for each category:
avg_probs = average (predictions, axis = 0)
return argmax(avg_probs)
4: Apply soft voting for classifying the test samples: R =
soft_voting_predict (ensemble_model, S)

IV. EXPERIMENTS AND EVALUATION

A. DATA DESCRIPTION

The first dataset used for evaluation, UT-HAR [24], is a
publicly available CSI dataset for human activity recognition,
containing a total of seven common activities of daily life.
It was collected using an Intel 5300 network card with 3 pairs
of antennas, each pair recording 30 subcarriers at a sampling
frequency of 1kHz. All data were collected in the same
indoor environment. During the data collection process, each
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person performed each activity for 20 seconds, and a sliding
window with a window size of 2 seconds was used for data
segmentation.

In addition, to provide a more comprehensive evalua-
tion of the model, we also used the BVP data from the
Widar3.0 dataset [26]. This data was obtained by transform-
ing CSI and eliminating the influence of environmental noise.
The dataset consists of 43K samples collected using a 3 x
3 pair of antennas with an Intel 5300 network card and
includes 22 gesture classes performed by 16 volunteers in
various environments. The dimension of BVP data is 22 x
20 x 20, where the first dimension represents the length
of time, and the second and third dimensions represent the
velocity components of the gesture action along the x and y
axes of the body coordinate at a certain moment.

B. EVALUATION ON UT-HAR DATA SET

In the experiment, we ensemble three homogeneous base
models implemented on the PyTorch platform. When evalu-
ating the model using the UT-HAR dataset, each base model
was trained for 50 epochs using the Adam optimizer, with
a batch size of 64 and a learning rate of 0.0001. To vali-
date the effectiveness of our proposed model, we compared
it with baseline methods based on CSI action recognition
as well as several popular approaches. In [24], the authors
introduced the UT-HAR dataset and used the commonly used
LSTM model in deep learning for activity classification.
Wang et al. [40] designed a Sparse Autoencoder network
(SAE) for simultaneous location, activity, and gesture recog-
nition. Sheng et al. [18] proposed a CNN-BiLSTM deep
learning model, achieving high accuracy in cross-scene action
recognition. Chen et al. [37] proposed an attention-based
BiLSTM model (ABLSTM), which delivered superior per-
formance in action recognition.

The confusion matrices for the five methods are shown
in Fig. 5. In the confusion matrix, the x-axis represents the
actual activity types, and the y-axis represents the predicted
activity types, with diagonal elements indicating the recog-
nition accuracy for each activity. It can be observed from
these confusion matrices that there is a significant disparity
in the recognition accuracy of different activities. The recog-
nition performance of activities such as “Run”’, “Walk”, and
“Fall” is relatively good, likely due to their larger amplitudes,
making their data features more distinct and easier to extract.
Additionally, most methods have the lowest recognition accu-
racy for the activities of “Sitdown”” and ““Stand up”’, possibly
because the CSI features of these two activities are similar and
can be easily confused with the activity of “Lie down”.

It can be observed that these methods have all achieved
high recognition accuracy. The average accuracy for activity
recognition based on the SAE method is 86.25%. Due to con-
sidering the temporal dependency of sequences, the methods
based on the LSTM model have achieved better recognition
results compared to SAE. The basic LSTM method achieved
an average accuracy of 90.5% for activity recognition, while
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FIGURE 5. The confusion matrix obtained by five methods.

the CNN-BiLSTM method achieved an average accuracy
of 93.08%, and the ABLSTM method achieved an average
accuracy of 97.19%. The ConTransEn model we proposed
utilizes CNN and ViT to extract spatial and temporal features
of sequences, and finally improves the overall performance of
the model through the bagging algorithm. In comparison, our
proposed ConTransEn model achieved the highest average
accuracy for activity recognition at 99.41%. The recognition
accuracy for the activities of “Sit down” and ““Stand up”
both exceeded 95%, while the recognition accuracy for the
other five activities surpassed 99.5%. Furthermore, from the
graph, it can be seen that our method achieved the highest
recognition accuracy for each activity among these methods,
demonstrating the effectiveness of the CNN and ViT modules
in extracting CSI sequence spatial and temporal features. The
average recognition accuracy for the five methods is shown
in Fig. 6.

Ablation Analysis: In order to evaluate the contributions
of the different components of our proposed method to the
overall performance, we analyzed the effectiveness of the
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FIGURE 6. The average recognition accuracy of five methods.

combined CNN and ViT modules as well as the rationality of
using the Bagging algorithm. As shown in Fig. 7, we plotted
the receiver operating characteristic (ROC) curves for the
individual CNN and ViT models, the combined CNN and ViT
model, and our proposed ConTransEn model. The horizontal
axis False Positive Rate (FPR) represents the proportion of
negative samples incorrectly predicted as positive among all
negative samples, and the vertical axis True Positive Rate
(TPR), also known as recall, represents the proportion of
positive samples correctly predicted as positive among all
positive samples. From the graph, it can be observed that the
CNN + ViT model has a significantly higher Area Under
the Curve (AUC) value compared to the individual CNN and
ViT models. This indicates that the CNN + ViT model is
capable of extracting key features from the CSI signals more
effectively than the standalone CNN or ViT models. This
is because the CNN model can extract local features of the
data through multiple convolutions, which are then further
captured by the long-range dependencies in the ViT mod-
ule through its attention mechanism. Additionally, the graph
shows that the utilization of the Bagging algorithm leads to a
slight improvement in recognition performance compared to
the basic combined model. Although the improvement may
not be very significant, the use of the Bagging algorithm plays
a crucial role in enhancing the stability of the model. Bag-
ging achieves this by performing bootstrap sampling on the
training data to generate multiple subsets, training multiple
models on these subsets, and then averaging the predictions
of these models. This effectively reduces the impact of noisy
in CSI data and decreases the variance of the model, thereby
improving model performance. In our experiments on another
Widar dataset, the use of the Bagging algorithm resulted in an
average increase of 3.86% in recognition accuracy compared
to not using it, further confirming that the Bagging algorithm
can effectively improve model performance.

K-Fold Cross-Validation: In order to comprehensively
evaluate the performance of the model, we employed K-fold
cross-validation to conduct experiments on the basic model
CNN + ViT. We chose K=5, then merged the training and
testing sets, and randomly divided the merged dataset into
five equally sized subsets for five rounds of training and val-
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TABLE 2. Results of five-fold cross-validation on the base model.

Fold 1 2 3 4 5 Mean
Accuracy 09744  0.9989 1.0 1.0 1.0 0.9947
Precision 0.9683  0.9827 0.9881 0.9909 0.9929 0.9846

Recall 0.9643  0.9804 09867 0.9899 0.9920 0.9827

idation. In each round, four subsets were used as the training
set, with the remaining subset used as the validation set. The
model was then trained on the training set and evaluated on
the validation set. Finally, the performance metrics obtained
from the five rounds were averaged to yield the final evalu-
ation result. The results of the cross-validation are presented
in Table 2. It can be observed from the table that the accuracy
for each fold is very high, with the accuracy reaching 100% in
the last three folds. The average accuracy across the five folds
is 99.47%, indicating that the proposed basic model exhibits
good generalization capabilities on different subsets of data.
The precision and recall scores are also very high, with an
average of over 98% across the five folds, indicating the
model’s strong ability to correctly identify positive instances
and classify them accurately.

Impact of the Number of Encoder Layers and Attention
Heads: Additionally, we analyzed the influence of the num-
ber of Encoder layers and the number of attention heads in the
ViT module on recognition performance. The experimental
results obtained using different numbers of Encoder layers
and attention heads are shown in Table 3. A simple analysis
of the data in the table reveals that recognition performance
generally improves with increasing numbers of Encoder lay-
ers and attention heads. The model performs best when the
Encoder has 2-6 layers and the attention heads are 7, 8, and
10-12. Increasing the number of attention heads and Encoder
layers in ViT can enhance the model’s ability to capture
local and global information in CSI data sequences, aiding in
learning more abstract and complex feature representations,
thereby improving the model’s representational capacity.
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TABLE 3. Influence of the number of Encoder layers and attention heads
on recognition accuracy.

Number Number of Layers

of Heads 1 2 3 4 5 6
1 99.38 98.89  99.37 99.38 9941 99.43
2 99.27 99.36 99.38 99.48  99.40 9951
3 99.39 9937 99,57  99.28  99.09  99.42
4 99.45 99.47  99.48 99.50  99.51 99.42
5 99.39 9934 9948 99.37  99.22 9941
6 99.38 99.25 99.28 99.38  99.39  99.54
7 99.38 99.26  99.38 9937  99.61 99.51
8 99.49 9938  99.48 99.38  99.61 99.41
9 99.38 9948  99.38 99.48  99.41 99.41
10 99.48 9948 9938 99.51 98.90  99.53
1 99.38  99.61 99.46  99.49  99.51 99.41
12 99.27 99.41 99.51 99.50  99.50 9941

However, a larger number of attention heads can also
increase the computational complexity and the number of
parameters, leading to increased training and inference time
costs. Overly deep models may lead to the problems of
vanishing or exploding gradients, as well as increased train-
ing time and resource consumption. Therefore, in order to
maintain the model’s recognition performance and stability
while keeping the training cost reasonable, we chose to set
the number of Encoder layers to 5 and the number of attention
heads to 8.

Computational Cost and Model Parameters: The number
of model parameters reflects the complexity of the model
and determines the memory consumption during the train-
ing process, while Floating Point Operations (Flops) reflect
the computational complexity of the model and determine
the duration of the inference process. We calculated the
model parameter quantity and Flops for the five methods,
as shown in Table 4. From the table, it can be observed
that the computational cost and model parameter quantity
of the other three composite models are significantly higher
than that of the SAE and LSTM models. This is because
the SAE and LSTM models have relatively simpler struc-
tures with fewer layers, resulting in higher training efficiency
and lower resource consumption, but their performance is
relatively poorer. Additionally, our proposed method has a
much larger number of parameters compared to the other
four methods. This is mainly due to the positional encoding
and multiple multi-head self-attention layers involved in the
ViT module. Furthermore, the multiple convolution layers
in the CNN module contribute to the increase in model
parameters. Although a large number of model parameters
increase the burden on memory and computational resources,
they also enhance the model’s expressive power, enabling
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TABLE 4. Computational complexity and model parameters of five
methods.

Method Parameters (M) Flops (M)
SAE 0.18 30.56
LSTM 0.25 61.70
CNN-BILSTM 1.48 4844.99
ABLSTM 0.47 465.16
ConTransEn 73.32 3340.95

it to learn and capture more subtle features, thereby better
adapting to different tasks. From Table 4, it can also be
seen that the CNN-BiLSTM model has the highest FLOPs,
followed by ConTransEn. The CNN-BiLSTM method uses
a double-layer BiLSTM structure, which involves a large
amount of recurrent computation, leading to high computa-
tional cost. Similarly, ConTransEn has multiple convolution
layers as well as computations with multiple heads of atten-
tion, resulting in high computational complexity. Therefore,
during the model training process, we used the ‘apex’ library
to improve training efficiency and reduce memory consump-
tion through mixed-precision training. Although the training
process takes relatively longer, it is an offline process as
it needs to be performed only once to conduct online test-
ing on the samples. Our proposed approach took a total of
3.14 seconds to test all 996 samples, which means that each
sample’s test time is approximately 0.0032 seconds. Hence,
it can be said that ConTransEn can be used for real-time
action recognition in a WiFi environment.

C. EVALUATION ON WIDAR DATA SET

Due to the limited number of samples in the UT-HAR
dataset and the potential inherent noise in CSI data, to fur-
ther validate the stability of the model, we also utilized the
Widar3.0 dataset for evaluation. The dataset samples are
collected from multiple volunteers in various environments
and utilize environment-agnostic BVP data to eliminate the
influence of environmental noise. The experiments were
implemented on the PyTorch platform, integrating three basic
models, with each model trained for 30 epochs. The models
were optimized using the stochastic gradient descent with
momentum (SGDM) algorithm, with a batch size of 32,
a learning rate of 0.001, and a momentum of 0.9.

Our method achieved an average recognition accuracy of
85.09% on the Widar dataset, and the confusion matrix of
various gestures are shown in Fig. 8. Each of the labels on
the axes of the confusion matrix in the figure represents a
type of gesture. Apart from the first four gestures, the word
“drawing” is omitted before the other gesture labels. The
letters “H’ in parentheses after the labels indicate that the
gesture was performed in the horizontal plane, while the letter
‘V’ indicates that the gesture was performed in the verti-
cal plane. From the figure, it can be observed that gestures
such as “sweep,” “‘drawing triangle,” ‘‘drawing number 6,”
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FIGURE 8. Confusion matrices of different gestures.

and “drawing number 0 have relatively high recognition
accuracy, all reaching 90%. Therefore, the model achieved
excellent recognition performance on the Widar 3.0 dataset,
indicating its strong ability to learn different features from
various data modalities and further validating its robustness.
The gesture of ““slide” had the lowest recognition accuracy
of 66%, possibly due to WiFi signals being obstructed at
certain angles when the gesture is performed in front of the
subject’s torso. Moreover, this gesture is relatively simple and
lacks distinct features, making it challenging for the model
to extract key information from the corresponding input
sequences. The recognition accuracy for the “drawing N in
the vertical plane” and ‘“‘drawing number 2" gestures was
relatively lower. The main reason is that these two gestures
are quite similar and both performed in the vertical plane,
making it difficult for the model to accurately capture the key
features solely based on BVP data. Hence, the model tends to
confuse them during classification.

The bar chart of precision, recall, and specificity for each
gesture is shown in Fig. 9. From the graph, it can be seen that
the specificity of all gestures reaches over 95%, indicating
that the model has high classification accuracy and reliability.
Among them, gestures such as “‘slide,” “drawing N in the
vertical plane,” and “drawing numbers 1, 2”” have high preci-
sion but relatively low recall. This suggests that other gestures
are not easily misclassified as these gestures, but the model
tends to classify these gestures as other gesture categories
incorrectly. The possible reason is that there are significant
differences between the samples of these gestures, making it
difficult for the model to effectively extract the key features
of these gestures, leading to confusion with other similar
gestures. Additionally, the recall rate of the gesture ‘““drawing
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number 6” is close to 1 but its precision is relatively low at
0.85. This indicates that other gestures are prone to be mis-
classified as this gesture. Moreover, the recall rate of the ges-
ture “drawing number 9 is low, and these two gestures are
similar, hence it is likely that the gesture ‘““drawing number 9™
is easily misclassified as the gesture ‘“‘drawing number 6.”

V. CONCLUSION

In this paper, we propose a deep learning model called
ConTransEn, based on CNN and Transformer, and utilizing
Bagging ensemble learning algorithm for human activity
recognition in WiFi environments. ConTransEn learns spa-
tial features from raw data sequences using CNN, and then
uses an attention-based Vision Transformer module to allo-
cate different weights to different positions of the sequence,
thereby capturing long-term dependencies. We experimen-
tally validate the effectiveness of our proposed method for
action recognition and compare it with popular methods,
including traditional deep learning methods such as SAE
and LSTM, as well as combined model methods such as
CNN-BiLSTM and ABLSTM. The results show that our
proposed model outperforms these methods in recognition
performance. Furthermore, we have demonstrated the effec-
tiveness of combining CNN and ViT modules in our model
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through ROC curves, as well as the rationality of using the
Bagging algorithm. Afterwards, we further confirmed the
stability of the base model through cross-validation, and
analyzed the impact of the number of Encoder layers and
attention heads in ViT on the recognition performance of the
model. Additionally, we discussed the complexity and com-
putational cost of the model. Finally, we evaluated the model
using a gesture dataset in the form of BVP data, and it also
achieved good recognition performance. The action samples
in the different datasets were obtained under different envi-
ronments and signal conditions. The model achieved good
recognition performance on both datasets, demonstrating a
certain degree of robustness.

However, our proposed method still has some limitations.
For example, the model may have limited generalization
ability for human activity recognition in different environ-
ments, as different environments introduce different noise and
interference. In future work, we will try to apply our model to
broader scenarios, such as environments with more obstacles
or variable conditions, which will place higher demands on
the adaptability and generalization ability of our model. Addi-
tionally, we will also further attempt to improve the model to
extract more detailed features from different data modalities,
thus avoiding misclassification between similar actions.
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