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ABSTRACT Highly automated driving requires the use of multiple sensors for reliable tracking
functionality. In response to the requirement, the proposed method modifies the conventional Interacting
Multiple Model (IMM) filter to fuse multi-sensor data by utilizing the independence of observations.
In addition, the proposed IMM is integrated with a Centralized Kalman Filter (CKF) that ensures track
continuity against sensor failures, providing optimal state estimates. When tracking objects in a moving
reference frame, such as in autonomous vehicles, onboard sensor measurements represent relative values,
making it challenging to estimate the actual motion of objects. While transforming states to a global
coordinates is a solution, the solution can arise another problem where the tracking results depends on the
status and performance of the localization. Therefore, to tackle the problem, a track compensation algorithm
utilizing a hybrid coordinate system is proposed. The actual motions of objects are estimated based on errors
between the track state and the associated measurement. The performance of the proposed algorithms is
demonstrated using experimental scenario data conducted with an actual vehicle.

INDEX TERMS Interacting multiple model filter, multi-sensor system, sensor failure, sensor fusion, state
estimation.

I. INTRODUCTION
Recent advancements in autonomous vehicle technology
have increased the demand for reliable perception perfor-
mance. This is evident because autonomous vehicles need to
be aware of their surroundings and establish effective control
strategies. In particular, highly automated driving systems
are required to perform various Object and Event Detection
and Response (OEDR) tasks [1]. Among environmental
sensors, RAdio Detection and Ranging (RADAR), Light
Detection and Ranging (LiDAR), and cameras can be used
in vehicles to recognize their surroundings, and the data
from these sensors needs to be processed to detect objects
and obstacles. As a result, various processing methods for
each sensor have been studied to enhance the reliability
of perception systems. Among these studies, camera-based
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and LiDAR-based object detection have gained significant
attention due to their excellent performance.

However, it has been reported that relying solely on one
type of sensor may have limitations such as deteriorated
detection performance in weather conditions. A single-sensor
system cannot sufficiently meet the requirements of highly
automated driving. Hence, it is essential to establish robust
perception capabilities using multiple sensors. There are
ongoing efforts to fuse data from multiple sensors to develop
complementary perception algorithms, which is referred to
as sensor fusion. This paper specifically focuses on the
high-level fusion system for object tracking.

In the field of object tracking, there have been studies
aimed at improving accuracy and reducing computational
load. According to [2], [3], [4], [5], [6], and [7], studies on
high-level data processing consist of multi-sensor data fusion,
data association, track management, and state estimation.

Sensor fusion systems can take various forms depending
on the type of sensor data and the fusion structure.
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In terms of the structure, they can be classified into two
categories: distributed and centralized as depicted in Fig. 1.
The distributed structure has independent state estimators
and creates separate tracks for each sensor. Traditionally,
distributed structures have been preferred for their compu-
tational efficiency and mathematical convenience. Besides,
they have a clear sequence such as state estimation and
weighted combination. On the other hand, the centralized
structure is mathematically complex and computationally
expensive. However, it has a single estimator structure that
allows for easy parameters adjustment, and avoids error
accumulation and uncertainty from a separate weighted
combination process.

The data association algorithm is responsible for estab-
lishing the relationship between the estimated track states
and measurements from sensors. Depending on the specific
method employed, association results can be represented as
either a joint probability or an event tree. Track management
performs the initialization and termination of tracks. From
the association information, the manager terminates tracks
with low existence probabilities while maintaining those with
high probabilities, thus enabling their utilization for path
prediction and decision making.

To provide the states of surrounding objects for subsequent
steps such as path prediction and decision making, accurate
estimation of the track state is required. For example, Kalman
filters have been commonly used for this purpose due to their
ease of implementation and ability to achieve accuracy. But,
the standard Kalman filter (KF) [8] has a limitation that they
are designed to work with only a single motion model.

In particular, for automated driving, it is difficult to track
objects accurately with a single motion model because there
exist numerous objects with various types ofmotions. In order
to address this problem, Interacting Multiple Model (IMM)
techniques [9], [10] have been developed with integrating
estimates from multiple models. However, data fusion from
multiple sensors with the IMM is challenging due to its
formulation. Because the equations for the model interaction
and mode probability update step of the IMM filter are not
applicable to multi-sensor systems.

To address the limitations of the IMMfilter in multi-sensor
object tracking applications, a centralized fusion formula
was utilized. The Centralized KF (CKF) and IMM are
employed to fuse multi-sensor data for estimating the state
and covariance information of objects. Approaches of the
Weighted Least Squares (WLS) [11], the Information Filter
(IF) [12], and the Sequential Least Squares (SLS) [13] are
utilized, assuming a Gaussian distribution of the sensor’s
detection. This assumption makes it possible to estimate
mean and variance without requiring knowledge of the
Probability Density Function (PDF) of the sensor detection
model. Since the sufficient statistics are known or adjustable
in this application, IF and SLS can be integrated with the
IMM. Then, the CKF is applied to the IMM filter based
on the independence of the observation events. To perform
sensor fusion with IMM filter, it is necessary to modify the

FIGURE 1. Sensor fusion structures.

equations of the KF, which is the sub-filter of the IMM filter.
The CKF is utilized instead of Distributed KF (DKF) because
centralized fusion outperforms distributed fusion in terms of
optimality and track continuity. The suggested algorithm has
high flexibility because the formulation remains unaffected
by changes in the number of sensors. Thus, this enables it to
handle sensor failure scenarios effectively.

A failure in one or more sensors can cause incorrect data
being fed into the fusion algorithm, potentially degrading the
tracking functionality. Failures can originate from various
sources, such as mechanical breakdowns in sensors, com-
munication loss between sensors and the processing unit,
and bad weather conditions such as fog and heavy rain [14].
Failures not only degrade the object tracking performance,
but also jeopardize driving safety due to incorrect tracking
results. To address these limitations, various sensor fusion
algorithms have been developed that can detect failures [15]
and compensate for compromised sensor data [16].

The perception system selects either a global coordinate
system or a moving coordinate (reference) system to perform
object tracking.When selecting the global coordinate system,
tracking objects becomes impossible if GPS is not installed or
its signals are unavailable [17]. In highly automated driving,
such as level 4 and above, it is necessary to maintain object
tracking functionality even in situations where GPS is not
operational [1]. Therefore, selecting the global coordinates
for tracking can be a risk to systems that require stable
functionality, such as highly automated driving.

In this study, object tracking is investigated in the moving
reference frame. Selecting a moving reference frame offers
an advantage of less computational burden and it yields
smaller errors in object tracking compared to those of the
global coordinate system [18]. However, since this selection
induces relative quantities in sensor measurements, it is not
easy to estimate the actual motion of objects accurately when
mode matched filtering algorithms are utilized such as the
IMM. Thus, track compensation algorithm is proposed which
compensates the state of an object with the amount of host
vehicle’s movement. With the proposed compensation and
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the centralized IMM, the actual motion of an object can be
obtained and optimal solution can be provided. In addition,
sensor failure cases among camera, RADAR, and LiDAR are
considered to verify the robustness of the proposed object
tracking performance against bad weather conditions. The
proposed algorithms are verified based on the experimental
data in several test scenarios. The main contributions of this
paper can be summarized as follows:

• A novel formulation of IMM filter is proposed such that
IMM filter is integrated with Centralized Kalman Filter
(CKF) for enhanced multi-sensor data fusion.

• A track compensation algorithm in the moving reference
frame is presented to track the actual motion of objects.

• A robust object tracking is pursued to address sensor
failures due to various driving environment.

• The feasibility of the proposed algorithm is evaluated
using experimental driving data.

II. RELATED WORKS
A. KF-BASED APPROACHES
For the state estimation, filtering techniques such as
KF-based approaches have evolved to enhance estimation
performance. Due to its ease of implementation and strong
performance, the standard KF has been regarded as the most
common filter. However, in automated driving environments,
advanced versions of the KF are utilized because objects
exhibit nonlinear behaviors and sensor measurements are
uncertain. For instance, Extended Kalman Filter (EKF) [19]
was applied to track nonlinear maneuvering objects, but
it has limitations due to the linearization errors. As an
improvement, the Unscented Kalman Filter (UKF) [20]
was introduced, but it still requires further improvement
of finding optimal parameters. The cubature KF, which
enhances the convergence and estimation accuracy of the
UKF, was proposed [21]. Efforts have been made to
enhance the performance of the cubature KF by estimating
an augmented state, which consists of state and process
noise [22]. In addition to solutions for nonlinearity, there were
several other studies for robust estimation, among which the
H-infinity filter was developed to to minimize the worst-case
estimation error within a specified bound [23]. In [24],
the noise covariance adaption technique was applied to the
H-infinity filter. However, the studies [19], [20], [21], [22],
[23], [24] have limitations in that they use a single prediction
model or are difficult to apply in multi-sensor environments.

B. IMM-BASED APPROACHES
Another approach for improving object tracking and esti-
mation performance is the IMM-based filter, which has
been increasingly employed recently [25]. This is due to
the challenge in modeling the movements of various objects
in the automated driving environment, as a single motion
model may not be sufficient. For that reason, IMM, useful for
estimating the state of objects whose class and maneuver are
unknown, was first presented in [26]. However, the original
IMM cannot handle models with different state dimensions

and is influenced by the performance of the sub-filter, KF,
indicating the need for further development. Subsequently,
the IMMfilter has evolved in various ways. Zubaca et al. [27]
developed a novel mode mixing approach for IMM filters in
vehicle motion models with unequal state dimensions, reduc-
ing the overall complexity and enhancing state estimation.
Li and Bian [28] integrated IMM with a novel correlation
filter for object tracking. Wenkang et al. [29] presented a
vehicle state observer based on the IMM with a square root
cubature KF. Lim et al. [30] proposed an IMM algorithmwith
a mini-max strategy for particle filtering. The studies [27],
[28], [29], [30] improve the state estimation performance and
implementation complexity of the original IMMfilter in their
own ways, but they still have the limitation of being difficult
to utilize in multi-sensor environments.

C. FUSION STRUCTURES
Highly automated vehicles require robust perception capabil-
ities for stable OEDR performance, and one of the methods
to achieve the capability is the use of multiple sensors [31].
Consequently, research has been conducted to fuse multiple
sensors, achieving superior object tracking performance
compared to using a single sensor. Regarding the distributed
fusion, reduced computational load on the central processing
unit is the main advantage, whereas the solution is not
theoretically optimal [32]. After Olfati-Saber proposed the
Kalman Consensus Filter (KCF) [33] as a solution for
distributed fusion, subsequent studies have been conducted
to improve the performance of state estimation. For instance,
the work in [34] introduced a distributed filtering algorithm,
which breaks down the operations of optimal centralized
Kalman filtering into manageable components for individual
agents. Xin et al. [35] developed a trust-based classification
fusion strategy for resisting sensor faults utilizing KCF.
Yoon et al. [36] utilized multi-modal learning techniques to
determine the weights for merging local tracks from multiple
sensors.

Centralized structure can be adopted to reduce estimation
errors for high-level fusion applications where data transmis-
sion can be managed with relatively limited bandwidth. Even
though centralized fusion faces the practical issue of requiring
substantial bandwidth to transmit raw data through the
network, it offers the advantage of providing an optimal solu-
tion [2]. Cai et al. [37] utilized both centralized fusion incor-
porating multi-coordinate system for optimal estimation and
distributed fusion using the covariance intersection method.

D. FUSION APPROACHES UTILIZING IMM
As reliable estimation performance is increasingly demanded
in various applications, studies have been conducted to reduce
estimation errors by utilizingmultiple sensors [7]. Among the
studies, efforts have been made to integrate the traditional
IMM [26] into multi-sensor fusion systems. For instance,
Hong-tao and Feng-ju [38] developed a measurement fusion
algorithm that uses the least squares method to combine
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multiple sensor measurements into a single measurement.
This approach allows the IMM to function as in a single mea-
surement environment. Cen et al. [39] and Zhifeng et al. [40]
introduced multi-sensor IMM algorithms that use a global
measurement vector, which concatenates all measured states
into a single long vector. This vector allows the algorithm to
update the state using the same formula as the single-sensor
IMM.

However, a reconfiguration of the global measurement
vector is required if any measurement becomes invalid,
resulting in complexity and inconvenience. Cho et al. [41]
and Yang et al. [42] introduced a distributed IMM structure
in which each sensor has its own IMM filter, consisting of
several sub-filters and a main filter. However, this approach
poses challenges in adjusting each filter’s parameters and
does not provide the true optimal solution in sensor fusion.
Furthermore, as the number of sensors increases, the total
amount of the required calculation significantly increases.

Centralized fusion algorithms for multi-sensor systemwith
bounded disturbances were presented based on ellipsoidal
bounding estimation [43]. Fatih Kara and Başaran [44] devel-
oped an IMM for train position estimation and integrated it
with a KCF using weighted averages to fuse heterogeneous
sensor data. Qiu et al. [45] integrated the IMM approach with
an adaptive CKF for underwater object tracking. Wang and
Li [46] presented an integration of the federated filtering with
the adaptive IMM for global positioning. Yang and Zuo [47]
exploited the distributed structure based on simple convex
covariance for sensor fusion and applied it to the IMM.

E. MOVING REFERENCE FRAME
When using the IMM for object tracking in a moving
reference frame, there are certain situations where the motion
of objects is not properly estimated. For example, consider a
situation where both the host and surrounding vehicles travel
in a lane with constant curvature at the same speed. In this
situation, the IMM may perceive the surrounding vehicle as
stationary due to unvarying measurement. Although setting
states and measurements as absolute values can partially
resolve the situation, the problem of unreliable tracking
results due to unstable GPS signals still remains. To address
the problem, Altendorfer [48] proposed a mixed coordinate
system. Farrell [49] researched the integration of the Coriolis
force, centripetal force, and gravitational force, each of which
can influence the flight trajectory of a ballistic missile, into
their motion models. This research was done to enable the
IMM to conduct precise missile tracking. Chen et al. [50]
resolved the track-to-track association issue caused by sensor
biases by employing polar coordinates. Jo et al. [51] resolved
the issue by transforming the state and measurement into
curvilinear coordinates.

The rest of this paper is organized as follows. In Section III,
the CKF and its adaptation to the IMM filter are introduced
in detail. In Section IV, the track compensation algorithm
is explained using the case of lane changing as an example.

In Section V, the performance of the proposed algorithm is
evaluated using real-vehicle experimental data obtained in
several test scenarios.

III. CENTRALIZED IMM FILTER FOR THE
MULTI-MEASUREMENT ENVIRONMENT
This section presents a novel formulation of the IMM
filter for multi-measurement systems as illustrated in Fig 2.
In Section III-A, a system model for tracking nonlinear
maneuvering objects is presented, and the system model
variables and motion models used in the IMM filter are
discussed. For the centralized sensor fusion approach, CKF
are briefly summarized in Section III-B. In Section III-C, the
proposed integration of the centralized IMM filter with the
CKF is explained, alongwith the differences from the existing
methods.

A. PRELIMINARIES
A nonlinear maneuvering object tracking system with
additive noise and its linear sensing model can be described
as

xk = f (xk−1)+ 0ωk

zj,k = Hj,kxk + υj,k (1)

xk represents the state vector at the time instance k as

xk =
[
xpos,k ypos,k vk ψk ψ̇k

]T (2)

where

xpos,k : relative longitudinal distance
ypos,k : relative lateral distance
vk : absolute speed
ψk : relative yaw angle
ψ̇k : absolute yaw rate

Note that xk is defined in a hybrid coordinate system for
the track compensation algorithm in Section IV where xpos,k ,
ypos,k , and ψk are set as relative values, and vk and ψ̇k are set
as absolute values. The description of the state is illustrated in
Fig. 3. The operator f (·) represents the nonlinear maneuver
of an object and can be expressed as (8), (9), and (10).
ωk ∼ N (0,Q) is the process noise which is assumed to be
zero-mean Gaussian distributed with covariance, Q, and 0 is
the associated noise input matrix.

Q =

[
σ 2
v 0
0 σ 2

ψ̇

]

0 =

[
0 0 1 0 0
0 0 0 0 1

]T
(3)

σv and σψ̇ denote standard deviation of predicted speed
and yaw rate, respectively, and they are tuning parameters
that affect the estimation performance. According to [12]
and [52], discrete time process noise covariance, Qk , is
obtained as

Qk =

∫ 1t

0
e∇f τ0Q0T

(
e∇f τ

)T
dτ (4)
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FIGURE 2. Overall architecture of the proposed IMM filter.

where

1t: sampling time
∇f : jacobian matrix of f (·)

zj,k is the observation acquired by sensors. In this study,
four environmental sensors are utilized for object tracking
and they are commercial camera, RADAR, and two LiDARs.
Observation set, Zk , is assumed to be synchronous to time
instance k , and also assumed to be associated with a track.

Zk = {zj,k | j = Camera, RADAR, LiDAR1, LiDAR2}

(5)

Each sensor measurement vector, zj,k , is defined as

zCamera,k =
[
xpos,k ypos,k

]T
zRADAR,k =

[
xpos,k ypos,k vsensor,k + vhost,k

]T
zLiDAR1,k =

[
xpos,k ypos,k vsensor,k + vhost,k ψk

]T
zLiDAR2,k =

[
xpos,k ypos,k vsensor,k + vhost,k ψk

]T
(6)

where vsensor,k and vhost,k denote the relative speed of an
object from environmental sensors and the speed of the Host
Vehicle (HV) from an in-vehicle sensor, respectively. Since
the speed of the state has absolute values, the HV’s speed,
vhost,k , is added to the sensor’s speed measurement, vsensor,k .
The observationmatrix,Hj,k , should be suitably set according
to dimension of the vector zj,k . For instance, HCamera,k is set
as follows:

HCamera,k =

[
1 0 0 0 0
0 1 0 0 0

]
(7)

υj,k ∼ N
(
0,Rj,k

)
represents the vector-valued obser-

vation noise which is assumed to be zero-mean Gaussian
distributed with covariance Rj,k . There are several methods
to determine the covariance, Rj,k , including referencing
the sensor’s specifications, making heuristic determina-
tion [53], or obtaining it through adaptive covariance matrix
calculations [54].

IMM-based object tracking algorithms employ the several
motion models. Three motion models are commonly used in

FIGURE 3. Definition of the object’s state.

IMM-based approaches: static motion model [55], Constant
Velocity (CV)model [56], and Constant Turn Rate andVeloc-
ity (CTRV) model [57]. The static motion model is applied
to track stationary objects and randomly moving objects
such as pedestrians or objects with noisy measurements [55].
The yaw rate is fixed to zero, and all other states remain
unchanged from the previous states for the operator, f (·),
in (1)

f Static (xk) =
[
xpos,k ypos,k vk ψk 0

]T (8)

The CV model predicts that the object will proceed along
a straight, unchanging route with respect to speed and
direction. It shows good performance when tracking the lane
keeping vehicles at high speeds [56].

f CV (xk)

=
[
xpos,k +1t · vk · cosψk ypos,k +1t · vk · sinψk

vk ψk 0
]T (9)

The CTRV model is used for tracking objects that are
moving in a circular path with a constant turning radius. The
model assumes that the yaw rate is fixed at a specific value,
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and it is equivalent to incorporating rotational motion into the
CV model [57].

f CTRV (xk) =

[
xpos,k +

vk
ψ̇k

(
sin

(
ψk +1t · ψ̇k

)
− sinψk

)
ypos,k +

vk
ψ̇k

(
cosψk − cos

(
ψk +1t · ψ̇k

))
vk ψk +1t · ψ̇k ψ̇k

]T
(10)

The nonlinear state transition functions of CV and CTRV
models are linearized for use in the prediction step of the
CKF. As in [12], (11) is obtained following the linearized
discretization approach under zero-order hold assumption.

FStatic
k =

∂f Static

∂x

∣∣∣∣
xk

FCV
k =

∂f CV

∂x

∣∣∣∣
xk

FCTRV
k =

∂f CTRV

∂x

∣∣∣∣
xk

(11)

B. SUMMARY OF THE CENTRALIZED KALMAN FILTER
Since environmental sensors such as RADAR, LiDAR,
and cameras have their own sensing characteristics, the
measurement noise covariance corresponding to each sensor
has different values. To avoid sub-optimal results, the
WLS method [11] can be utilized, which provides optimal
estimates over heterogeneous measurements. After the WLS
estimates and its covariance of the given sensing model in (1)
are computed by using the IF form [12], the WLS estimates
can be transformed into the following alternative sequential
information form [13], [58].

P̂k|k =

P−1
k|k−1 +

Ns∑
j=1

HT
j,kR

−1
j,k Hj,k

−1

x̂k|k = P̂k|k

P−1
k|k−1xk|k−1 +

Ns∑
j=1

HT
j,kR

−1
j,k zj,k

 (12)

where

x̂k|k : updated state estimates
P̂k|k : updated covariance estimates
xk|k−1 : predicted state
Pk|k−1 : predicted covariance
Ns: number of observations associated with a track

Because the full past observations are not required to
estimate the state, (12) has computational efficiency similar
to the original KF.

C. CENTRALIZED IMM FILTER DESIGN
Equation (12) can be applied to the state estimation process
of the IMM filter [59] as illustrated in Fig. 2, allowing for a
new IMM to be derived. First, it is necessary to update the

mode probability using the multi-measurement system. For a
multi-measurement system, the probability of the i-th mode
at time step k can be derived as:

µik = p
(
i|zj,0:k

)
∝ p

(
z1,k , z2,k , . . . , zNs,k |zj,0:k−1, i

)
· p

(
i|zj,0:k−1

)
= p

(
z1,k |zj,0:k−1, i

)
· p

(
z2,k |zj,0:k−1, i

)
· · · ·

· p
(
zNs,k |zj,0:k−1, i

)
· p

(
i|zj,0:k−1

)
= N

(
z1,k ; zij,k|k−1, S

i
1,k

)
·N

(
z2,k ; zij,k|k−1, S

i
2,k

)
· · · ·

·N
(
zNs,k ; z

i
j,k|k−1, S

i
Ns,k

)
·

Nm∑
m=1

πmiµ
m
k−1

=

Ns∏
j=1

N
(
zj,k ; zij,k|k−1, S

i
j,k

)
·

Nm∑
m=1

πmiµ
m
k−1 (13)

where

i : mode state with i ∈ {1, 2, . . . ,Nm}

j : measurement index with
j ∈ {1, 2, . . . ,Ns}

µik : mode probability of the i-th mode
z0:k : measurements of all sensors from the

time 0 to k
zij,k : transformed predicted state of i-th

mode
to j-th measurement space

S ij,k : variance of the measurement zj,k
πmi: probability of transition from mode m

to i
Nm : number of motion models
N (·) : probability density function of

the Gaussian distribution
p

(
zj,k |zj,0:k−1, i

)
: conditional probability of obtaining

j-th measurement at time k , given
j-th measurements up to time k − 1
and the mode is i at time k

In (13), p
(
z1,k , z2,k , . . . , zNs,k |zj,0:k−1, i

)
is divided into

terms corresponding to each sensor because observation
events from each sensor data can be considered independent.
In other words, by multiplying the observation probabilities
of the sensors, multi-sensor fusion can be applied to the IMM
filter. As a result, normalized posterior mode probabilities are
calculated as

µik =

Ns∏
j=1

N
(
zj,k ; zij,k|k−1, S

i
j,k

)
·

Nm∑
m=1

πmiµ
m
k−1

Nm∑
n=1

 Ns∏
j=1

N
(
zj,k ; znj,k|k−1, S

n
j,k

)
·

Nm∑
m=1

πmiµ
n
k−1


(14)

Consequently, using (14), the process of the multi-
measurement IMM can be summarized as follows:
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1) MULTIPLE MODEL INTERACTION
• Mixing probabilities
In the IMM filter, the states from the previous step of
each model are integrated using the mixing probabil-
ity [60].µmik−1|k−1 represents the probability that modem
was active at time step k − 1, given that mode i is active
at time step k . The probability can be regarded as the
normalized weight of each mode to the mixed state and
covariance.

µmik−1|k−1 =
πmiµ

m
k−1

Nm∑
l=1

πliµ
l
k−1

(15)

where πmi represents the probability that the mode
which was m at k − 1 transitions to i at k . The transition
probability matrix, π , which represents the probability
of mode changes, is chosen empirically for the best
estimation performance.

π =

 0.995 0.0025 0.0025
0.0025 0.995 0.0025
0.0025 0.0025 0.995


• Mixed states and covariance
The interaction among the models is utilized to obtain
the mixed initial state and its covariance by using (15).
Equation (16) determines the initial state, x̂0ik−1|k−1, and
the initial covariance, P̂0ik−1|k−1, for mode i at time step
k by weighted summation of the state and covariance
estimates of each mode at time step k − 1. Initial
state and covariance are then provided as inputs to the
sub-filters of the IMM corresponding to each motion
model.

x̂0ik−1|k−1 =

Nm∑
m=1

µmik−1|k−1x̂
m
k−1|k−1

P̂0ik−1|k−1 =

Nm∑
m=1

µmik−1|k−1[
P̂mk−1|k−1 +

(
x̂mk−1|k−1 − x̂0ik−1|k−1

)
·

(
x̂mk−1|k−1 − x̂0ik−1|k−1

)T]
(16)

where x̂mk−1|k−1 and P̂mk−1|k−1 denote the previous state
estimates of m-th mode and its covariance, respectively.

2) MODE-MATCHED STATE ESTIMATION
• Prediction
In the prediction step, each sub-filters propagate its
initial state and covariance forward in time. The state
transition matrix, F ik , of i-th mode is the Jacobian matrix
of i-th nonlinear state as shown in (11). The process
noise matrix, Qik , of i-th mode is sampled from (4).

x ik|k−1 = F ik x̂
0i
k−1|k−1

Pik|k−1 = F ik P̂
0i
k−1|k−1

(
F ik

)T
+ Qik (17)

• Measurement update
Each sub-filter calculates the updated state estimate,
x̂ ik|k , and its covariance, P̂ik|k , utilizing the CKF in
Section III-B.

P̂ik|k =

(
Pik|k−1

)−1
+

Ns∑
j=1

HT
j,kR

−1
j,k H

i
j,k

−1

x̂ ik|k = P̂ik|k

(
Pik|k−1

)−1
x ik|k−1 +

Ns∑
j=1

HT
j,kR

−1
j,k zj,k

 (18)

3) MODE PROBABILITY UPDATE
• The covariance, S ij,k , for the residual of the observation
is calculated from the output of each sub-filter. Then, the
i-th mode probability, µik , corresponding to i-th motion
model is calculated using (14) with

zij,k|k−1 = Hj,kx ik|k−1

S ij,k = Hj,kPik|k−1H
T
j,k + Rj,k (19)

4) OUTPUT STATE AND COVARIANCE
• The mode probability µik represents the contribution of
each mode to the combined output state and covariance.
Then, using the Gaussian mixture [9], state estimates,
x̂k|k , and covariance estimates, P̂k|k , can be calculated.

x̂k|k =

Nm∑
i=1

µik x̂
i
k|k

P̂k|k =

Nm∑
i=1

µik

[
P̂ik|k +

(
x̂ ik|k − x̂k|k

) (
x̂ ik|k − x̂k|k

)T]
(20)

IV. TRACK COMPENSATION FOR THE IMM FILTER
A. BACKGROUND
In a moving reference frame using an IMM filter for
object tracking, unintended results can be obtained as
explained in Section II-E. If both vehicles maintain the
same speed, onboard sensor measurements will indicate
no change in the position, speed, or heading angle of the
surrounding vehicle as shown in Fig. 4. In this study, a track
compensation algorithm is proposed to determine the actual
motion of objects, which is neither dependent on localization
performance nor affected by GPS failure. Since the proposed
algorithm exclusively utilizes information from in-vehicle
sensors such as the wheel speed sensor and the yaw rate
sensor, it remains unaffected by the antenna status or the
localization results.

B. COMPENSATION ALGORITHM DESIGN
The proposed compensation algorithm operates just before
the IMM filtering process for object (track) state estimation

VOLUME 12, 2024 85209



J. Choi et al.: Robust Object Tracking Against Sensor Failures With Centralized IMM Filter

FIGURE 4. A case of stationary measurement in the moving reference
frame.

FIGURE 5. Sequence of the track compensation.

at time k . The algorithm has two steps, where the first step
calculates the change in the HV’s state, 1xk−1, during the
time from k − 1 to k .

1xk−1 = f
(
vhost,k−1, ψ̇host,k−1, 1t

)

=



vhost,k−1

ψ̇host,k−1
sin

(
1t · ψ̇host,k−1

)
vhost,k−1

ψ̇host,k−1

(
1 − cos

(
1t · ψ̇host,k−1

))
0

1t · ψ̇host,k−1
0


(21)

where 1t represents the time interval from k − 1 to k . The
change in the state of the HV, 1xk−1, is calculated under the

FIGURE 6. Residual comparison for CTRV model.

assumption that its speed, vhost,k−1, and yaw rate, ψ̇host,k−1,
remain constant during 1t . The first step of the algorithm
calculates how much the reference frame shifted. As the
frame shifted, so does the previous track state, x̂k−1, which
shifts into x̂k−1,shifted as illustrated in Fig. 5(a). Because
the values allocated in the processing unit’s memory remain
unchanged, x̂k−1 and x̂k−1,shifted have the same numerical
values.

x̂k−1,shifted = x̂k−1 (22)

However, due to the shift in the reference frame, they
exhibit a difference of 1xk−1 in a physical sense. In the
second step, the compensated previous track state, x̂ ′

k−1,
is obtained by subtracting the physical difference, 1xk−1,
from the shifted track, x̂k−1,shifted, as illustrated in Fig. 5(b).

x̂ ′

k−1 = x̂k−1,shifted −1xk−1 (23)

By compensating x̂k−1,shifted with −1xk−1, true previous
state estimates, x̂ ′

k−1, in the reference frame at time k can be
obtained. The compensation algorithm computes x̂ ′

k−1 before
the IMM filter operates at time k . Subsequently, x̂ ′

k−1 is
used in (16) to calculate the initial state, x̂0ik−1|k−1, and initial
covariance, P̂0ik−1|k−1. Therefore, the compensating process is
repeated for the number of modes, Nm, defined in the IMM,
and (16) and (23) can be rewritten as

x̂0ik−1|k−1 =

Nm∑
m=1

µmik−1|k−1x̂
′m
k−1|k−1

P̂0ik−1|k−1 =

Nm∑
m=1

µmik−1|k−1
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×

[
P̂mk−1|k−1 +

(
x̂

′m
k−1|k−1 − x̂0ik−1|k−1

)
·

(
x̂

′m
k−1|k−1 − x̂0ik−1|k−1

)T]
(24)

where

x̂
′m
k−1|k−1 = x̂mk−1|k−1,shifted −1xk−1

i = 1, 2, . . . ,Nm

In the perspective of filtering, the proposed compensation
algorithm induces an error of1xk−1 in the state estimate. This
error affects the residuals between the state predictions and
the sensormeasurements. Equation (25) demonstrates that the
residual with the compensation is smaller than the residual
without the compensation as illustrated in Fig. 6.∥∥∥r ′CTRV

j,k|k−1

∥∥∥ < ∥∥∥rCTRVj,k|k−1,shifted

∥∥∥ , j = 1, 2, . . . ,Ns (25)

where

r
′CTRV
j,k|k−1 = zj,k − Hj,kx

′CTRV
k|k−1

rCTRVj,k|k−1,shifted = zj,k − Hj,kxCTRVk|k−1,shifted

Referring to (13), the smaller themagnitude of the residual,
the higher the mode probability the IMM filter assigns to that
mode.

µik ∝ N
(
zj,k ; zij,k|k−1, S

i
j,k

)
=

1√
2π

∣∣∣S ij,k ∣∣∣exp
−

r ij,k|k−1
T
S ij,k

−1
r ij,k|k−1

2

 (26)

where

r ij,k|k−1 = zj,k − Hj,kx ik|k−1

Therefore, it can be inferred that the compensation
algorithm, which enables obtaining a higher probability,
estimates the actual motion of the object better. Fig. 7
compares the residuals for each mode where green, blue and
red colored lines represent static, CV and CTRV models,
respectively. As illustrated in Fig. 7(a), the magnitude of the
static model’s mode residual is smaller compared to those
of other modes when the state is not compensated. Hence,
as expressed in (27), the mode probability of the static model,
µStatic
k , is greater than that of the CTRV, µCTRV

k . Since the
object is actually in constant turning motion, this result is
incorrect, as discussed in Section IV-A.

µCTRV
k < µStatic

k (27)

where ∥∥∥rCTRVj,k|k−1,shifted

∥∥∥ > ∥∥∥rStaticj,k|k−1,shifted

∥∥∥
Conversely, when the state is compensated, the magnitude

of the CTRV’s mode residual is smaller than that of the static
model, indicating that the CTRV model is assigned a higher
probability, as shown in (28) and Fig. 7(b).

µCTRV
k > µStatic

k (28)

FIGURE 7. Residual comparison for all models.

where ∥∥∥r ′CTRV
j,k|k−1

∥∥∥ < ∥∥∥r ′Static
j,k|k−1

∥∥∥
Through the case study in figures 4 through 7, it is demon-

strated that the proposed track compensation algorithm
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resolves issues arising in object tracking within a moving
reference frame. With the compensation, accurate estimation
of the object’s actual motion is possible even without local-
ization. Therefore, object tracking functionality is maintained
even in the failure case of a global positioning sensor.

V. EXPERIMENTAL RESULTS
Experiments were conducted to detect the forward objects
through camera sensor, RADAR and two LiDARs. A com-
mercial camera providing object’s position and a RADAR
providing object’s position and speed are installed on the
vehicle. One of LiDARs is a commercial solid-state LiDAR,
and the other is 360-degree 3D spinning LiDAR, and they
are denoted as LiDAR 1 and LiDAR 2, respectively. A V2V
(Vehicle-to-Vehicle) data transceiver is additionally installed
to verify the performance of the proposed algorithm. The
transmitter of the Target Vehicle (TV) equipped with GPS
sends V2V data to the receiver of the HV. This data consists
of global position and speed of the TV. Based on the GPS
data of the HV and V2V information, the local position of the
TV is calculated and considered as the ground truth. In this
study, the state of the track from the proposed algorithm is
compared to the ground truth. The complete sensor setup is
shown in Fig. 8.

A. EVALUATION OF THE CENTRALIZED SENSOR FUSION
SYSTEM
In this section, the proposed sensor fusion algorithm, IMM-
CKF, is compared with two methods: IMM-DKF [42] and
CA-CKF. The IMM-DKF, which applies the Distributed KF
instead of the CKF to the IMMfilter, is chosen to compare the
centralized and distributed structures. The CA-CKF, which
integrates the Constant Acceleration (CA) model instead of
the IMM, is selected to evaluate the tracking performance and
the track compensation algorithm.

Three maneuvering scenarios were tested as shown in
Fig. 9 where all sensors were normal. For the first scenario,
the TV on the next lane attempts cut-in while the HV is
driving at constant speed. In the second scenario, the HV
changes a lane while the TV maintains a constant speed.
Finally, in the third scenario, the TV performs multiple lane
changes in front of the HV. The tracking results are illustrated
in Fig. 10, 11, and 12, which show measurements from
sensors, the trajectory of the object, and the sensor fusion
results.

Figs. 10 through 12 show that the IMM-CKF produces
superior results compared to the measurement of individual
sensor. Even if there exist sensing errors in sensor measure-
ments, the proposed method provides smoother and more
accurate results than any individual sensor output. In addition,
subplots in Fig. 10 through 12 demonstrate that the CA-CKF
generates larger estimation errors compared to the IMM-
CKF. This is because the prediction uncertainty of the single
model increases when the actual motion of the object is
different from the motion model output. Therefore, the use
of multiple motion models for the state estimation, as in the

FIGURE 8. Sensor configuration.

proposed method, is necessary to improve the accuracy of the
estimation results.

With the distributed sensor fusion structure such as IMM-
DKF, errors or biases in specific sensor measurements
can lead to performance degradation because the result is
determined by the weighted sum of its filter estimates. On the
other hand, the centralized filter integrates sensor data at
once during the measurement update step. In this step, the
weight between the predicted state and measurements can
be adjusted. By increasing the weight of reliable sensors
or predicted states instead of noisy measurements, it is
possible to calculate the estimates to achieve robust tracking.
As illustrated in the subplots of Figs. 10 through 12, despite
large sensing errors in RADAR, LiDARs and/or camera
sensors, IMM-CKF provides the object trajectory that closely
matches with the ground truth. This indicates that even in
the presence of measurement errors, consistent results can
be still achieved by incorporating information from the other
sensors. The accuracy results of the proposed method are
compared in Table. 1 where the Average Root Mean Square
Error (ARMSE) is used as a measure of the position accuracy.
The results show that the proposed method outperforms each
sensor output and other sensor fusion methods.

ARMSE =

√√√√1
n

n∑
k=1

(
q∗
k − q̂k

)T (
q∗
k − q̂k

)
(29)

where

n : sum of time steps of each scenario

q∗
k =

[
1 0 0 0 0
0 1 0 0 0

]
x∗
k

q̂k =

[
1 0 0 0 0
0 1 0 0 0

]
x̂k|k

x∗
k : ground truth at time k
x̂k|k : state estimates at time k

For a comprehensive performance evaluation of the pro-
posed method, the Cumulative Distribution Function (CDF)
[61] is utilized as a metric. The Euclidean Distance Error
(EDE) is used as the variable of the CDF, and the distance
error at time step k is denoted as EDEk , which is defined
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FIGURE 9. Test scenarios for object tracking.

FIGURE 10. Tracking results of scenario 1.

by (30). EDEk is calculated and stacked for the reference
algorithms and sensor data during experiments. The set of
stacked errors, EDEs, is expressed by (30) and is sorted
in ascending order after the experiments. The sorted EDEs
are denoted as EDEs∗. The indices corresponding to each
element of EDEs∗ are normalized by the size of the EDEs
set, and their collection is defined as CDF∗.

EDEk =

√(
q∗
k − q̂k

)T (
q∗
k − q̂k

)
EDEs = {EDEk |k ∈ {1, 2, . . . , n}}

FIGURE 11. Tracking results of scenario 2.

FIGURE 12. Tracking results of scenario 3.

EDEs∗ =
{
EDEk1 ,EDEk2 , . . . ,EDEkn

}
CDF∗

=

{
ki

∥EDEs∗∥

∣∣∣∣i ∈ {1, 2, . . . , n}
}

(30)

where n : time steps of each scenario∥∥EDEk1∥∥ ≤
∥∥EDEk2∥∥ ≤ · · · ≤

∥∥EDEkn∥∥
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FIGURE 13. CDF comparison for three scenarios.

The CDF results for the three scenarios in Fig. 9 are shown
in Fig. 13. In the graphs of Fig. 13, the x-axis and y-axis
represent EDEs∗ and CDF∗, respectively. According to (30),
the smaller the mean error, the more the graph is shifted to
the left. In all three graphs in Fig. 13, the proposed method,
IMM-CKF, is shifted the farthest to the left, indicating the
smallest errors. Therefore, it is shown that the proposed
method outperforms the reference algorithms and individual
sensors in terms of the performance.

Further experiments were conducted to validate the
performance in the same scenarios with sensor failures. The
sensor fusion results with the remaining two sensors are
presented in Table. 2. Three test cases for two-sensor fusions
(assuming the other two sensors failed) were conducted
to to compare centralized fusion with distributed fusion.
The fusion results with RADAR and LiDAR 1 show
similar tracking performance in both fusion algorithms. This
indicates that the performance improvement of IMM-CKF
is not noticeable when the camera data is excluded, and
rather IMM-DKF performs slightly better. However, when
camera data is available in two sensor combinations, the
proposed method outperforms other methods. The camera

TABLE 1. Accuracy comparison of various methods.

measurements often induce large errors in the longitudinal
direction but are accurate in the lateral direction. Therefore,
IMM-CKF can set parameters of longitudinal uncertainty
to a high value such that the lateral information is mainly
fused with other sensor data during state updates. However,
in the distributed framework, the longitudinal uncertainty
cannot be set high because the structure has to track the
object using only camera data in its sub-filter. As a result,
the camera sensor degrades the performance of the IMM-
DKF. The proposed method can overcome the limitation
of distributed one and demonstrates consistent performance
across scenarios with sensor failures.

An additional test was conducted to validate the capability
of maintaining track continuity in the event of sequential
multiple sensor failures. Four test cases for single sensor
perception (assuming the other three sensors failed) were
performed to analyze track continuity performance when the
TV made multiple lane changes. Several sensor signals have
been blocked sequentially as shown in Table. 3 by assuming
bad weather or harsh environment. At a specific time interval,
only one sensor data is available with other sensor signals
blocked. The experimental results are illustrated in Fig. 14
and three regions are enlarged to compare the continuity
performance of the sensor fusion methods. The results
from the IMM-DKF lose its continuity due to its structural
limitations. Any discontinuity should be avoided because
discontinuous tracking causes a significant shift in the track’s
position. In contrast, IMM-CKF and CA-CKF preserve the
continuity of the track state with some errors while switching
among four sensor measurements.

B. EVALUATION OF THE PROPOSED IMM FILTER AND THE
TRACK COMPENSATION
In this section, the proposed centralized IMM filter and
the track compensation algorithm are evaluated from the
tracking perspectives. The speed and yaw estimation results
are compared between IMM-CKF and CA-CKF. The CA
model is commonly utilized for object tracking in the moving
reference frame, and the state vector is defined as relative
values. Since the results fromCA-CKF has relative quantities,
the speed of the track is obtained by adding its relative speed
to the HV’s speed.

To verify the performance of track compensation, three
test cases were performed for TVs driving on straight road,
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TABLE 2. Accuracy comparison with two sensor fusions.

TABLE 3. Sensor failure test case.

FIGURE 14. Tracking results with sensor failures.

curved road, and stationary TV. Their tracking results on
straight and curved roads are illustrated in Fig. 15 and
Fig. 16, respectively. Because the HV is following the TV,
speed estimation results from both methods are similar.
However, the estimated yaw angle and yaw rate show large

FIGURE 15. Evaluation of the proposed IMM filter and the track
compensation: straight road scenario.
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FIGURE 16. Evaluation of the proposed IMM filter and the track
compensation: constant turning scenario.

FIGURE 17. Evaluation of the proposed IMM filter and the track
compensation: stationary object scenario.
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errors with CA-CKF on both experiments. The CA-CKF
determines the yaw angle from the ratio of the longitudinal
speed and the lateral speed. Thus, the CA-CKF shows
limitations in providing the information of the actual motion
of the object. On the other hand, the proposed method
estimates the object’s speed and yaw angle/rate correctly
using the track compensation algorithm. When the yaw rate
becomes 0, the CTRV model is equivalent to the CV model,
thus, as illustrated in the last graph of Fig. 15, the mode
probabilities of the two models remain at similar values.

When the HV and the TV are traveling on the same curved
road, only the proposed method indicates that the HV and the
TV are turning with the similar yaw rate as illustrated in the
third graph of Fig. 16. In addition, reflecting the motion of
a vehicle along a curved road, the mode probability of the
CTRV model is greater than other models as shown in the
last graph of Fig. 16. This indicates that the proposed track
compensation can handle the tracking problem in a moving
reference frame, and the proposed algorithm can compute the
actual speed and yaw rate of objects accurately.

Another experiment was conducted to detect the stationary
TV on the road as shown in Fig. 17. With the CA-CKF,
TV’s yaw angle is estimated with large errors even with
backward direction. This is because the HV is in motion,
TV is perceived as if it is in motion in the moving reference
frame. However, with the proposed IMM filter and the track
compensation method, the tracking of the stationary object
is correctly achieved with almost zero speed, yaw angle, and
yaw rate. The last graph of Fig. 17 indicates the highest mode
probability on the static model compared with other models.

VI. CONCLUSION
In this paper, a robust multi-sensor object tracking system
is proposed through two steps. First, A novel centralized
Interacting Multiple Model (IMM) filter is presented to
fuse measurements from multiple sensors through one
central filter. The proposed IMM is integrated with the
Centralized Kalman Filter (CKF) so that it provides optimal
estimates over heterogeneous measurements. The proposed
IMM filter can be implemented to multi-sensor systems
by modifying the mode probability of the original IMM.
Secondly, to address a tracking problem in a moving
reference frame, a track compensation algorithm is proposed
to estimate the actual motion of an object only using
in-vehicle sensor data. With the compensation, the estimation
performance is not affected by either localization qualities
or global positioning sensor failures. Several experimental
scenarios are conducted to verify the proposed method.
The proposed method maintains track continuity even when
sensors fail or asynchronous measurements occur due to its
structure. Experimental results demonstrate that the proposed
method outperform individual sensor output and the baseline
methods. In addition, the results indicate that the actual
motion of an object is appropriately estimated when tracking
in the reference moving frame.
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