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ABSTRACT Facial Expression Recognition (FER) on unconstrained datasets poses a significant challenge,
primarily due to data uncertainty stemming from human subjectivity and ambiguous facial expressions.
Previous methods attempt to address this issue through relabeling strategies. However, this work reveals
a relabel inconsistency problem. Specifically, the model weights are not updated simultaneously with the
relabeling process. Consequently, the feature representations of the noisy samples remain associated with
the previous label despite being relabeled. As a result, the relabeling mechanism reverts the new label
back to the previous one, initiating a cycle between the two classes during the subsequent training. The
failure to ‘‘shift’’ the feature representations closer to the new label centers hinders the model from learning
discriminative features capable of handling data uncertainty, leading to degraded performance. In this work,
a new framework based on embedding proximity is proposed to ensure consistent updating of feature
representations with rectifications made during relabeling to overcome this limitation. This is achieved by
pushing relabeled images closer to their newly assigned class centers and farther away from their previous
class (wrong) centers in the feature embedding space. Through comprehensive experiments, this work
utilizes existing models–SCN, RUL, and DMUE–to map the original feature space and then applies the
proposed embedding proximity technique to update the feature representations. The updatedmodels, denoted
as SCN-C, RUL-C, and DMUE-C, demonstrate significant improvements in addressing inconsistency issues
and enhancing overall performance. The proposed models outperform state-of-the-art methods, achieving
accuracies of 65.73% on AffectNet, 89.51% on RAF-DB, and 71.83% on FER2013.

INDEX TERMS Data uncertainty, facial expression recognition, feature embedding space, relabeling.

I. INTRODUCTION
Facial expressions play a pivotal role in the daily interactions
of humans, serving not only as a medium for conveying
emotions but also as a nonverbal way of interpersonal
communication [1]. Automatic facial expression recogni-
tion (FER) holds tremendous practical importance across
various fields, including psychology [2], human-computer
interaction (HCI) [3], healthcare [4], service robots [5],
and security systems [6]. In recent years, many deep
learning-based strategies have been proposed and achieved
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promising performance with the emergence of unconstrained
large-scale datasets, such as AffectNet [7] and FERPLUS [8].

Nevertheless, unconstrained large-scale datasets often
suffer from inconsistent and noisy annotations due to the
inherent uncertainty of human expressions and the subjective
nature of annotators [9]. Consequently, the training of FER
models with label noise has consistently remained a focal
point in ongoing research efforts [9], [10], [11], [12], [13].

Various methods have been proposed to tackle the chal-
lenge of uncertainty in emotion recognition, demonstrating
significant progress. Some approaches involve using a small,
clean dataset to assess annotations [14], [15], while others
focus on learning label distributions [12], [16]. Another
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FIGURE 1. (a) Original distance to cluster centers [Blue: Happiness and Orange: Neutral] represented in a bar chart (before relabeling).
(b) After SCN (Self-Cure Network) relabeling module [9] (Happiness to Neutral), relabel inconsistency happens. Despite rectifying the label
of the mislabeled image, the distance of the relabeled image to its new corresponding label centers (i.e., Neutral) remains unchanged (the
blue and orange bars of the baby image are the same as in (a)). (c) The proposed framework encourages the model to update, aligning
with the changes made during relabeling. The relabeled image is closer to its new corresponding class centers (i.e., Neutral) in the
embedding space. A lower bar indicates a closer distance to its corresponding cluster center, and vice-versa. Best viewed in color.

set of methods addresses uncertainty by rectifying noisy
annotations through relabeling noisy images [9], [17],
[18]. Despite the observed performance gains, the first
two strategies often demand substantial labour and time,
rendering their application in real-world scenarios imprac-
tical [19], [20]. Consequently, there has been significant
attention on suppressing uncertainties by directly correcting
noisy annotations. However, empirical findings indicate that
existing relabeling-based methods, even after introducing
new (corrected) labels, result in the model producing feature
representations that remain closer to the centers of the
previous labels in the feature embedding space.

This inconsistency between the new labels and feature
representations adversely impacts model training, preventing
the model weights from being appropriately updated in the
next epoch to ‘‘shift’’ the feature representations closer to
the new respective label centers. As a consequence, in the
following epoch, the relabeling mechanism consistently
reverts the new label to the previous label due to the lack of
proximity to the new class center. This cycle repeats, creating
a persistent thread in the feature embedding space between
the two class centers.

For example, as illustrated in Fig. 1(b), when the (baby)
image is relabeled from its original expression of Happiness
to Neutral, it is observed that its embedding space remains
unchanged compared to the original setting in Fig. 1(a).
In other words, the (baby) image is still associated with
the Happiness class. This work terms this phenomenon
the relabel inconsistency problem. In principle, after an
image is relabeled, the model should be updated to reflect
the rectification made. In the aforementioned example,
the relabeled (baby) image should be closer to the newly
relabeled class center (Neutral) instead of theHappiness class
center, as shown in Fig. 1(c).
To alleviate this relabel inconsistency problem, this work

proposed a new framework based on embedding proximity
to ensure that the FER model is updated when relabeling
ambiguous images. Specifically, the proposed framework
learns the center for each facial expression class. During
training, the proposed framework concurrently updates these

centers while minimizing the distances between image sam-
ples and their respective class centers. Consequently, follow-
ing the relabeling of an image, the feature embedding space
accurately reflects the rectification made. In other words,
the relabeled image is now closer to the new corresponding
class center, rather than persisting with the old class center
in the embedding space during subsequent training epochs,
as depicted in Fig. 1(c). As such, the proposed framework
empowers the network to learn a discriminative embedding
space characterized by compactness within classes and
separation between classes. This capability ensures that the
network can effectively manage data uncertainty.

Empirically, this paper shows that the proposed framework
can improve the performance of existing relabeling-based
methods (i.e. SCN [9]) by 0.63%, 0.88%, 2.07%, and 1.34%
on AffectNet, RAF-DB, FERPLUS, and FER2013 datasets,
respectively. Extensive experiments conducted on these four
benchmarks also demonstrate that the proposed solution
can significantly enhance the performance of state-of-the-art
(SOTA) methods that do not utilize relabeling techniques.

The main contributions of this work can be summarized as
follows:

• This work identifies and highlights a fundamental issue,
namely the relabel inconsistency problem, inherent in
the existing relabeling strategy. Specifically, after rela-
beling ambiguous images, the feature representations
fail to update to accurately reflect the rectificationsmade
in the embedding space. Consequently, the training
process continues to grapple with the uncertainty
problem stemming from the data.

• To tackle the relabel inconsistency problem, this work
proposes a new framework that penalises the distance
between image samples and the learned centers of
facial expression classes during training. The proposed
solution is crucial for bridging the gap in the existing
relabeling mechanism used to suppress data uncertainty
in emotion recognition, especially in the wild. The
aim is to ensure that the feature representations are
appropriately updated after relabeling noisy images.

VOLUME 12, 2024 85325



N. Chen et al.: Enhancing FER Under Data Uncertainty Based on Embedding Proximity

• Extensive experiments on four in-the-wild FER datasets
validate the superiority of the proposed solution over
the existing relabeling methods and SOTA alternatives
in suppressing data uncertainty for accurate emotion
recognition.

II. RELATED WORK
A. FACIAL EXPRESSION RECOGNITION
Generally, a FER task includes three steps: face detection,
expression feature extraction and emotion recognition. These
three steps are indispensable to accomplish a precise FER,
in which feature extraction determines the performance [21].
In the detection stage, common tools like Multi-task CNN
(MTCNN) [22] and Dlib [23] are utilized to locate faces,
which can be further aligned alternatively. In terms of feature
extraction, emotion recognition strategies can be categorized
into traditional and deep learning methods, depending on the
techniques utilized. Local binary pattern (LBP) [24], [25],
Gabor wavelet transform [26], k-nearest neighbour (KNN)
[27], and support vector machine (SVM) [28], to cite a few,
are examples of traditional approaches. Instead, [10], [13],
[29], [30], [31], [32], [33], [34], [35], [36] concern deep
learning based methods. For example, Zeng et al. [30] were
the first to consider uncertainties and the challenge of incon-
sistent annotations. Kim et al. [35] proposed a novel scheme
for expression recognition systems based on hierarchical
deep learning. Zhu et al. [13] developed a convolutional
relation network (CRN) for emotion recognition in the wild,
leveraging feature similarity comparisons among sufficient
expression samples to identify new classes using limited
training images.

B. UNCERTAINTY LEARNING IN THE FACE DOMAIN
Noisy samples are often outliers with high variability in
the embedding space, which can hamper or even harm
performance [37]. A high proportion of noisy labels can
also prevent the model from converging in the early
optimization stage [9]. Among the recent contributions, the
general methods of dealing with data uncertainty are to
use a small set of clean data to evaluate the annotation
quality during training [14], [15], [38], to estimate the
noise distribution [8], [39], [40], [41], or to train a feature
extractor [42], [43]. For example, Li et al. [14] utilized
a small clean dataset and knowledge graph to guide the
unified distillation framework to disambiguate mislabeled
labels. Veit et al. [15] proposed a multi-task framework to
clean incorrect labels and classify images. Sukhbaatar and
Fergus [39] proposed a noise layer on top of softmax to
‘‘absorb’’ label noise. In [44], a noise-tolerant paradigm
was introduced for learning facial features. This method
employed 2 values from samples in a 2-distribution to
determine the likelihood of their cleanliness. Moreover,
Zhao et al. [43] trained the EfficientFace network based on
the local and global-salient features, which benefited from
the feature extractor. However, annotating a clean dataset

is usually expensive and time-consuming, sometimes even
impossible [19].

Other methods adopt an alternative strategy by not relying
on clean datasets but imposing additional constraints or
distributions on noisy labels. One common strategy is to
design a specific loss function, such as triplet loss [45],
[46], [47]. Xie et al. [45] proposed a novel triplet loss that
relied on class-pair margins and multistage outlier suppres-
sion, aimed to achieve inter-class separability and intra-
class compactness of feature embedding spaces. However,
mining hard triplets is time-consuming, and the criterion for
defining ‘‘good’’ hard triplets remains unclear [48]. These
methods also suffer the limitation of random sampling of
triplets, which leads to slow convergence in the training
process [49]. Another exploration focuses on introducing
label distribution [12], [16], [50], [51]. The latent Distribution
Mining and the pairwise Uncertainty Estimation (DMUE)
[12] used an auxiliary multi-branch to model the latent label
distribution of emotion images and used cosine similarity to
capture the uncertainty. Like [45], this work also focused on
minimizing the intra-class distance to facilitate the network
to learn discriminative features as a better recognition system
is built on an efficiently discriminated space [52]. However,
these methods still suffer from the uncertainty problem
inherent in datasets that cannot be directly addressed from
the single instance perspective [12]. Moreover, it is costly
to provide label distributions when dealing with large-
scale datasets [20]. Some researchers attempt to deal with
the noise label problem in FER from the perspective of
regularization [53], [54], [55]. Zhang et al. [53] introduced
a new Erasing Attention Consistency (EAC) approach to
suppress noisy facial images during training. Gao et al. [54]
proposed a SNEFER method to stop the negative effect of
noisy annotations adaptively by a contrastive regularization
term. However, regularization-based methods typically aim
to smooth the learning process, which might lead to the loss
of subtle but essential features in the sample that could be
critical for distinguishing similar facial expressions.

Recently, there has been a growing interest among
researchers in directly rectifying noisy labels through a
relabeling mechanism during the training process [9], [17],
[18]. For example, the Self-Cure Network (SCN) method
proposed by Wang et al. [9] relied on a relabeling module
to correct potentially inaccurate emotion labels based on the
maximum predicted probabilities of labels. In contrast to a
fixed threshold in SCN, Li et al. [17] suggested a dynamic
relabeling module where the threshold is adjusted according
to the probabilities of the given labels. While these methods
have proven useful in suppressing uncertainties, they often
overlook the importance of maintaining consistency between
labels and feature representations, causing the noisy samples
to be relabeled back and forth during training. This limitation
hinders the effectiveness of FER models. This observation
prompted this work to investigate more deeply into the
inconsistency problem associated with relabeling techniques
and explore potential solutions.
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FIGURE 2. The pipeline of the proposed framework. Images in the orange and blue dotted bounding box
correspond to the happiness and sad expression classes, respectively. The images in the red bounding box
correspond to noisy samples belonging to the sad expression class but are incorrectly labeled as happiness.
Visualization of the image features in the original feature space is shown in the black dotted bounding box.
Noisy samples are represented as red rectangles with embedded triangles in the feature embedding space. The
green rectangles correspond to samples accurately relabeled and ‘‘shifted’’ closer to the sad expression class
center. Best viewed in color.

Given the challenges posed by noisy labels and rela-
beling inconsistencies in existing FER methods, this study
introduces a novel framework that leverages embedding
proximity to update FER models when relabeling ambiguous
images. By simultaneously updating the center for each
facial expression class and minimizing the distances between
image samples and their respective class centers, the proposed
approach significantly enhances the discriminative capability
of the learned features. This effectively reduces data uncer-
tainty, leading to more robust and accurate FER models.

III. METHODOLOGY
This work opts to elucidate the relabeling technique using
SCN [9] as a baseline study. Hence, this section begins by
revisiting SCN and is followed by the motivation behind
this work. Finally, the proposed framework is detailed. The
pipeline of the proposed framework is illustrated in Fig. 2,
and its elaboration is in Sec. III-C.

A. SCN REVISIT
SCN [9] comprises three main modules: i) self-attention
importance weighting module that consists of a fully
connected layer and a sigmoid function. It is responsible
for assigning an importance weight to each sample where
noisy samples are expected to be given a low importance
weight. ii) ranking regulationmodule first ranks the important
weights in descending order. Then, it divides the samples
into high and low importance groups according to the weight
values. In this module, a rank regularization loss (RR Loss)
is proposed to ensure that the mean importance weight
of the high-importance group is higher than that of the
low-importance group with a margin. iii) relabeling module
that attempts to relabel samples in the low importance group
to suppress uncertainty.

The relabeling module of SCN is performed after the
softmax probabilities. Specifically, if the maximum predicted
probability for a sample is greater than the probability of the
given label with a threshold, a pseudo-label will be assigned
to the sample. Otherwise, the original label will be retained.

FIGURE 3. Sample images that are being alternately relabeled between
the ground truth (GT) label and other facial expression labels. The
different color bars (i.e. green, orange and blue) represent the number of
times (x-axis) the image is relabeled with the corresponding expressions.
Best viewed in color.

The relabeling module is defined as follows:

y′ =

{
ymax if Pmax − Pgt > δ,

yorg otherwise,
(1)

where y′ represents the new label of the sample, Pmax and Pgt
are the maximum predicted probability and the probability of
the given label from training, respectively. δ is a threshold
hyper parameter. ymax is the label corresponding to the
maximum predicted probability, and yorg is the original label.

B. MOTIVATION
Practically, Equation (1) in SCN [9] has shown to be useful
in rectifying noisy labels, where samples are relabeled based
on the maximum predicted probability of the label. However,
this work empirically observed a peculiar phenomenon where
the label of a random set of noisy images tends to be relabeled
back and forth in each epoch during the training stage (sample
images as shown in Fig. 3). As an example, in the second
image in Fig. 3, the facial expression was relabeled between
Neutral and Sadness 30 times.
As the relabeling module is implemented at the end of the

pipeline, following the computation of softmax probabilities
in SCN, the conducted experimental investigations in this
work revealed a phenomenon where the model weights
cannot be updated simultaneously. As a result of this, the
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Algorithm 1 The Algorithm of the Proposed Frame-
work
Input: Training dataset, (xi, yi)Mi=1,
Initialize CNN parameters;
Output: Updated FER model weights and feature

embedding space;
while not converged do

Sample a mini-batch of size N from the training
dataset, (xi, yi)Ni=1;
Compute the image features using the CNN;
Compute the auxiliary objective function LC ;
Compute the softmax loss LS by (2);
Compute the total loss LTotal by (3);
Update the model parameters by loss
backpropagation;
Relabel ambiguous sample images by (1);

end

image feature embedding space remains unchanged, causing
the feature representations to persistently stay closer to
the previous labels in the feature embedding space despite
being relabeled. Consequently, in the subsequent training
epoch, the model weights cannot be adequately updated to
‘‘shift’’ feature representations closer to the new label centers,
resulting in the noisy samples still being associated with
the previous label. This lack of update causes the model to
repeatedly relabel the noisy samples back and forth between
the two labels. This paper terms this phenomenon the relabel
inconsistency problem.

Ideally, after a sample is relabeled, the feature repre-
sentation should be updated simultaneously to reflect the
rectificationmade. In other words, the relabeled image should
be closer to the new corresponding class center rather than
the old class center, as depicted in Fig. 2. This is essential
to ensure efficient FER model training to suppress data
uncertainty.

In summary, existing relabeling techniques suffer from
the relabel inconsistency problem, where model weights
are not updated simultaneously with the relabeling process.
This limitation hampers the model’s potential ability to cope
with data uncertainty. Therefore, solving this problem is
critical for enhancing emotion recognition, especially in wild
conditions.

C. PROPOSED FRAMEWORK
The core idea of the proposed solution to mitigate the
relabel inconsistency problem is to ensure the feature
representations are updated concurrently with the relabeling
of noisy samples. This work accomplishes this by ensuring
the model will undergo a weights update stage at each epoch
during the training phase. Fig. 2 illustrates the key steps of
the proposed framework.

Given a mini-batch of training images with feature vectors
F = [x1, x2, · · · , xN ] ∈ RD×N , the deep features of the

original feature space are first extracted using a convolutional
neural network (CNN) backbone network. Here, xi is the
feature vector of the i-th image in the feature embedding
space, yi as the expression label, where yi ∈ {1, · · · ,K }, N
denotes the number of images in the mini-batch, and D is the
feature dimension. Here,K is the number of facial expression
classes. The total number of training samples in the
dataset isM .

To circumvent the relabel inconsistency problem, ensuring
that the feature representations in the embedding space
are updated simultaneously to reflect the rectification made
during each training epoch is critical. Additionally, encour-
aging samples to be closer to the corresponding class center
in the embedding space is equally important. Hence, the
proposed framework adopts the center loss [56] as the
auxiliary objective function, denoted as LC . This is because
center loss has proven effective in minimizing intra-class
variations while maintaining features of different classes
separable.

Technically, LC separates the embedding space into K
clusters (i.e. in this work, K different facial expression
clusters) and minimizes the sum of the squared distance
of the feature vectors in a batch from the cluster centers,
LC =

∑N
i=1 ∥xi − cyi∥

2
2, where cyi represents the center

of the i-th cluster, which is updated as the feature space
changes. Specifically, the class center cyi is updated by
averaging all deep features of the same class in each iteration.
Concurrently, the softmax loss (LS ) is employed to estimate
the probability distribution over K facial expression classes
and measure the prediction error. The discrepancy between
predicted label and true label, yi, is computed using the cross-
entropy loss, as follows:

LS = −
1
N

N∑
i=1

log
eW

⊤
yi
xi+byi∑K

j=1 e
W⊤
j xi+bj

, (2)

where W is the parameter of the fully connected layer used
to weight the feature vector xi and bj ∈ RK is the bias. For
simplicity, this work sets bj = 0 as in [56].
Hence, the total loss function LTotal in this work can be

formulated as:

LTotal = LS + γLC , (3)

where γ is the parameter of the balance ratio. The calculated
total loss will be backpropagated to update the model weights
utilizing the Adam optimization [57].

Finally, based on Pmax and Pgt from the softmax function,
the suppressing uncertainty module (i.e. the relabeling
module) relabel ambiguous training images with a new
expression label, y′i, based on the definition in (1). Note
that the feature representations of relabeled samples will be
shifted closer to the new (relabeled) cluster center when the
total loss in the next epoch is backpropagated to update the
model weights. The algorithm of the proposed framework is
summarised in Algorithm 1.
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IV. EXPERIMENTS
A. DATASETS
To verify the effectiveness of the proposed framework, this
paper conducts experiments using four popular in-the-wild
FER datasets.

1) RAF-DB
RAF-DB [58] contains 29672 100 × 100 pixels real-world
images downloaded from the Internet that are crowdsourced
to 40 annotators to annotate basic or composite expressions.
In the experiments of this work, only aligned images labeled
as six basic expressions and neutral expressions are used,
consisting of a training set of 12271 images and a test set of
3068 images.

2) FER2013
FER2013 [59] contains 28709 training sets, 3589 public test
sets and 3589 private test sets. All images are normalized
to grayscale 48 × 48 pixels and annotated with one of
seven expressions, including six basic expressions and a
neutral expression. Since this database is collected using
the Google image search engine, the samples contain more
variation, including facial occlusions, head pose changes, low
resolution, etc.

3) FERPLUS
FERPLUS [8] is an extended version of FER2013, which
includes the same image and image number allocation as
FER2013. The difference is that the images are re-annotated
by ten crowdsourced annotators, and contempt is added to
form 8 expression categories.

4) AFFECTNET
AffectNet [7] is currently the largest FER dataset, which
contains about 1M facial images collected from the Internet
by querying three major search engines using 1250 emotion-
related keywords in six different languages. A mini ver-
sion that contains approximately 280K imbalanced training
images and 4K balanced test images manually annotated into
eight discrete expressions and cropped to 224 × 224 pixels
is adopted in this work. For a fair comparison with SOTA
FER methods, this paper conducted experiments with seven
emotion classes excluding contempt expression.

B. IMPLEMENTATION DETAILS
For image preprocessing, this work uses MTCNN [22] to
align the images of FER2013, FERPLUS, and AffectNet.
RAF-DB uses the open-source aligned samples. The images
in each batch are first resized to 224×224 pixels and then fed
to the ResNet18 [60] backbone network to extract deep fea-
tures, which is pretrained onMS-Celeb-1M [61]. ResNet18 is
a widely used, efficient standard CNN with 18 layers, known
for its simplicity and effectiveness in image classification
tasks due to its residual learning framework. The balance ratio
γ of AffectNet, RAF-DB, FERPLUS, and FER2013 is set

TABLE 1. Comparison of FER accuracy (%) with SOTA methods on
AffectNet, RAF-DB, FERPLUS, and FER2013 datasets. † denotes training
with both AffectNet and RAF-DB datasets on AffectNet accuracy. ∗

denotes the test with seven classes on AffectNet. + indicates the accuracy
improvement (%) of SCN-C, DMUE-C, and RUL-C over SCN, DMUE, and
RUL, respectively. The best and second-best results are highlighted in
bold and underlined, respectively.

to 0.02, 0.01, 0.1 and 0.002, respectively. These ratio values
are determined experimentally to optimize performance for
each dataset. These above experimental setups are identical
on SCN [9], RUL (Relative Uncertainty Learning) [10], and
DMUE [12] with the following exception: (i) For batch size,
SCN is set to 1024, whereas RUL is 64 and DMUE is 72,
and (ii) For initial learning rate, SCN is set to 0.1, and the
MultiStepLR optimization scheduler is adopted. Meanwhile,
the learning rate for RUL is initialized to 0.0002 and uses
the ExponentialLR optimization scheduler. For DMUE, the
initial learning rate is 0.01, which is further divided by 10 at
epochs 10 and 20. Note that, this work re-implemented SCN,1

RUL,2 and DMUE3 based on the original release code. This
allows this work to evaluate all the models fairly under a
single setting, sharing the same datasets and testing protocols.

Unlike SCN, RUL and DMUE methods do not rely on
relabeling techniques to suppress uncertainty in FER. On the
contrary, RUL [10] builds an extra branch for learning
uncertainty as a weight to mix the expression features of
one easy sample with another ambiguous sample and design
an add-up loss to encourage uncertainty learning. Similarly,
DMUE [12] utilizes an auxiliary multi-branch to model the
latent label distribution of emotion samples and uses cosine
similarity to capture the uncertainty.

To ensure a consistent and fair comparison, SCN-C utilizes
the existing SCN method to map the original feature space,
followed by the application of the proposed embedding
proximity to update feature representations. Specifically,
this work reproduces the SCN using its publicly released
code to map the feature space of the trained SCN model.
The three modules described in Sec. III-A–self-attention

1https://github.com/kaiwang960112/Self-Cure-Network
2https://github.com/zyh-uaiaaaa/Relative-Uncertainty-Learning
3https://github.com/JDAI-CV/FaceX-Zoo/tree/main/addition_module/

DMUE
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FIGURE 4. Visualization of the image feature of sample ambiguous images distances to their respective class centers on the (a) AffectNet,
(b) RAF-DB, (c) FER2013, and (d) FERPLUS datasets. The x-axis label (0-7) corresponds to the different facial expressions (0: Neutral, 1:
Happiness, 2: Surprise, 3: Sadness, 4: Anger, 5: Disgust, 6: Fear, and 7: Contempt). [Green: GT label, Yellow: relabeled label, and Blue: other
labels]. A lower yellow bar indicates closer proximity to its corresponding relabeled cluster center in the embedding space and vice-versa. Note
that the RUL model does not perform relabeling; instead, an ambiguous image is used to enable the model to learn uncertainty through the
relativity of the two samples (feature mixup). Best viewed in color.

importance weighting, ranking regulation, and relabeling–are
integrated into the proposed framework, replacing themodule
originally designed to suppress uncertainty. Following this

framework, SCN-C applies embedding proximity, supervised
by LTotal , to refine the training of the extracted expression
features. Consequently, the relabeled samples are drawn
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TABLE 2. Compare the cluster compactness of different methods. The mean and standard deviation are computed by calculating the sample points
belonging to the same facial expression to their class centers. Lower numbers indicate better compactness.

closer to their new class centers within the updated feature
space.

Similarly, RUL and DMUE are reproduced to map the
original feature space, with the updated models designated as
RUL-C and DMUE-C, respectively. For these models, which
do not incorporate relabeling techniques, the suppressing
uncertainty module in the proposed framework is replaced
by their respective dual-branch and multi-branch networks.
Additionally, the auxiliary branches in RUL-C and DMUE-
C are enhanced with LTotal to ensure that the feature
representations cluster effectively around their class centers.

For consistency, the experimental setups for SCN-C, RUL-
C, and DMUE-C mirror those used for SCN, RUL, and
DMUE, respectively.

C. COMPARISON TO THE STATE OF THE ART
The quantitative and qualitative comparison with SOTA
methods on AffectNet, RAF-DB, FERPLUS, and FER2013
datasets are shown in Table 1 and Fig. 4, respectively.
It is worth noting that the bulk of this work’s effort and
primary contribution is to demonstrate the inherent relabel
inconsistency problem within the existing relabeling-based
method, and the proposed framework aimed to circumvent

the problem. Nevertheless, this paper demonstrates in Table 1
that the proposed framework outperforms the current SOTA
approaches on AffectNet, RAF-DB, and FER2013 datasets.
Fig. 4 shows that the proposed framework is able to
alleviate the relabel inconsistency problem. This is examined
by measuring the distances from the image feature of
sample ambiguous images (from the AffectNet, RAF-DB,
FERPLUS, and FER2013 datasets) to their respective class
centers.

1) COMPARISON ON AFFECTNET
Herein, experiments are conducted on the seven expression
classes (excluding contempt) and compared with the SOTA
methods. Table 1 (the second column) shows that the
accuracy of SCN-C, RUL-C, and DMUE-C on the AffectNet
dataset is 64.13%, 65.00%, and 65.73%, respectively, and
the performance gains based on SCN, RUL, and DMUE
are 0.63%, 1.42%, and 1.55%. The proposed DMUE-C
achieves the best result at 65.73%. For qualitative analysis,
it can be observed in the first row, the third column of
Fig. 4 (SCN) that after the sample image has been relabeled,
the height of the surprise bar (yellow) and the anger bar
(green) remains the same. This indicates that the feature
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FIGURE 5. T-SNE visualization of cluster compactness of different methods. More compact and distinct clusters mean the model has
learned a more discriminative embedding space. Best viewed in color.

representations are not updated to reflect the rectification
made after relabeling. However, for SCN-C (fourth column),
the surprise bar (yellow) is now shorter, and the anger bar
(green) is taller compared to SCN. This suggests that the
relabeled sample is being pushed closer to its corresponding
surprise center and away from the anger center in the
embedding space. Although the RUL [10] method does not
use the relabeling technique for suppressing uncertainty,
the proposed framework significantly reduces the distance
of the image features to the ground truth class center
(green bar). This is an additional advantage of the proposed
framework, as it further enhances the discriminative power of
deeply learned features by penalizing the distances between
the deep features and their corresponding class centers.
These observations are consistent across all four datasets,
demonstrating the improvement of inter-class separation and
intra-class compactness.

2) COMPARISON ON RAF-DB
From Table 1 (the third column), it can be seen that RUL-C
outperforms all SOTA methods in terms of accuracy. RUL-C

improves by 0.88% compared to RUL,DMUE-C improves by
1.19% compared to DMUE, and SCN-C improves by 0.53%
compared to SCN.

3) COMPARISON ON FERPLUS
It can be noticed from Table 1 (the fourth column) that
the accuracy of the proposed (SCN-C) has increased to
87.31%, which exceeds SCN by 2.07%. The proposed
DMUE-C achieves 86.03%, which is 1.46% better than
DMUE. Meanwhile, a similar trend can also be observed
for RUL and RUL-C, where RUL-C obtained an accuracy
of 86.89% and 87.37%, respectively. The proposed RUL-C
exceeds the baseline RUL result by 0.48%. Although KTN
(Knowledgeable Teacher Network) [19], MVT (Mask Vision
Transformer) [17], and RAN (Region Attention Network)
[64] achieve 3.09%, 1.85%, and 1.18% superiority over
the proposed models on FERPLUS, these methods require
an additional data augmentation technique [64], use a
different backbone network [17], or employ a class imbalance
strategy [19] compared to the proposed models.
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TABLE 3. FER accuracy (%) on AffectNet, RAF-DB, FERPLUS, and FER2013 with synthetic noisy labels. The baseline method refers to ResNet18 pretrained
on MS-Celeb-1M, the same as the implementation in RUL [10]. The best results are highlighted in bold.

4) COMPARISON ON FER2013
As shown in Table 1 (the fifth column), the proposed
SCN-C achieves 70.16%, which is a 1.34% improvement
compared to the original SCN. The proposed DMUE-C
achieves 70.60%, which is 1.33% better than DMUE.
Meanwhile, the result of RUL-C is 71.83%, which improves
the RUL accuracy by 0.64%. Like SCN, the proposed
framework cannot correct the noisy labels of FER2013 to
reach FERPLUS performance. This is reasonable mainly
because of the considerable within-class sample variance
in the FERPLUS seven classes (excluding contempt) after
relabeling compared to FER2013.

In summary, by leveraging the proposed framework,
there are marginal improvements in the FER models. This
is because the relabeled images are now being updated
accordingly (closer to their new corresponding class centers)
in the embedding space. Specifically, from the bar charts
in column 2 to column 3 from Fig. 4, it can be observed
that the distance of the image features to the ground truth
label (green bar) and the relabeled label (yellow bar) remains
unchanged after relabeling, i.e., the relabel inconsistency
problem. However, as shown in column 4, it is evident that
the proposed models significantly improve the distance of
image features to the ground truth label (green bar) and the
relabeled label (yellow bar) to reflect the relabeling made.
Similar results are also observed in the RUL model without
the relabeling module. It shows that the updates of the feature
embedding space are essential to suppress data uncertainty
for accurate emotion recognition.

D. INTRA-CLASS COMPACTNESS OF FACIAL EXPRESSION
CLASSES
The proposed framework imposes constraints on the dis-
tribution of expression representations in high-dimensional
space. Hence, this subsection provides quantitative and
qualitative demonstrations of the intra-class compactness
for each expression cluster in the embedding space to
verify its effect. The evaluations are conducted on the
AffectNet, RAF-DB, FERPLUS, and FER2013 datasets,
and the results are presented in Table 2 and Fig. 5,
respectively.

In Table 2, within-cluster-mean and -standard deviation
are used to measure within-cluster compactness. The mean
and standard deviation are computed by calculating the
sample points belonging to the same facial expression to
their class centers. A large standard deviation indicates a
large intra-class distance between samples in a class. In the
third and fifth rows of Table 2, it can be seen that the
improvement of intra-class compactness on SCN-C andRUL-
C, compared to SCN and RUL, for all facial expression
classes and consistent for all four datasets. In comparison
to SCN, the average mean and standard deviation reductions
achieved by SCN-C on AffectNet, RAF-DB, FERPLUS, and
FER2013 datasets are 3.20± 2.33, 1.87± 1.25, 6.47± 3.31,
and 2.21 ± 2.28, respectively. Similarly, in comparison to
RUL, the average mean and standard deviation reductions
obtained by RUL-C on AffectNet, RAF-DB, FERPLUS, and
FER2013 datasets are 1.60± 1.04, 5.35± 2.62, 6.19± 3.39,
and 8.02 ± 2.44, respectively.
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FIGURE 6. (a) Grad-CAM visualization on the RAF-DB dataset. (b) Samples of Grad-CAM visualization of SCN and SCN-C on noisy images. The
activation maps in the third column of (b) are SCN under GT labels (red), and the activation maps in the fourth column of (b) are SCN under
new labels (green). The activation maps are calculated for the last convolutional outputs. Best viewed in color.

For qualitative evaluation, this paper adopts the T-SNE
visualization technique [67] to examine whether the embed-
ding space has been updated from the visualization results.
In principle, after ambiguous images have been relabeled, the
feature embedding space should also be updated to reflect
the rectification made. This ensures that relabeled images
are closer to their new corresponding class centers in the
embedding space. In Fig. 5, the T-SNE visualization is plotted
on the proposed methods (SCN-C, RUL-C, DMUE-C) and
three other methods (SCN, RUL, DMUE) to demonstrate
the effectiveness of the proposed framework. Two random
classes are selected, respectively, from (a) AffectNet, (b)
RAF-DB, (c) FERPLUS, and (d) FER2013 to plot T-SNE
visualization. It can be observed that the figures generated
by SCN-C, RUL-C, and DMUE-C are more compact, well
separated, and have a more discriminant embedding space
compared to SCN, RUL, and DMUE, respectively. For
instance, the T-SNE visualization of the AffectNet dataset on
SCN shows that theDisgust expression denoted by red dots is
cluttered together with Contempt (blue). However, for SCN-
C, the two different expression clusters are better separated
(as shown in the third column of (a)). Similar observations
can also be seen for the RUL and DMUE models without the
relabeling module.

In summary, as shown in Table 2 and Fig. 5, the proposed
models (i.e., SCN-C, RUL-C, and DMUE-C) achieves
intra-class compactness and inter-class separation in the
embedding space across four datasets. This indicates that the
proposed framework effectively updates the feature repre-

sentations, ensuring that ambiguous images are positioned
closer to their respective class centers in the embedding space.
Consequently, the improved compactness within clusters
contributes to enhanced accuracy and overall performance of
the emotion recognition models.

E. EVALUATION ON NOISY LABELS
Following SCN, RUL, and DMUE, this work conducts exten-
sive experiments to quantitatively analyze the robustness of
the proposed framework on AffectNet, RAF-DB, FERPLUS,
and FER2013 containing 10%, 20%, and 30% noisy labels.
For a fair comparison with SOTA methods, this work follows
the protocols in RUL [10] where the mean and standard
deviation are derived from the accuracy of the last epoch.

Table 3 shows that SCN-C, RUL-C, and DMUE-C
outperform SCN, RUL, and DMUE on all three noisy
label ratios and four datasets. For example, SCN improves
accuracy by 2.04%, 2.12%, and 2.45%with the noise ratios of
10%, 20%, and 30% on AffectNet, 3.48%, 3.61%, and 3.75%
on RAF-DB, 1.72%, 1.84%, and 2.14% on FERPLUS, and
1.67%, 1.73%, and 1.83% on FER2013 compared with SCN.
RUL-C and DMUE-C have similar performance gains over
RUL and DMUE.

For SCN-C, this improvement is attributed to the pro-
posed framework updating the embedding space, effectively
reflecting the relabeling made on ambiguous image samples.
In the case of RUL-C and DMUE-C, the proposed framework
reduces the distance of the image features to the ground
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TABLE 4. Comparison of FER accuracy (%) with different loss functions.

truth class center (as shown in Fig. 4). This ensures that
image features are closer to the cluster center, effectively
suppressing data uncertainty. The results indicate that the
proposed models are more robust against noisy labels.
Moreover, the findings demonstrate that the proposed models
achieve SOTA results even with increased noisy labels.

F. GRAD-CAM VISUALIZATION
Gradient-weighted Class Activation Mapping (Grad-CAM)
[68] is a novel visualization technique that utilizes gradients
to compute the significance of spatial positions in convolu-
tional layers. By computing gradients for a specific class,
Grad-CAM generates a heatmap highlighting the attention
regions in an image, which provides valuable insights
into the network’s understanding of relevant features and
information. Hence, the Grad-CAM visualization facilitates
a comprehensive analysis of the trained model’s performance
and capacity to capture essential visual cues.

Fig. 6(a) shows the visualization results. The attention
regions are characterized by high intensity in the Grad-
CAM heatmaps. The Grad-CAM masks of the SCN-C,
RUL-C, and DMUE-C models show better coverage of
expression-relevant facial components than their counter-
parts. Hence, the proposed models learned from more
explanatory regions that improved their FER accuracies.

This study also included Grad-CAM visualization exper-
iments on noisy samples to evaluate the effectiveness
of the proposed framework in addressing the relabeling
inconsistency problem. The results, presented in Fig. 6(b),
offer insights into the behaviour of the SCN model when
using both the ground truth (GT) labels (noisy labels) and the
revised labels, as well as the SCN-C model under the revised
labels.

From the third and fourth columns of Fig. 6(b), it is
apparent that the SCNmodel, even after relabeling, still asso-
ciates some noisy samples with their GT labels, as evidenced
by the SCN heatmaps under the GT labels demonstrating
better coverage of facial regions. In contrast, the SCN-C
heatmaps under the revised labels (shown in the fifth
column) specifically activate the facial components relevant
to expressions. This observation confirms that the proposed
framework ensures consistent model updates in line with the
corrections made during the relabeling process.

G. ABLATION ON THE LOSS FUNCTION OF SCN
The SCN model reproduced in this work does not include
RR loss, as empirical observations indicate that the RR loss
does not contribute to improving the model during training.
As illustrated in Table 4, the drops in accuracy are negligible

across datasets when excluding the RR loss from the
model. In contrast, the accuracy of the proposed framework
outperforms the baseline model by 1.14%, 0.88%, 2.07%,
and 1.34%onAffectNet, RAF-DB, FERPLUS, and FER2013
datasets, respectively. These improvements stem from the
proposed framework ensuring that the feature embedding
space is updated, particularly reflecting the relabeling of
ambiguous image samples.

V. CONCLUSION
This paper uncovers and addresses the relabel inconsistency
problem inherent in existing relabeling techniques. This work
introduces a new framework based on embedding proximity
to circumvent this inconsistency problem, ensuring that the
relabeling of noisy samples is updated accordingly during
training. Moreover, this work highlights the importance of
embedding space proximity, which is critical in maintaining
the accuracy and reliability of FER systems. The proposed
approach with embedding proximity ensures that feature rep-
resentations are updated consistently with rectifications made
during relabeling. Extensive experiments on four widely
used benchmark datasets demonstrate that the proposed
framework achieves remarkable quality gains over SOTA
methods, with or without relabeling techniques. However,
this work fundamentally relies on the labeling and relabeling
of noisy samples, and thus, its effectiveness is constrained
by the accuracy of these labeling and relabeling algorithms.
Future work is planned to integrate advanced techniques such
as feature pyramid networks into the proposed framework,
creating a more carefully designed network ensemble method
and extending its application to other computer vision
domains.
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