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ABSTRACT To meet the needs of embedded devices for model lightweight and high-precision recognition,
this paper proposes a lightweight YOLO-DLHS-Pmodel for pig behavior recognition based on the improved
YOLOv8n model. Firstly, the C2f-DRB structure is introduced at the Backbone position, and the sizeable
convolutional kernel is used to extend the receptive field to enhance the spatial perception ability of the
model, and to enhance the network’s ability to capture spatial information while maintaining the number of
learnable parameters and computational efficiency; The LSKA attention mechanism is then introduced to
be integrated into the SPPF module to construct the SPPF-LSKA structure, which significantly improves
the ability of the SPPF module to aggregate features at multiple scales; Then, the downsampling at the
Neck position is optimised to the HWD algorithm, which reduces the spatial resolution of the feature map
while retaining more useful information and reduces the uncertainty of the information compared with the
downsampling method of the baseline model; finally, the Shape-IoU is used to replace the original CIoU,
which significantly improves the detection efficiency and accuracy of the model without increasing the extra
computational burden. After constructing the improved YOLO-DLHS model, the improved model is then
pruned using the LAMP pruning scoring algorithm to obtain a lightweight YOLO-DLHS-P model. The
experimental results show that the YOLO-DLHS model improves P, mAP@0.5, and mAP@0.5-0.95 by
4.39%, 1.68%, and 3.97%, respectively, compared to the YOLOv8n model. The YOLO-DLHS-P model
improves P, mAP@0.5, and mAP@0.5-0.95 by 3.37%, 1.16%, and 2.11%, and the number of parameters,
computation, and model occupancy are substantially reduced by 52.49%, 54.32%, and 49.33%, respectively.
Moreover, the FPS of the YOLO-DLHS-P model reaches 79 frames, which has good real-time performance
for pig behavior recognition. Therefore, the improved YOLO-DLHS-P in this paper is able to reduce the
demand for hardware at the time of deployment under the premise of guaranteed accuracy and provides a
lightweight behavioral recognition solution for the intelligent farming of captive pigs.

INDEX TERMS Behavior recognition, YOLOv8, captive hogs, attention mechanisms, lightweight.

I. INTRODUCTION
In modern smart farming, animal behavior recognition tech-
nology has become vital for improving farming efficiency
and animal welfare [1]. In the beginning, traditional animal
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behaviormonitoring relies on the feeder to determinewhether
the animal is sick or not through the feeder’s experience
and observation, which is undoubtedly a time-consuming and
labor-intensive method and is not able to achieve 24-hour
real-time monitoring. Moreover, in a high-density farming
environment, the contact between the feeder and the animal
increases the risk of the animal falling ill, posing a potential
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threat to the health of the animal. Further, some farms use
Radio Frequency Identification (RFID) technology to wear
smart ear tags to the pigs, and when the pigs are in the
feeding area, they interact with the signals from the RFID to
identify the feeding behavior of the pigs [2]. Some studies
have achieved the recognition of four behaviors: walking,
feeding, lying, and standing for cows [3] and five behaviors:
sitting, standing, walking, grazing, and ruminating for sheep
by wearing speed sensors to cows and sheep and collecting
acceleration information about the relevant behaviors, and
then using algorithms for machine learning [4]. However,
the invasive detection methods mentioned above not only
increase the cost of farming, but may also cause stress to
the animals. Non-invasive identification of animal behavior
using computer vision can be a good solution to the above
problems [5].

According to relevant studies, behavioral changes in ani-
mals are correlated with their health [6]. During the period
of illness, the animal will reduce the amount of food intake
and exercise [7], and appear to lie down for a long time
and so on [8]. When the diseased part of the animal is the
internal abdominal organs, most of the animals will relieve
the pressure in the abdominal cavity by sitting in a canine
position. The climbing behavior of animals may increase skin
abrasion, and the pressure of the hindfoot becomes higher to
appear lameness hazards. The estrus behavior of animals can
be judged by the climbing and straddling behavior that occurs
between two animals [9]. Therefore, it is possible to monitor
the behavior of animals, which can be used to detect health
problems and improve the welfare of animals promptly.

With the development of technology, researchers at home
and abroad have used different methods to monitor the behav-
ior of animals. Kashiha et al. [10] used a CCD camera located
on the top of the pens together with a water meter to monitor
the drinking of pigs. The distance from the pig’s head and ears
to thewaterer and its dwell time at thewaterer were accurately
measured by the image contour analysis technique to identify
the pig’s drinking behavior. Yang et al. [11] used a Faster
R-CNN network to locate each pig in the pens, correlate
the pig’s head with its body, and analyze the feeding area
with the occupancy of the image pixels to identify the pig’s
eating behavior, this method resulted in 99.6% accuracy in
recognizing pig’s eating behavior. Nasirahmadi et al. [12]
used RGB cameras to extract pig images through background
subtraction and applied a Support Vector Machine (SVM)
classifier to identify the side-lying and belly-lying postures
of pigs. By calculating the boundaries of each pig, perimeter,
and other data, use this as a feature to train SVM and then
identify its lying posture. This method achieved an accuracy
of 94.4% and 94%, respectively, in the automatic recognition
of side-lying and abdominal-lying postures. Subsequently,
Nasirahmadi et al. [13] applied the ellipse fitting technique to
localize pigs and used the intersection of the long and short
axes of the ellipse to define the head, tail, and side positions
of the pig. Based on the Euclidean distance between the head,

tail, and side of the head and the axis length of the ellipse,
the climbing behavior of the pig was successfully identified.
Wang et al. [14] proposed a lightweight cowmounting behav-
ior recognition system based on YOLOv5s, which combines
the attention mechanism, inverted residual structure, and
depth separable convolution of EfficientNetV2, and designed
a lightweight backbone network and feature enhancement
module, with aMAP of 87.7%. Shang et al. [15] combined the
improved SE attention mechanism (Squeeze-and-Exitation
Attention Mechanism, SE) and CBAM (Convolutional Block
Attention Module, CBAM) attention mechanism to opti-
mize the Mobilenetv3 model, and then combined it with the
trajectory recognition algorithm to analyze and judge the
cattle’s trajectory, and finally identify the cattle’s behavior.
The algorithm identified the behavior of a variety of livestock,
with the highest recognition accuracy reaching 95.17%.

The above research provides ideas for smart animal breed-
ing and has a good recognition rate for a few behaviors of
farmed animals. However, in actual animal breeding moni-
toring, animal behaviors are diverse, and the animal behavior
data provided by the models of the above research are slightly
single. Lao et al. [16] used a 3D camera combined with
a deep image analysis algorithm to identify the lying, sit-
ting, standing, kneeling, eating, and drinking behaviors of
sows in the farrowing crates, of which the recognition rate
of the kneeling behavior of the sows was 78.1%, and the
recognition rate of the rest of the behaviors reached more
than 90% recognition rate. Zheng et al. [17] applied the
Faster R-CNN algorithm with a deep learning framework to
successfully recognize five postures of sows in free-range
pens: standing, sitting, chest ambulation, belly ambulation,
and side-lying. Li et al. [18] proposed a spatio-temporal
convolutional network formulti-behavioral recognition based
on the SlowFast network architecture of the spatio-temporal
convolutional network (PMB-SCN) for automatic identifica-
tion and classification of five basic pig behaviors: feeding,
lying, moving, scratching and climbing. The highest accuracy
achieved by this model was 97.63%. Gu et al. [19] proposed
a two-stage recognition method for sheep behavior based
on deep learning, combining multi-scale feature aggregation,
attention mechanism and deep convolution module, deter-
mines whether the sheep behavior is a normal physiological
activity or destructive behavior in the detection stage, and
uses VGG network to perform a specific classification in the
classification stage, which recognizes a total of six behaviors,
namely, standing, eating, lying, attacking, biting and climb-
ing. The experimental results show that themethod has amAP
of more than 98% in the detection phase and an accuracy of
more than 94% in the classification phase, but the memory of
the detection model reaches 130 MB.

Although numerous animal behavior recognition algo-
rithms emerge nowadays, problems such as large model
parameters, high consumption of computational resources,
and excessive main memory occupied by the model arise,
which raise the hardware threshold in practical deployment

104446 VOLUME 12, 2024



C. Zhong et al.: YOLO-DLHS-P: A Lightweight Behavior Recognition Algorithm for Captive Pigs

and are unfriendly to many small and low-capacity devices.
Therefore, in this study, by optimizing and adapting the
YOLOv8n model architecture and then lightening the model
size through model pruning techniques, we not only improve
the accuracy of the model in recognizing pig behaviors but
also significantly reduce the complexity and running cost of
the model, which makes our improvedmodel more suitable to
be deployed and used in resource-constrained environments.
The contributions of this paper are as follows:

1) In order to make the model more adaptable to pig
behavior recognition, this study takes the YOLOv8n
model as the baseline model and adjusts and opti-
mizes its structure. Firstly, in the backbone part, this
paper introduces the Dilated Reparam Block (DRB)
of UniRepLKNet into the C2f structure, aiming to
enhance the spatial perception ability of the model by
expanding the sensory field, so as to improve the per-
formance of the recognition of pig behaviors. The DRB
module combines the parallel large core and the dilated
convolutional layer, which is capable of capturing the
sparse features, optimizes the computational efficiency
by structural reparameterization technique, and finally
obtains the optimized C2f-DRB structure.

2) The Large Separable Kernel Attention (LSKA) is inte-
grated into the Spatial Pyramid Pooling Fast (SPPF)
structure SPPF to form the SPPF-LSKA structure. The
LSKA attention mechanism enhances the network’s
attention to important features by using large separable
convolution kernels and spatially extended convolu-
tions to capture extensive contextual information about
the image, generate an attention map, and weigh the
original features through the attentionmap, improve the
performance of the pig behavior recognition model.

3) The downsampling part of the YOLOv8 model is
improved by introducing the Haar Wavelet Down-
sampling (HWD) module to replace the stepwise
convolution downsampling method of the baseline
model. The HWDmodule utilizes the characteristics of
the Haar Wavelet Transform, which effectively retains
more feature information of the image in the downsam-
pling process, significantly reduces the loss of spatial
information, optimizes the feature extraction effect of
the subsequent layers, further improving the overall
performance of the pig behavior recognition model.

4) The traditional CIoU loss function is replaced with the
Shape-IoU loss function to optimize the performance
of the YOLOv8n model in the pig behavior recognition
task. The Shape-IoU loss function takes into account
the shape and scale differences between the predicted
frame and the real frame and defines the loss by accu-
rately calculating the differences in aspect ratio and
relative size, which effectively improves the accuracy
of bounding box regression. This improvement signifi-
cantly enhances the sensitivity of the model to changes
in the shape of the target, accelerates the convergence of
the training process, and reduces the information loss,

which significantly improves the detection efficiency
and accuracy of the model without adding additional
computational burden.

5) The Layer-Adaptive Magnitude-based Pruning
(LAMP) scoring method is used to perform the
pruning operation on the improved YOLO-DLHS
model.LAMP scoring eliminates the need for tedious
hyper-parameter tuning and reduces output distortion
during re-training, which improves the performance of
the pruned model and training efficiency. By model
pruning, the parameters, computation, and model size
of the improved model are drastically reduced with
little change in accuracy, which reduces the hardware
requirements of the model for actual deployment and
saves costs.

The recognition process of the improved algorithm in this
paper is illustrated in Figure 1. The YOLO-DLHS-P model is
developed by enhancing the YOLOv8n’s C2f structure, SPPF
structure, downsampling, and loss function, resulting in the
C2f-DRB module, SPPF-LSKA module, HWD downsam-
pling module, and Shape-IoU loss function. Subsequently,
the model is lightweighted using the LAMP pruning scoring
algorithm. Ultimately, the model successfully identifies the
behavior of pigs in the pen and outputs the recognition results.
The YOLO-DLHS-P pig behavior recognition model pre-
sented in this paper is capable of identifying five behaviors:
sitting, lying down, standing, crawling, climbing, and eating.
This model provides a reference for intelligent pig farming
and improving welfare conditions.

II. RESEARCH METHODOLOGY
A. THE YOLOv8n ALGORITHM
YOLOv8 is the latest algorithm of the current YOLO series,
which is divided into n, s, m, l, and x, in order from small
to large, according to the depth and width of the network,
with a total of five models. In this paper, we choose model n.
The algorithmic network of the YOLOv8n model consists of
four part: Input, Backone, Neck, andHead, respectively. Input
part, the base input is 640×640. Backbone This part includes
a C2f structure, Conv, and SPPF structure, and it has more
hopping layer connections and split operations. TheNeck part
Adopts the PANet structure, which consists of two networks,
the Path Aggregation Network (PAN) and Feature Pyramid
Network (FPN), in which the PAN network introduces the
path aggregation method, which aggregates the semantic
information of the shallow feature map with the deeper fea-
ture map, and strengthens the ability to express the multiscale
features. The Head part is replaced with a Decoupled-Head
structure. In terms of Loss, the strategy of matching positive
and negative samples is applied [20], and Distribtion Focal
Loss (DFL) [21] is added to the regression loss function. The
detailed structure of YOLOv8n is shown in Figure 1.

B. IMPROVED BEHAVIORAL RECOGNITION ALGORITHMS
In this study, the C2f-DRB structure is constructed by
introducing the expansion reparameterization block, and the
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FIGURE 1. Behavior recognition flowchart of the improved algorithm in this paper.

FIGURE 2. YOLOv8n network structure diagram.

structure reparameterization technique is used to improve
the computational efficiency and enhance the spatial percep-
tion of the pig behavior recognition model; the SPPF-LSKA
structure is constructed by using the LSKA attention mecha-
nism, which enhances the details and contextual information
related to pig behaviors; the traditional use of the cross-step

convolutional downsampling method in the original bench-
mark model is optimized for HWD downsampling, which
preserves the edge and texture information of the image
in the downsampling process, reduces the resolution while
increasing the number of channels and improves the fea-
ture extraction effect; the CIoU in the benchmark model is
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FIGURE 3. Structure of the improved YOLO-DLHS (YOLO-DLHD-P) model.

replaced with Shape-IoU, which reduces the loss of infor-
mation without increasing the number of parameters and
increases the model accuracy. The finally obtained improved
YOLO-DLHS model is shown in Figure 3. In order to further
lighten the size of the model, in this study, the improved
model is pruned to obtain the YOLO-DLHS-P model using
LAMP scoring, which is worthwhile in exchange for a sig-
nificant decrease in the number of parameters, computation,
and model occupancy size of the improved model with only a
small loss in accuracy. Where improvements have been made
in the structural diagram of the YOLO-DLHS model, they
have been marked with red line boxes.

III. MODEL IMPROVEMENTS
A. C2f-DRB MODULE
The Bottleneck structure, generally used for deep networks,
was first proposed in ResNet [22]. The Bottleneck structure in
YOLOv8n first uses a 3×3Conv for dimensionality reduction
to optimize information extraction and reduce redundant data.
A 3 × 3 Conv is then used for dimensionality upgrading to
extract higher-level features and enhance data representation.
The input channel of the first Conv is C1, the output channel
is C_, and the input channel of the second Conv is C_, and
the output channel is C2. The C_ input channel is 1/2 of C2.
If the input channel of C1 is the same as the input channel of
C2, then the connection is changed to a residual connection.

In this paper, we introduce the idea of DRB in UniRe-
pLKNet [23] to enhance the performance of the pig behav-
ior recognition network.DRB This module was originally
designed to utilize pa rallel large-core convolutional and
dilated convolutional layers to enhance the network’s ability
to spatially information while maintaining the number of
learnable parameters and computational efficiency. capture
capability. This module design uses the convolution of the
large kernel together with the parallel convolution of the
small kernel, and then the corresponding batch normalization
(BN) layer after the output is summed up, and by using the
structural reparametrization technique after the training is

completed, the BN layer can bemerged into the convolutional
layer, in this design in order to the additional computational
overhead not to be increased, an equivalent conversion strat-
egy is proposed, which will be the inflated convolution layer
of the small kernel can be equivalent to the large kernel that
has a sparse non-inflated (i.e., r = 1) layer of the kernel,
i.e., the whole Block can be equivalently converted to a large
kernel convolution. And the conversion from an inflated con-
volutional kernel to an equivalent non-inflated large kernel
convolutional kernel is realized by a transpose-convolution
operation with the expression shown in Eq. (1) [23]:

W ′
= conv−transpose2d(W , I , stride = r) (1)

where W is the original inflated convolution kernel, I is the
unit kernel with scalar 1, r is the expansion rate, andW’ is the
converted equivalent non-inflated convolution kernel. In this
section, a non-expanded small kernel and multiple expanded
small kernel layers are utilized to augment a non-expanded
large kernel convolutional layer. Its hyperparameters include
the size of the large kernel, K , the size of the parallel con-
volutional layers, k , and the expansion rate, r . As shown in
Figure 4, the case with three parallel layers is demonstrated,
where K = 7, r = (1,2,3), and k = (5,3,3), where the
equivalent kernel sizes are (5,5,7), respectively, according to
the constraints (k-1)r + 1 ⩽ K . From a parametric point
of view, such a dilated layer is equivalent to a non-dilated
convolutional layer with a larger sparse kernel, and thus the
whole block can be equivalently converted into a single large
kernel convolution.

The DRB-Bottleneck structure is obtained by replacing
the second convolutional layer in the Bottleneck structure in
YOLOv8n with an expansion-weighted parameterized block,
as shown in Figure 5.

This improvement strategy will significantly enhance the
spatial perception ability of the model, and by expand-
ing the receptive field, it enables the model to capture the
details related to pig behavior more effectively, optimizes
the inference efficiency of the model, and brings significant
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FIGURE 4. Dilated reparam block structure schematic diagram.

FIGURE 5. DRB-bottleneck structure schematic diagram.

performance improvement for the pig behavior recognition
task. Thus the improved C2f-DRB structure diagram is
obtained as shown in Figure 6.

B. SPPF-LSKA MODULE
In YOLOv8n, in order to solve the problem that the classical
Spatial Pyramid Pooling (SPP) spatial pyramid pooling struc-
ture has some redundancy in the computation process, which
results in a slower model, the SPPF structure is introduced to
better balance the speed and accuracy of detection. In order
to make the detection model better serve the pig behavior
recognition, the LSKA [24] attentionmechanism is integrated
into the SPPF structure in YOLOv8n, which makes full use
of the high-performance model performance of the LSKA
attention mechanism in order to improve the accuracy of the
pig behavior detection process, in which the LSKA structure
is shown in Figure 7.

LSKA attention mechanism inherits the design of Large
Kernel Attention (LKA) attention mechanism, which sig-
nificantly reduces computational complexity and memory
requirements by decomposing the traditional 2D weight
kernel into two cascaded 1D separable weight kernels. Com-
pared to LKA, LSKA demonstrates a better speed-accuracy
tradeoff at different core sizes. Even when the core size
is increased, the inference speed reduction of the LSKA
model is significantly lower than that of the LKA model,
which suggests that LSKA is able to capture a wider range
of image features while maintaining efficient computation
and providing similar or better performance. The relevant
formulae for the LSKA attention mechanism are shown in
Eqs. (2)-(5) [24]:

Z̄C =

∑
H ,W

WC
(2d−1)×1 ∗ (

∑
H ,W

WC
1×(2d−1) ∗ FC ) (2)

ZC =

∑
H ,W

WC⌊
k
d

⌋
×1

∗ (
∑
H ,W

W
1×

⌊
k
d

⌋ ∗ Z̄C ) (3)

AC = W1×1 ∗ ZC (4)

F̄C = AC ⊗ FC (5)

where z̄C represents the output after deep convolution, TheH
and W below the summation symbols denote the height and
width in the feature map, AC represents the attention map,
⌊·⌋ represents the downward rounding operation, d represents
the expansion rate, k is the kernel size, ∗ represents the con-
volution, ⊗ represents the Hadamard product, FC represents
the input feature map and C represents the number of input
channels.

According to the above formula, it can be seen that the
LSKA attention mechanism first uses 1D convolution kernels
for spatial separation convolution, then uses the obtained fea-
ture maps to generate the attention maps, and finally applies
the attention maps to augment the original feature maps, and
such a process helps the network to deal with a large range of
spatial information more efficiently. The ability of the model
to capture key visual features is maintained by cascading 1D
convolution kernels instead of traditional 2D convolution ker-
nels. Therefore, when LSKA attention is integrated into the
SPPF structure, the model’s ability to recognize pig behaviors
can be enhanced without adding toomuch computational bur-
den. The obtained improved SPPF-LSKA structure is shown
in Figure 8.

C. HWD DOWNSAMPLING MODULE
In the field of target detection, especially in models involv-
ing convolutional neural networks, it is common to employ
a stepwise convolutional layer or pooling layer to perform
downsampling operations on feature maps. The reason for
this is that it is often necessary to create a reduced version
of the image, i.e., a thumbnail, in order to ensure that the
image fits into a specific display area size. The downsampling
operation, which plays a key role in several stages of image
processing, not only helps to prevent overfitting of the model
but also expands the model’s perception of the image. When
performing routine detection tasks, this downsampling step
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FIGURE 6. C2f-DRB structure schematic diagram.

FIGURE 7. LSKA attention mechanism structure schematic.

FIGURE 8. SPPF-LSKA structure schematic diagram.

helps to highlight detailed information that is important for
the recognition process, while excluding background infor-
mation that is not relevant to the task.

In this section, improvements are made to downsample the
Neck part of the model. While the stepwise convolutional
downsampling operation used in the Neck part of the original
YOLOv8 model can expand the sensory field and reduce the
data dimensions, this method is prone to lead to the loss of
important spatial information, especially in fine behavioral
recognition, such as the tiny interactive movements among
pigs and the subtle changes in their behavioral patterns.
In addition, traditional convolutional downsampling tends to
cause blurring of boundary information when dealing with
image edges or texture details, reducing the accuracy of
behavior recognition. To solve these problems, we replace
the two downsampled convolutional layers in the Neck part
with the HWD [25] module; this module effectively reduces
the loss of information during downsampling by retaining
more edge and texture information. The structure of the HWD
module is shown in Figure 9.
The HWD module consists of two blocks, namely: a

lossless feature coding block and a feature representation
learning block, the main responsibility of the lossless feature
coding block is to transform the features and reduce their
spatial resolution, by employing the HaarWavelet Transform,
which is an efficient way to reduce the resolution of the
feature mapping while being able to retain all the informa-
tion. Next, the representation learning block consists of a
standard convolutional layer, a batch normalization layer,
and a ReLU activation layer, which is used to extract dis-
criminative features and filter redundant information. Where
the wavelet basis function and scale function of the first
level one-dimensional Haar transform in the Haar wavelet
transform can be defined as Eqs. (6)-(9) [25]:

φ1(x) =
1

√
2
φ1,0(x) +

1
√
2
φ1,1(x)

ψ1(x) =
1

√
2
φ1,0(x) −

1
√
2
φ1,1(x)

(6)

φj,k (x) =

√

2jφ(2jx − k), k = 0, 1, · · · , 2j − 1 (7)

φ0,0(x) = φ0(x) =


0, x < 0
1, 0 ≤ x < 1
0, x ≥ 1

(8)

{
φ1(x) = φ0(2x) + φ0(2x − 1)
ψ1(x) = φ0(2x) − φ0(2x − 1)

(9)

where j and k represent the scale (or ‘‘order’’) and ordinate
(or orientation when dealing with two-dimensional images)
of the Halki function, respectively. Eq. (7) is the definition
of ϕ0,0(x). Eq. (9) shows that the level 1 Haar transform can
be expressed in terms of the level 0 Haar basis function. And
in conjunction with Figure 9, by applying the Haar wavelet
transform, the original image is effectively decomposed into
four components with halved spatial resolution to capture
the low and high frequency (horizontal, vertical, diagonal)
information of the image, respectively, in order to retain more
image information. This transformation allows the model
to maintain information integrity by increasing the number
of channels for feature mapping while reducing the reso-
lution, thus providing the model with information-rich and
moderate-resolution inputs that optimize feature extraction in
subsequent layers. Therefore, the introduction of the HWD
module not only improves the accuracy of behavior recogni-
tion but also enhances the sensitivity of the model to various
behavioral patterns of pigs, thus significantly improving the
recognition performance in practical applications.

D. LOSS FUNCTION
In target detection, Intersection over Union (IoU) is one of
the important metrics to measure the performance of target
detection algorithms. IoU is used to evaluate the degree of
overlap between the predicted bounding box and the real
target bounding box, and thus to determine whether the pre-
dicted box has correctly captured the location and size of
the target. IoU is calculated by calculating the area of the
intersection of the predicted box and the real box divided by
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FIGURE 9. HWD module structure schematic.

their concatenated area, as shown in Eq. 10 [26]:

IoU =
|B ∩ Bgt |
|B ∪ Bgt |

(10)

where B denotes the predicted bounding box, Bgt denotes the
true bounding box, and the numerator denotes the area of
the intersection region of the predicted bounding box and the
true bounding box. The denominator represents the area of
the concatenation region of the predicted and real bounding
boxes.

In the YOLOv8n model, CIoU [26], as one of the regres-
sion loss functions for the detection frames, is deficient in
dealing with the mismatched orientations of the predicted
and real frames in the actual treatment of group-housed
hogs’ behavioral recognition task. This leads to the prediction
frames shifting in incorrect directions during the training
process, which leads to slow convergence and inefficiency,
and ultimately affects the model performance, and there are
some ambiguities in the CIoU when describing the vertical
and horizontal intersection and merger ratios of the bounding
box, and it also does not take into account how to balance the
processing of difficult and easy samples.

To solve the above problems, this paper introduces Shape-
IoU [27] to replace CIoU in the YOLOv8nmodel, as opposed
to the traditional loss function which mainly considers the
geometric relationship between the predicted frame and the
real frame and calculates the loss by taking into account
the relative positions and shapes of the bounding boxes,
but ignores the influence of the inherent attributes of the
bounding boxes’ shapes and scales on the regression results,
while the Shape-IoU can calculate the loss by focusing on
the shape of the bounding box itself and its scale, thus making
the regression of the bounding box more accurate. Shape-IoU

defines equations as in Eqs. (11)-(15) [27]:

ww =
2 × (wgt )scale

(wgt )scale + (hgt )scale
(11)

hh =
2 × (hgt )scale

(wgt )scale + (hgt )scale
(12)

distanceshape = hh× (xc − xgtc )2/c2 + ww× (yc − ygtc )
2/c2

(13)

�shape
=

∑
t=w,h

(
1 − e−ωt

)θ
, θ = 4 (14)

ωw = hh×
|w− wgt |
max(w,wgt )

ωh = ww×
|h− hgt |
max(h, hgt )

(15)

where scale is the scale factor, which is related to the pro-
portion of the target in the dataset, and wwand hh are the
weighting coefficients in the horizontal and vertical direc-
tions, respectively, whose values are related to the shape of
the GT frame. The final obtained loss function is defined as
Eq. (16) [27].

LShape−IoU = 1 − IoU + distanceshape + 0.5 ×�shape

(16)

E. IMPROVED MODEL PRUNING
Pruning the model has the advantage of reducing the number
of model parameters, computation, and memory occupied by
themodel, and favorably reduces the requirement of hardware
parameters when deployed in practice. In this study, model
pruning is used to compress the improved YOLO-DLHS
model.
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TABLE 1. Experimental environment parameters.

LAMP [28] is a new pruning scoring criterion that does
not require additional hyper-parameter tuning and can be
applied to a wide range of network architectures and datasets.
LAMP scoring is based on the magnitude of the weights, but
is tuned by a specific ‘‘model-level’’ distortion metric, which
allows the pruning process to bemore focused on reducing the
output distortion, thus improving the retraining performance
of the model after pruning. model retraining performance
after pruning. The LAMP score definition formula is shown
in Eq. (17) [28]:

score(u;W ) =
(W [u])2∑

v≥u
(W [v])2

(17)

where W [u] denotes the u-th weight and the denominator
denotes the sum of the squares of all the weights from index
u to the end of the list of weights in that layer. The LAMP
pruning decision is formulated as in Eq. (18) [28]:

(W [u])2 > (W [v])2 ⇒ score(u;W ) > score(v;W ) (18)

From the above equation, it can be seen that the square of
W[u] is greater than the square ofW [v], and it can be obtained
that the LAMP score of W [u] will also be greater than the
score of W [v]. Therefore, it can be seen that larger weights
correspond to higher LMAP scores, while LAMP scores that
are relatively lower will be pruned away. The process of
calculating the LAMP score and its application to global
pruning is shown in Figure 10.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
A. EXPERIMENTAL ENVIRONMENT
The parameters for this experiment are set to 300 rounds
of model training iterations using the SGD optimizer with a
batch size of 32, the initial learning rate is set to 0.01, and the
size of the input image is 640 × 640 (pixels), and all of the
experiments in this paper are done under the same computer.
Other parameters of the experimental environment are shown
in Table 1.

B. COMPOSITION OF THE DATASET
The dataset in this study was collected from a large hog
farm in Zigong, Sichuan Province, China. Videos of differ-
ent numbers of hogs in different pens at different shooting

TABLE 2. Data set segmentation.

angles were collected between 10:00 and 17:00 in the morn-
ing. Most of the videos in the dataset were captured by a
2-megapixel dome camera with a frame rate of 15 frames
per second and a resolution of 1920 × 1080 pixels. A small
portion of the video was captured by a handheld mobile video
capture device. Using ffmpeg software, the captured video
is segmented into images, images with similar content are
removed by taking frames at intervals, and manual screening
is used to remove blurred and distorted images, and finally the
dataset for this study is constructed. In this paper, LabelImg
software was used to label the pig pictures, and the saved
labeling format was YOLO format. The labeled infoboxes
included the coordinate positions and behavioral categories
of the hogs in the pictures. Eventually, a total of 2,222 pictures
were manually labeled. The detailed division of the dataset is
shown in Table 2.
There are 6 behaviors in the dataset, namely: sitting, lying

down, standing, climbing, crawling across and eating.The
6 behaviors are labeled with a total of 15,983 number of
behaviors in 2,222 images, and the distribution of the number
of each behavior is shown in Figure 11.

Figure 12 illustrates examples of the six behaviors in the
dataset, sitting, lying down, standing, climbing, crawling
across, and eating, at some of the angles.

C. EVALUATION INDICATORS
In order to evaluate the detection effect of the improved
YOLOv8n model algorithm, this paper uses the detection
accuracy rate (Precision, P), the detection rate (Recall, R), the
average precision (AP), the mean average precision (mAP),
the number of parameters (Parameters), Giga Floating-point
Operation Per Second (GFLOPS), and ModelSize are the
evaluationmetrics. Among them, the time of model execution
is measured using the unit of GFLOPS, Frames Per Second
(FPS) and the larger the amount of computation, the more
computational resources the model needs to use. The formu-
las for P, R, AP, and mAP are shown below:

Precision =
TP

TP+ FP
(19)

Recall =
TP

TP+ FN
(20)

AP = ∫
1
0 P(R)dR (21)

mAP =
1
N

N∑
i=1

APi (22)
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FIGURE 10. Schematic diagram of the LAMP score calculation process and its application to global pruning.

FIGURE 11. Distribution of the number of pig behaviors.

FIGURE 12. Example graph of hog behavior at some angles.

where FN means that the model detects positive samples as
negative samples, FP means that the model predicts negative
samples as positive samples, and TP means that the model
successfully detects positive samples that are really present.
Where mAP@0.5 denotes the mAP value at the intersection
and concurrency ratio threshold of 0.5, which is used to assess
the accuracy of the model in localizing the bounding box.
mAP@0.5-0.95 then calculates the average mAP value from
the intersection and concurrency ratio threshold of 0.5 to
0.95 (in steps of 0.05), which provides an assessment of the

comprehensive performance of the model at different levels
of localization accuracy.

D. ABLATION EXPERIMENT
Ablation experiments can prove the effectiveness of the
model improvement, and in this section, we conduct abla-
tion experiments for multiple groups using YOLOv8n as the
original baseline model, and P, mAP@0.5, mAP@0.5-0.95,
number of parameters, computation and model size as the
evaluation indexes, respectively. As shown in Table 3. In the
column of model YOLO-D stands for the YOLO-D model
constructed on the basis of the benchmark model by improv-
ing the C2f and introducing the C2f-DRB, and the naming of
the latter is the same. According to Table 3, it can be seen
that improving C2f to C2f-DRB structure in the backbone
network, P, mAP@0.5, and mAP@0.5-0.95 were improved
by 0.77%, 0.47%, and 2.56%, respectively, compared to
the baseline model, which was attributed to the inclusion
of inflated heavy parameterized block, which enlarged the
sensory field and captured the spatial information more effi-
ciently, and the C2f-DRB enhanced the model’s behavioral
sensitivity and facilitated the accurate classification of behav-
ioral actions. The SPPF structure was then replaced with
the SPPF-LSKA structure integrating the LSKA attention
mechanism, and the P, mAP@0.5,and mAP@0.5-0.95 were
improved by 2.59%, 1.26%, and 2.17%, respectively, com-
pared with the baseline model, indicating that the large
separable convolutional kernel enhances the model’s feature
extraction ability while focusing on the behavioral key fea-
tures more effectively. Next, the downsampling convolution
in the benchmark model is replaced with the HWD mod-
ule, and P, mAP@0.5, and mAP@0.5-0.95 are improved
by 2.28%, 1.60%, and 2.76%, respectively, compared to the
benchmark model, because HWD retains more useful feature
information in the process of downsampling, which effec-
tively reduces the loss of information in the downsampling
process. The improved YOLO-DLHS model is obtained by
replacing the loss function of the original baseline model
with Shape-IoU. The addition of Shape-IoU enhances the
sensitivity of the model to changes in the shape of the
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TABLE 3. Ablation experiment.

target, accelerates the convergence of the training process,
and improves the model accuracy. Up to this point, the
YOLO-DLHS model optimized for the benchmark model
after the four improvement points are added at the same
time, P, mAP@0.5, and mAP@0.5-0.95 are improved by
4.39%, 1.68%, and 3.97% respectively compared to the
benchmark model.

In order to further lighten themodel, based on the improved
model YOLO-DLHS, the LAMP pruning scoring algorithm
is utilized for pruning the improved model, and finally,
the lightened YOLO-DLHS-P model of YOLO-DLHS is
obtained. The YOLO-DLHS-P model is relative to the
YOLO-DLHS model, the P, mAP@0.5, and mAP@0.5-0.95
only decreased by 1.02%, 0.52%, and 1.86%, respec-
tively, while the number of parameters, computation, and
model size decreased dramatically by 52.33%, 51.32%, and
49.16% respectively. The YOLO-DLHS-P model compared
to the YOLOv8n model, P, mAP@0.5 and mAP@0.5-0.95
improved by 3.37%, 1.16%, and 2.11%, and the number
of parameters, computation, and model size are reduced
by 52.49%, 54.32%, and 49.33%, respectively. The YOLO-
DLHS-P model obtained by the YOLO-DLHS model with
only a little sacrifice of accuracy still has higher recogni-
tion accuracy than the YOLOv8n model, and the number of
parameters, computation, and model size has decreased a lot,
so the present ablation experiments can be obtained that the
YOLO-DLHS model is optimized through the four improve-
ment points, and better recognition accuracy is obtained
compared to the YOLOv8n model. YOLOv8n better pig
identification model. The YOLO-DLHS-P model is better
for practical deployment, with substantially lower hardware
requirements for deployment and higher recognition accuracy
than the YOLOv8n model. The YOLO-DLHS model and the
YOLO-DLHS-P model demonstrate the effectiveness of the
improvements.

To further validate the efficiency of the YOLO-DLHS
and YOLO-DLHS-P models in this study relative to the
YOLOv8n improvement. This section also compares the heat
map results of the images from the YOLOv8n model, the
YOLO-DLHS model, and the YOLO-DLHS-P model in dif-
ferent scenarios, as shown in Figure 13. The heatmap not only
enhances the transparency and interpretability of the model
decisions by highlighting the image regions that the algorithm
regards as important but also helps to optimize the algorithm

performance by revealing possible regions that the algorithm
may have overlooked or mislabeled. The red color in the heat
map indicates regions that the model pays more attention to,
while the blue color indicates relatively less attention.

In Figure 13, (a) the scene is an overhead shot of a large
pig breeding pen. The environment is characterized by a large
number of pigs, and involves two situations of dense and
dispersed pigs; (b) the scene is an overhead shot of a small
pig breeding pen. The characteristic of this environment is
the high-density breeding of pigs in a small environment; the
scenes (c) and (d) are pictures trimmed from the scene (a) at
different times, divided into pig conditions and dense condi-
tions. Comprehensively analyzing the heat maps in the four
scenes (a), (b), (c), and (d) in Figure 13, it can be clearly
seen that the YOLO-DLHS model and the YOLO-DLHS-P
model become more attentive to the pigs, and the contour
information of the pigs becomes more obvious compared to
the YOLOv8n model, especially the YOLO-DLHS model,
which is the model with the highest attention to the pigs. The
red area of the heatmap is alsomore concentrated. This shows
that the YOLO-DLHS model has the best ability to identify
behaviors through the four optimizations. As for the YOLO-
DLHS-P model, the red area of the heat map is slightly less
concentrated after pruning compared to the YOLO-DLHS
model, but compared to the YOLOv8n model, the YOLO-
DLHS-P model pays better attention to the pigs.

E. COMPARISON EXPERIMENT
1) IMPROVED POSITION COMPARISON EXPERIMENT
In the process of pig identification model improvement, the
improvement module may have different effects at differ-
ent locations in the network. In the structure of YOLOv8n,
C2f, and downsampling convolution are present in both the
Backbone position and Neck position, and the selected place
to optimize can be derived from the improvement posi-
tion ablation experiment. Where A, B, and AB represent
the improved C2f-DRB structure replacing all C2f struc-
tures in the Backbone position, replacing all C2f structures
in the Neck position, and replacing all C2f structures in
both the Backbone position and the Neck position, respec-
tively. A’, B,’ and A’B’ represent the improved downsampled
HWD structure replacing the Backbone position, respectively
all convolutions except the first convolution, replacing all
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FIGURE 13. Comparison of heat maps without scenarios.

TABLE 4. Improvement location comparison.

convolutions in the Neck position, and replacing all convo-
lutions in the Backbone position except the first convolution
and in the Neck position. The experimental results are shown
in Table 4.

As can be seen from Table 4, when C2f-DRB replaces
all C2f structures in the Backbone location, the data of P,
R, and mAP@0.5 and mAP@0.5-0.95 are more balanced
with respect to the other locations, and the values of R, and
mAP@0.5 and mAP@0.5-0.95 are higher with respect to the
locations B and AB. Similarly, when the downsampled HWD
structure position is at B’, it has higher detection accuracy.

2) COMPARATIVE PRUNING EXPERIMENTS
Different pruning strategies for the same model will give
different results for the accuracy of the model after pruning.
Speed-up represents the compression rate of the computation
under the LAMP pruning scoring algorithm. For example,
LAMP-1.5 represents that the amount of computation before
pruning is 1.5 times the amount of computation after pruning

under the LAMP pruning scoring algorithm, and the same
for the later ones. For model pruning, it is important to min-
imize the number of parameters, the amount of computation,
and the size of the model while maintaining accuracy as much
as possible. Therefore, this section compares the different
compression rates of computation under the same pruning
algorithm by comparing several groups, and the detailed data
of each item is shown in Table 5.

Through Table 5, it can be seen that when the compres-
sion ratio of the calculation amount is between 1.5 and 3.5,
mAP@0.5 remains at a high level, but except for LAMP-1.5
and LAMP-2.0, the P and mAP@0.5-0.95 of other com-
pression ratios have been greatly reduced. If the accuracy
is neglected in order to maximize the compression ratio of
the calculation amount, it is meaningless in practical applica-
tions. Therefore, in this study, LAMP-2.0 was selected as the
lightweight model after improving the model under the con-
dition of weighing the compression ratio of the calculation
amount and the loss of precision.

3) C2f IMPROVED STRUCTURE COMPARISON
In order to verify the effectiveness of C2f-DRB improvement
at the Backbone location, this section improves the struc-
ture of several C2f for comparison, C2f-DWR is constructed
by introducing a Dilation-wise Residual structure [29],
C2f-DBB is constructed by introducing DiverseBranch-
Block [30] structure, C2f-iRMB is constructed by introducing
the Inverted ResidualMobile Block [31] structure, C2f-Faster
is constructed by introducing the FasterBlock [32] structure,
C2f-OREPA is constructed by introducing the Online Con-
volutional Re-parameterization [33] structure is constructed,
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TABLE 5. Comparison of compression rates for different compute volumes.

TABLE 6. Different approaches to C2f improvement.

and C2f-AKConv is constructed by introducing Variable Ker-
nel Convolution [34]. The data of the specific comparison is
shown in Table 6.

Through comparison, it can be seen that the
mAP@0.5-0.95 index of the C2f-DRB structure is almost the
same as the first in the table, and its R and mAP@0.5 are both
the first. All the improved structures of C2f that choose the
C2f-DRB structure as the Backbone position are better.

4) COMPARISON OF SPPF IMPROVED STRUCTURES
Integrating different attentional mechanisms in SPPF can
make the accuracy of pig behavior recognition different. This
section compares the effect of different attention mechanisms
integrated into the SPPF structure, various attention mech-
anisms include MEA [35], DAT [36], SNA [37], TA [38],
LA [39], SimAM [40], SE [41], and the detailed comparison
is shown in Table 7.

According to the table, the SPPF-LSKA structure com-
posed of the LSKA attention mechanism introduced in
this study has better performance on the two indica-
tors of mAP@0.5 and mAP@0.5-0.95. According to the
comprehensive judgment, the SPPF-LSKA structure is more
suitable for constructing the behavior recognition model of
pigs.

TABLE 7. SPPF integrates different attention mechanisms.

TABLE 8. Different downsampling algorithms.

5) OMPARISON OF DOWNSAMPLING ALGORITHMS
In this section, a comparison table of different downsam-
pling algorithms in Table 8 is constructed by substituting
downsampling algorithms at the same location. In the table,
ContextGuidedDown algorithm is the downsampling using
Light-weight Context Guided DownSample in CGNet [42],
SPDConv [43] consists of a Space to Depth (SPD) layer
and a non-spanning convolutional (Conv) layer. v7DS is the
downsampling algorithm of YOLOv7 [44] and Addown is
the downsampling algorithm of YOLOv9 [45] conv is the
downsampling convolution of YOLOv8n.

In the table, the accuracy of P and YOLOv8 n of the
down-sampling HWD structure is not much different, while
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TABLE 9. Loss function comparison.

R, mAP@0.5, and mAP@0.5-0.95 are better than other
down-sampling algorithms in the table, so the HWD structure
is more suitable for the down-sampling of this study.

6) LOSS FUNCTION COMPARISON
To verify the efficiency of the loss function of the improved
pig behavior recognition model, the v1 and v2 versions
of DIoU [26], GIoU [46], EIoU [47], CIoU, SIoU [48],
PIoU [49], the v1, v2 and v3 versions of WIoU [50], and
various combinations of IoU with Focal [51]deformation are
compared through experiments. The detailed values of differ-
ent loss functions are shown in Table 9.
The experimental results show that the three indexes of

P, mAP@0.5, and mAP@0.5-0.95 of Shape-IoU are bet-
ter than other loss functions. Therefore, the introduction of
Shape-IoU in the model can improve the accuracy of pig
behavior recognition.

7) COMPARISON OF PRUNING ALGORITHMS
This study also compares several model pruning methods,
namely, Slim [52], Group_slim [53], Group_sl [54], L1 [55],
Group_taylor [56], and Group_norm [54]. The comparison
details are shown in Table 10. Through the comparison of
the pruning algorithms, we can clearly see that the LAMP
pruning scoring algorithm has higher values of all the indica-
tors compared to the other algorithms, and therefore it can be
concluded that the LAMP pruning scoring algorithm is more
suitable for this study.

F. COMPARISON OF DIFFERENT RECOGNITION
ALGORITHMS
1) QUANTITATIVE COMPARISON
In order to compare the level of behavioral recognition of
the improved models in this paper, this section selects the

TABLE 10. Comparison of pruning algorithms.

current mainstream detection models to be compared under
the same conditions: the Faster R-CNN [57], SSD [58], Cen-
terNet [59], and YOLOv8n benchmark models. The detailed
comparison is shown in Table 11.
As can be seen from Table 11, both models YOLO-DLHS

and YOLO-DLHS-P proposed on the self-constructed dataset
of this study have higher mAP@50 metrics compared to
the mainstream algorithms Faster R-CNN, SSD, CenterNet,
and YOLOv8n, with the YOLO-DLHS model having the
highest mAP@50 metrics and the highest AP metrics for
Siting, Lying, and Eating also have the highest AP metrics.
The AP metrics of Standing and Mounting are only a little
bit lower than the highest metrics, which is acceptable in
the experiment. Although the introduced DRB and LSKA
structures of the YOLO-DLHS model extend the sensory
field of the model, HWD improves the model’s sensitivity
to details, and ShapeIOU optimizes the shape and scale
matching of the bounding box, it is possible that these
optimizations are insufficient in the complex situations of
specific behaviors, and this is the reason why the AP metrics
of Climbing are lower relative to the highest metrics. The
YOLO-DLHS-P model is a lightweight model obtained by
model pruning of the YOLO-DLHS model, which has only
a little lower AP metrics and mAP@50 metrics for each
behavior recognition, in exchange for a significant decrease
in the number of parameters, computation, and model size,
which are 98.96%, 99.00%, compared to the Faster-RCNN
algorithm, 97.20%, 94.56%, 94.11%, and 94.75% compared
to the SSD algorithm, and 95.62%, 94.71%, and 97.56%
compared to the CenterNet algorithm, respectively, but the
YOLO-DLHS-P model still has a higher mAP@50 metric
than the above-compared algorithms. Moreover, the YOLO-
DLHS-P model also improves the detection speed by the
lightweight method, and the FPS reaches 79 frames, which is
better compared with all the algorithms in Table 11, and has
a better real-time performance for the behavioral recognition
of pigs.

Therefore, the YOLO-DLHS model and the lightweight
YOLO-DLHS-P model obtained in this study have the
best-combined performance behavior of the above algo-
rithms, and under the same conditions, the improved
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FIGURE 14. Algorithm visualization comparison chart.

algorithm in this study can achieve a higher recognition rate
of behavioral recognition of pigs, and the lightweight model
of the improved algorithm in this study substantially reduces
the hardware requirements for the deployment of the model,
under the conditions of maintaining a high level of accu-
racy. Requirements for model deployment while maintaining
high accuracy. In particular, the YOLO-DLHS-P model also
demonstrates better real-time performance on pig behav-
ior, which facilitates behavioral recognition results after
deployment.

2) QUALITATIVE COMPARISON
A visual comparative analysis of the models can visualize
the accuracy of the algorithm recognition. In this section,
a comparison is made with an actual scenario of captive
hogs. As shown in Figure 14. Scene 1 is the overhead view
of the large circle of pig farming, Scene 2 is the horizontal
shooting view of the large circle of pig farming, Scene 3 is
the written side shooting view of the large circle of pig
farming, and Scene 4 is the overhead view of the small circle
of pig farming. Among them, the red arrow in the figure
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TABLE 11. Performance comparison of different recognition models.

represents missed detection, and the purple arrow represents
misdetection.

The comparison shows that in Scene 1, Faster R-CNN,
SSD, and CenterNet all have different degrees of missed
detection, and both CenterNet and YOLOv8n have misde-
tections when it comes to the crawling spanning behavior of
the pigs. CenterNet identifies the two crawling spanning pigs
as standing, and YOLOv8n has one more detection of the
standing behavior of the frame. In Scene 2, Faster R-CNN,
SSD, CenterNet, and YOLOv8n all miss-detect the pig on the
left side of the scene. In Scene 3, Faster R-CNN misdetected
the piglet with crawling straddling behavior and adds the
behavioral frame of standing to the hind pig with crawling
straddling behavior, SSD and CenterNet miss the detection
of the piglet with lying behavior occurring in the distance,
and YOLOv8n duplicates the behavioral information frames
of the in piglet with standing and lying behaviors occurring
in the distance, although it is identified. In Scene 4, when
there is a small pig and a large pig close to each other, Faster
R-CNN, SSD, and CenterNet, all missed detection, and the
YOLOv8n algorithm misdetected and recognized the small
pig as lying down. In the four scenarios mentioned above,
neither the YOLO-DLHS model nor the YOLO-DLHS-P
model showed leakage ormisdetection, which further verified
the effectiveness of the research-improved model and the
improved lightweight model in pig behavior recognition.

V. CONCLUSION
In this study, by improving the C2f at the Backbone location
and introducing the inflated reparameterization block, the BN
layer can be merged into the convolutional layer by using
the convolution of the large kernel together with the parallel
convolution of the small kernel and then summing up the
corresponding BN layers after the output, and then using
the reparameterization technique. The inflated convolutional
layer with a small kernel can be equated to the non-inflated
convolutional layer with a sparse large kernel, reducing the
computational overhead. The C2f-DRB structure obtained
after the improvement is able to capture the multi-scale
feature information of pig behavior, which improves the
recognition accuracy. The emergence of the SPPF-LSKA
structure maintains the model’s ability to capture key visual
features of the pig by replacing the traditional 2D convo-
lutional kernel by cascading 1D convolutional kernels in
the LSKA attention level mechanism. The accuracy of the
model is further improved without increasing the arithmetic

power too much. The traditional down-sampling convolution
of the benchmark model is replaced by the HWD structure.
By combining the Haar wavelet transform, the original image
is effectively decomposed into four components with spatial
resolution halved to capture the information of the image’s
low-frequency and high-frequency multiangles, respectively,
and the completeness of the information is maintained by
increasing the number of channels of the feature mapping,
which provides the model with information-rich inputs with
moderate resolution. The subsequent feature extraction is
enhanced by down-sampling the HWD structure. In order
to avoid the deficiency of the benchmark model in deal-
ing with the direction of mismatch between the predicted
and real frames when actually dealing with the task of
behavior recognition of group-housed hogs. This leads to
the prediction frames shifting in incorrect directions during
the training process, which leads to slow convergence and
inefficiency and ultimately affects the model performance
problem. Shape-iou is introduced in this study, which is
enough to compute the loss by focusing on the shapes of the
frames themselves with their own scales, which makes the
regression of the frames more accurate. Without adding extra
computational burden, the detection efficiency and accu-
racy of the model are significantly improved. The improved
YOLO-DLHS model is finally constructed. Compared with
the baseline model, the improved YOLO-DLHS model has P,
mAP@0.5 and mAP@0.5-0.95 increased by 4.39%, 1.68%
and 3.97% respectively.

In the context of actual deployment and the demand for
lightweight models in embedded devices. This study fur-
ther proposes a lightweight YOLO-DLHS-P model based on
the improved YOLO-DLHS model to address the common
problems of large number of parameters, high computational
cost and high memory usage in pig behavior recognition
models. Using the LAMP pruning scoring algorithm, the
improved YOLO-DLHS model was pruned to delete unim-
portant channels in the model, thereby significantly reducing
the number of model parameters, calculations, and mem-
ory size. Through fine-tuning and retraining, we obtained
The YOLO-DLHS-P model was developed. Compared with
the baseline model, the YOLO-DLHS-P model has P,
mAP@0.5 and mAP@0.5-0.95 increased by 3.37%, 1.16%
and 2.11% respectively. The number of parameters, calcu-
lation amount and model occupancy have been significantly
reduced, respectively, by 52.49%, 54.32%, 49.67%. And the
FPS index of the YOLO-DLHS-P model reaches 79 frames,
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which is higher than theYOLO-DLHSmodel, Faster R-CNN,
SSD, CenterNet and YOLOv8n benchmark models, while
the YOLO-DLHS-P model only has YOLO- The DLHS
model has low accuracy with subtle differences. Therefore,
compared with the YOLOv8n model, the YOLO-DLHS-P
model has higher accuracy, better real-time performance, and
is more conducive to actual deployment.

The improved model in this study achieves improve-
ment in all performance indexes while significantly reducing
the number of parameters, model occupancy, and computa-
tional requirements, reflecting the superiority of the improved
algorithm in this study. It shows the prospect of application on
embedded devices in the behavioral recognition scenarios of
captive hogs, which is conducive to the development of smart
farming. However, this study also has certain limitations.
First of all, although the improved model performs well, its
robustness in different actual environments still needs fur-
ther verification. In addition, although the improvement and
lightweight processing of the model are effective, there may
still be room for optimization in processing complex scenes
and long-term continuous monitoring. In the future, we will
explore model performance in more complex environments,
improve its robustness and prediction, and combine it with
other deep learning technologies and optimization methods
to further reduce the total cost of model calculations and
improve real-time processing capabilities.
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