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ABSTRACT Rapid technological advancements have resulted in increasingly complex software systems,
posing challenges during development in terms of time and cost. Adopting domain-specific modeling (DSM)
brings numerous benefits to software engineering, including enhanced efficiency, improved maintenance
capabilities, higher software quality, reduced development time, and increased potential for cost-effective
software solutions through improved reusability. Despite the proven effectiveness of DSM in various
domains, a study summarizing recent advancements is hard to find in the state-of-the-art. Therefore,
in this article, we present a comprehensive systematic literature review that examines the application of
DSM in various domains (4). We selected 99 studies and classified those into four categories, i.e., meta-
modeling (42), domain-specific languages (39), UML profiles (9), and general (9) based on the use of
DSM approaches. We identified various tools from the selected studies, i.e., 21 existing and 91 proposed
or developed. Moreover, model-driven engineering (MDE) techniques, including validation (12), simulation
(5), verification (4), and software architectural modeling (3), are presented and analyzed. We further
explained the type of model transformation employed in each study, i.e., model-to-text (49) and model-
to-model (4). Finally, the regions participating in DSM’s growth are also investigated. It is concluded that
Ecore is the leading meta-modeling tool, Xtext is the often-used domain-specific tool, Sirius is graphical,
and UPPAAL is the most utilized verification tool identified. Moreover, Validation is a frequently usedMDE
technique, and Model-to-text transformation with Acceleo is the most utilized transformation type in the
selected studies. The comprehensive results of this research provide valuable guidance for DSM researchers
and practitioners in choosing a suitable tool and technique that meets their specific requirements.

INDEX TERMS Model-driven engineering, domain-specific modeling, domain-specific language.

I. INTRODUCTION
The pursuit of efficient, dependable, and maintainable sys-
tems has been ongoing in software engineering. Traditional
software development focuses on code-centric paradigms
throughout the entire development life cycle. It relies
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heavily on manual coding and the specification of system
behaviors [1]. However, as software systems grow in
complexity and scale, the traditional development approaches
have shown several limitations and challenges. Traditional
systems often suffer significant challenges due to the
extensive manual effort required in coding, implementation,
integration, and testing processes [2]. These manual tasks
consume valuable time and resources and introduce the risk of
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errors and inconsistencies. Consequently, project schedules
are frequently delayed, and costs escalate [3]. Moreover,
traditional system development often lacks a clear bifurcation
between the system’s design and implementation, making
it difficult to modify or adapt the system as requirements
evolve. [4]
To overcome these challenges, Model-Driven Engineering

(MDE) has emerged as a software development methodology
led by the modeling standards of the object management
group (OMG) [5]. Furthermore, Domain-Specific Modeling
(DSM) is the central modeling aspect of MDE, facilitating
the creation of abstract software models across diverse
domains throughout the development process to capture
system requirements, design, and behavior [6]. These models
visually represent the software system and its components,
facilitating enhanced comprehension andmanipulation. DSM
employs models as central artifacts, which promotes the sep-
aration of concerns and modularization. This modularization
enhances systemmaintainability and extensibility, as changes
to one part of the model can be propagated throughout the
system. DSM also facilitates automatic code generation from
models, eliminating the need for manual coding [7]. With
the help of model transformation techniques, developers can
generate executable code directly from the models, reducing
human errors and ensuring consistency between the design
and implementation. This code generation aspect of DSM
significantly enhances productivity by freeing developers
from low-level coding tasks [8], [9], [10]. Various DSM
approaches, such as domain-specific modeling (DSML) and
domain-specific language (DSL), have been developed to
cater to specific aspects of system development. Due to their
benefits, DSM approaches have been employed in many
domains.

Certain SLR-based studies published before 2021 have
extensively analyzed the effectiveness of DSM in multiple
domains. A journal study from 2020 utilized systematic
mapping to explore the models’ development with DSM
tools spanning the years 2012 to 2019 [11]. Consequently,
a study is needed to analyze and summarize the latest trends
in DSM, such as DSM tools and techniques, as well as the
challenges involved in DSM research in the last two years.
No study comprehensively analyzed and summarized the
DSM tools and techniques and their applications in specific
domains within the previous two years (2021-2023). It is
crucial to assess the DSM’s approaches, tools, and techniques
to determine their effectiveness in different domains. As part
of our research, we conducted a systematic literature review
of studies published from January 2021 to August 2023 to
provide valuable insight into DSM trends by addressing the
following research questions:
RQ1: What notable studies significantly impact domain-

specific modeling approaches between Jan 2021 and Aug
2023?
RQ2: In which major system domains have domain-

specific modeling approaches been effectively employed and
proven useful?

RQ3: What are essential, proposed, and utilized model-
driven tools for software development covering graphical,
transformational, and verification features?
RQ4: Which model-driven techniques have been primarily

utilized in research conducted between 2021 and 2023?
RQ5: What are the prominent model transformation

approaches employed within domain-specific modeling?
RQ6: Which regions have emerged as leading contributors

to the growth of domain-specific modeling approaches?
RQ7: What are the significant challenges and their

recommended future directions in the DSM research?
All the research questions, as mentioned earlier, are

defined by thoroughly analyzing the current literature [11]
on domain-specific modeling (DSM) tools; specifically, our
questions are inspired by [12]. Each question is specified
to explore essential aspects of recent advancements, appli-
cations, and challenges in the field. For instance, RQ1
and RQ4 aim to identify influential studies and standard
techniques. On the other hand, RQ2 and RQ6 investigate
the domains where DSM approaches have been practical and
the geographic distribution of research contributions. RQ3
examines the landscape of model-driven tools, while RQ5
focuses on model transformation approaches within DSM.
Finally, RQ7 emphasizes the importance of comprehending
the significant challenges and outlining future research
directions in DSM. Collectively, these questions provide a
comprehensive framework to analyze the recent research
developments and revolutionize the DSM research.

To find answers to the questions mentioned above, this
study conducts a systematic literature review of 99 stud-
ies where domain-specific modeling (DSM) approaches
are utilized for efficient systems development, published
between Jan 2021 and Aug 2023. An overview of the
SLR is depicted in Figure 1. Section II presents the
research methodology employed for conducting this SLR.
We defined four significant categories to categorize our
selected studies (Section II-A) and developed a review
protocol (Section II-B). We selected the studies published
from January 2021 to August 2023 in well-known scientific
databases, including IEEE, Elsevier, Springer, ACM, and
Wiley, during our search process (Section II-B2) as men-
tioned in the inclusion and exclusion criteria (Section II-B1).
We selected 44 studies from IEEE, 24 from Springer, 18 from
ACM, 12 from Elsevier, and one from Wiley. We analyzed
the quality of the selected studies (Section II-B3) and defined
a template for data extraction and synthesis (Section II-B4).
To simplify the data extraction process, we comprehensively
analyzed the selected studies and categorized them into
our defined categories: Meta-modeling, Domain-specific
language, UML profile, and general categories. Among
99 selected studies, 42 belong to the meta-modeling category,
39 fall under domain-specific languages, 9 are related to
the UML profile, and 9 are added to the general category
(Section III-A). Our analysis identified the 4 major domains
where DSM approaches have been employed extensively
(Section III-B). It identified 21 utilized and 91 proposed
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tools (Section III-C), 4 MDE techniques (Section III-D),
and three model-transformation approaches frequently used
in the DSM research (Section III-E). It also revealed the
regions actively involved in the DSM research. We analyzed
the significant challenges in the DSM research and provided
their recommended future directions. This analysis led to
the answer to the defined research questions (Section IV).
Although we have followed the standard guidelines to
conduct this SLR, it is still limited in some ways (Section V).
We have concluded this SLR with recommendations for
future work to improve it (Section VI).

II. RESEARCH METHODOLOGY
Our research methodology follows standard guidelines for
conducting a Systematic Literature Review (SLR) [13]. This
section focuses on two main aspects: categorizing research
studies based on their alignment with domain-specific
modeling approaches (Section II-A) and designing the review
protocol to carry out the SLR (Section II-B). By categorizing
the studies and adhering to the review protocol, we ensure a
rigorous and systematic approach to the research methodol-
ogy.

A. CATEGORIES DEFINITION
Domain-specific modeling (DSM) approaches comprise two
modeling notations: graphical and textual. Domain-Specific
Modeling Language (DSML) is a particular variant of DSM
characterized by graphical notation, while Domain-Specific
Language (DSL) employs textual notation [14]. These DSM
approaches are based on the Model Driven Architecture
(MDA) vision led by the Object Management Group (OMG).
This framework has four modeling levels: M3, M2, M1, and
M0. However, the abstract models are created at the M2
level, and the concrete models are created at the M1 level
as instances of M2-level meta-models [5]. However, DSML
consists of two graphical representations: meta-modeling and
UML profiles. Therefore, the selected studies are classified
into four categories based on DSM approaches, descriptively
defined below:

1) META-MODELING
Meta-modeling provides an abstract representation of mod-
els, focusing on visually depicting models and creating the
instance model of the M1 level. Similar to the structure
of a UML class diagram, a meta-model is created by
dragging meta-modeling elements like classes, attributes,
and relationships following the structure and semantics of
modeling languages to provide a foundation for DSM [15],
[16]. For example, authors in [17] and [18] developed an
ecore and adoxx meta-model in the domain of embedded
systems to incorporate vehicle route prediction and digital-
twin cross-platform solutions, respectively. All such studies
creating similar meta-models fall under the meta-modeling
category.

2) DOMAIN SPECIFIC LANGUAGES
Domain-specific languages (DSLs) have a concrete syntax
of models, textual syntax, and programming language
similarity. The use of DSL development aids in promoting
the syntax highlighting of textual structures, incorporating
the grammar rules to tailor the domain-specific concepts.
DSL grammar can be designed by defining the concepts,
keywords, relationships, and attributes by following the
syntax rules of specific modeling languages to express valid
expressions [19]. For example, the authors in [20] have
developed a framework using Xtext to encounter security
vulnerability issues in database systems. Furthermore, the
study of [21] developed a framework using the concepts
of agent-based modeling language and JetBrains MPS to
support participatory modeling in the healthcare domain. All
such studies creating the textual models fall under the DSL
category.

3) UML PROFILE
UML Profile is a UML-packaged stereotyped profile that
provides a lightweight extension mechanism to extend the
UML models of the M1 level. UML profile is designed by
defining numerous constructs, such as stereotypes, packages,
constraints, and tagged values at the M2 level [22], [23]. Like
metamodeling, UML profiles facilitate the development of
visual editors by expressing domain-specific concepts and
their notations. For example, the authors in [24] developed
a UML profile using the papyrus tool to encounter the
domain-level complexity of business process modeling nota-
tions. Hence, such research studies utilizingUMLProfiles are
placed under this category.

4) GENERAL
There are few research studies where multiple DSM
approaches (e.g., meta-modeling, DSL, and UML profile)
are simultaneously utilized to develop a full-fledged domain-
specific modeling environment. For example, the study
of [25] developed an ecore meta-model and Xtext DSL to
provide a basic knowledge of model-driven engineering by
specifying the concepts of IoT systems. Therefore, such
research studies are placed under the General category.

B. REVIEW PROTOCOL
The review protocol is comprised of six activities: 1) back-
ground and research questions, 2) inclusion and exclusion
criteria, 3) search process, 4) quality assessment, and 6)
data extraction and synthesizing. The first two activities have
already been performed in Section I. The remaining activities
are performed in the subsequent sections.

1) INCLUSION AND EXCLUSION CRITERIA
The third and foremost activity of the review protocol is to
define the inclusion and exclusion criteria for selecting and
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FIGURE 1. Overview of systematic literature review.

rejecting the selected studies. To analyze research studies,
we describe five selection parameters as presented below: -
a) Subject: Research studies are only selected if they are

highly relevant to the DSM and support the answers
to our seven defined research questions. The selected
studies must belong to one of our pre-defined categories.

Description: Various research papers have been pub-
lished in the context of MDE. Only those studies that
are relevant to the defined categories are selected. All
other studies are rejected.

b) Publication Year: The research studies are selected
from Jan 2021 to Aug 2023.
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Description: We extracted the latest research studies
using a filter of publication year, i.e., Jan 2021 to Aug
2023. All research studies published before Jan 2021 are
discarded.

c) Publisher: Research papers are selected only if they
fall under five scientific databases, i.e., IEEE, Elsevier,
Springer, ACM, and Wiley.
Description: The research papers are published in dif-
ferent scientific databases. We specified five scientific
databases globally used for research
publications for the selection criteria. We selected
the research studies published in any of the specified
scientific databases; otherwise, we rejected them.

d) Application Research: Only those research studies
are selected in which any DSM framework, technique,
or tool is proposed or utilized.
Description: In the context of MDE, various grey
literature-based research papers have been published,
i.e., theoretical frameworks, review papers, position
papers, etc. [26]. For instance, the study of [27] is
classified as a position paper in healthcare systems.
Therefore, all such research studies are discarded where
vague statements or studies of grey literature are
specified, and a genuine framework or tool is not
proposed or utilized.

e) Repetition: Comprehensive analysis is performed to
discard research articles with similar content.
Description: Various research studies have similar
outcomes—particularly research studies listed in dif-
ferent scientific databases. First, several studies with
related research contents are analyzed, and then the
study with the most trustworthy content is selected.

2) SEARCH PROCESS
We initiated the search process by selecting five databases
(as shown in Table 3) and utilizing various search terms (as
shown in Table 1) to extract relevant studies based on our
inclusion and exclusion criteria (Section-B). We performed
the search process with operators: ‘‘AND’’ and ‘‘OR’’.
However, such operators return extensive research studies
that are unfeasible to analyze exhaustively. Therefore,
we performed the optimum search process with advanced
search options provided by the databases, e.g., ‘‘where the
title or abstract contains’’. After applying such advanced
options or filters, we fetched the relevant research studies
that could be thoroughly analyzed. Using search terms like
‘‘Model driven engineering,’’ we obtained 123 results from
the IEEE database, as given in Sr. #1 of Table 1, for the
publication year range 2021 to 2023.We analyzed the fetched
research studies and identified that a few keywords are closely
correlated with the ‘‘Model driven engineering’’ keyword,
which could be utilized to findmore relevant research studies.
For example, we identified terms like ‘‘meta-modeling’’,
‘‘Domain Specific language’’, ‘‘Domain Specific modeling,
and ‘‘UML profile’’. Therefore, we utilized these terms to
perform an advanced search process, as given in Sr. # 2 to 5 of

TABLE 1. Search terms and their corresponding filtered results.

TABLE 2. Year-wise distribution of selected studies.

Table 1. These advanced search terms helped us to identify
the relevant research studies, which are hard to identify with
the basic search terms. Lastly, we selected 99 research papers,
as shown in Figure 2 by following the specific rules:

• Overall, we analyzed the initial 2726 research results.
Initially, we rejected the 1500 research papers by only
analyzing their titles.

• In the next step, we rejected the 757 research studies by
analyzing the abstracts of the 1226 remaining research
studies.

• In the next step, we analyzed the remaining 469 studies
and rejected 311 research studies that violated the
application research.

• After analyzing the remaining 158 research studies,
we selected 99 studies that fully complied with our
selection criteria.

3) QUALITY ASSESSMENT
We defined inclusion and exclusion criteria that supported the
selection of high-impact studies and ensured the reliability of
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FIGURE 2. Search process.

the SLR. The fourth parameter ensures the selection of studies
where a framework or tool is proposed or utilized. In the
context of MDE, domain-specific modeling (DSM) tools
are used to carry out the design and development process.
Furthermore, the second parameter determines the selection

of the latest research studies. It leads to identifying current
MDE trends to support efficient system development. The
year-wise distribution of the selected research studies is given
in Table 2. We identified 53, 40, and 6 research studies
published in 2021, 2022, and 2023, respectively.
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TABLE 3. Summary of selected research studies w.r.t scientific databases
and publication type.

We considered five (5) high-quality scientific databases for
selecting research studies to comply with the third parameter
of the selection criteria (Section II-B1). The summary of
the selected studies distribution is presented in Table 3.
We selected 44, 24, 18, 12, and 1 research study (Journal +

Conference) from IEEE, Springer, ACM, Elsevier, andWiley,
respectively. It is observed that IEEE is the significant
scientific database in which most of the research studies have
been published.

Moreover, the publication type for each selected research
study is also analyzed. Although we tried to find as many
journal studies as possible, we only found 37 that complied
with the selection criteria. Consequently, we identified
63% (62 research studies) of the overall research articles
published as conference publications and 37% of the overall
studies (37 research studies) published as journal articles.
We identified a study [102] that is published as a book
chapter and considered it under the category of conference
publication.

4) DATA EXTRACTION WITH SYNTHESIS
We have performed data extraction to find answers to the
seven research questions (Section I) by first defining a
data extraction template to extract the required information
from the selected studies, as in Table 4. The bibliographic

information is mainly extracted to analyze each selected
study’s main elements, as given in Sr. #1 of Table 4.
Furthermore, the core concepts of each selected study are
extracted and required to answer the RQs, as shown in Sr. #2
to Sr. #7 of Table 4. Finally, a comprehensive analysis is
carried out to provide answers to the research questions.

III. RESULTS AND ANALYSIS
This section presents the comprehensive results obtained
from the conducted SLR. The results are organized and
presented according to the predefined inclusion and exclusion
criteria, ensuring the relevance and quality of the selected
studies. Table 5 provides a detailed categorization of the
selected studies based on the established criteria. This
categorization helps us to understand various aspects of the
domain.

Table 6 highlights the system domains effectively explored
through domain-specific modeling activities. This infor-
mation will help identify the application areas where
domain-specific modeling has been widely adopted.

In Tables 7, 8, 9, 10 and 11, an overview of the tools and
their specific applications in the context of domain-specific
modeling is provided. Additionally, Tables 12 and 13
shed light on the model-transformation types and offer
valuable information on the techniques used to enhance soft-
ware development through model-driven practices. Lastly,
Table 14 highlights the global impact of MDE through the
involvement of various regions in this research area.

A. CATEGORIZATION
Section II-A defined four categories based on domain-
specific modeling (DSM) approaches to classify the
selected studies. These categories include 1) Meta-modeling,
2) Domain-Specific Language, 3) UML Profile, and
4) General. In this section, the selected studies are classified
based on the implementation languages of the categories
defined in Section II-A. The results of the classification are
presented in Table 5.
The first and second columns of Table 5 represent the main

categorization and sub-categorization, respectively. It can be
seen from the table that DSM can be classified into two types:
graphical and textual modeling. Graphical modeling includes
meta-modeling and UML Profiles, while textual modeling
is based on DSL techniques. Thirdly, a general category
combines both graphical and textual modeling.

During the analysis, we identified 42 studies related to
meta-modeling (DSM), 39 on Domain-specific languages
(DSLs), 9 studies targeting UML Profile, and 9 on the general
category dealing with both DSM and DSL. Our findings
indicate that Ecore is the most used modeling language
in the meta-modeling category, appearing in 39 selected
studies. Xtext, on the other hand, emerges as one of the most
utilized textual DSL, employed in 25 studies. In the general
category, we found fivemore studies using textual (Xtext) and
graphical (Ecore) approaches.
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TABLE 4. Elements of data extraction & synthesis.

TABLE 5. Categorization of selected studies based on DSM approaches and their supported languages - frameworks.

These findings highlight the prevalence of Ecore and Xtext
as prominent languages for graphical and textual modeling,
respectively, in the context of DSM. This categorization
provides valuable insights into utilizing specific languages
and their applications across the selected studies.

B. DOMAIN AREAS
We analyzed the selected studies to determine the system
domains where the DSM approaches are appropriately
exploited. Table 6 presents an overview of the system
domains. Overall, we identified 4 major domains by simply

classifying the selected studies into the various subdomains
where DSM approaches had been employed. These four
significant domains are Embedded systems, Information
technology systems, ERP, and general systems. Analysis
revealed that the embedded system is a primary lead-
ing domain in which DSM has significantly contributed
to 57 research studies. Embedded systems incorporate
hardware and software to perform real-time operations,
enabling the development of a large-scale architecture with
microprocessor controllers, sensors, actuators, etc. A cyber-
physical system is one of the leading subdomains of
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TABLE 6. System domains.

the embedded system, wherein 22 research studies have
mostly incorporated autonomous-based systems. Further, the
Information technology system is the second leading domain
that employs a combination of hardware, software, data
resources, and networks to perform computations, analyze
the data for decision-making, and securely store confidential
information, resulting in 29 domains. Seven research studies
have underscored cyber-security systems as a significant
subdomain of information technology systems, incorporating
advanced methods to secure confidential information. On the
other hand, general systems are one of the third leading
domains in which seven research studies have validated
the proposed tool by considering the generic systems,
representing the subdomain with a dash sign in Table 6.
Lastly, six research studies have shown that ERP systems can
provide a mechanism to manage business operations, such
as supply chain, logistics, etc. Further domain analysis is
specified in Table 6.

C. MODEL-DRIVEN TOOLS
This section summarizes the model-driven tools utilized
and proposed by the researchers in the selected studies to
support the domain-specific modeling (DSM) approaches.
The tools used by the researchers in the studies chosen
for implementing model-driven approaches/techniques are
presented in Section III-C1. Whereas the tools proposed in
the selected studies are given in Section III-C2.

1) TOOLS UTILIZED IN VARIOUS STUDIES
It is essential to identify the existing tools utilized in the
selected studies to support various model-driven activities.
This will help the researchers choose the right tool per their
requirements.We identified 21 tools from the selected studies
as presented in Table 7 with the five parameters provided
below: 1) Approach is the primary function of the tool
2) Tool Name is the name of the tool 3) Availability shows
that either tool is publicly available or not 4) Reference of
the studies where the tool is utilized, is provided for further
details 5) Total represents the number of studies in the tool is
utilized.

It is analyzed that among 21 tools, 5 are based on the
meta-modeling approach, 5 are DSL tools, one is based
on a UML profile, 3 are graphical editor tools, and 7 are
verification tools. Meta-modeling tools identified from the
selected studies are Eclipse-EMF, Obeo Designer, Adoxx,
OCCI Aware Studio, and Exeed. However, the table shows
that Eclipse-EMF is the leading meta-modeling-based tool
utilized in 27 studies, and Obeo Designer is the second
most used tool in 13 studies. We identified 5 DSL tools
from the selected studies, including Xtext, JetBrains MPS,
Pyecore, Droid, and Epsilon. Xtext and JetBrainsMPS are the
most frequently utilized DSL tools, with 31 and 10 studies,
respectively.

Furthermore, we analyzed the selected studies to identify
the graphical editors. We identified three graphical editors
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TABLE 7. Summary of utilized tools in the selected studies.

from the selected studies: Sirius, Eugenia, and Picto.
However, Sirius is the most utilized tool in 31 studies,
Eugenia is the second leading tool in 3 studies, and Picto
is used in only two. We also identified seven verification
tools in a few research studies: Uppaal, Rodin, Prob, NusmV,
Ocra (Othello Contracts Refinement Analysis), Kratos, and
Alloy. Specifically, [29] utilized the Rodin tool, and [69],
[70] utilized the Uppaal for the verification of automotive
systems. Similarly, [99] employed Kratos and Ocra for the
code verification of the automotive systems. The study of [61]
used the Prob tool for verifying the health-pandemic systems.
Similarly, [46] utilized the Alloy tool to verify embedded
systems. Also, the study of [104] used the NuSMV tool to
verify security applications.

2) TOOLS PROPOSED IN VARIOUS STUDIES
Various tools have been proposed in the selected studies to
support DSM approaches. We comprehensively analyzed the
selected studies to identify the proposed tools. These tools
are summarized in Tables 8, 9, 10, and 11 with the following
parameters: 1) Tool Name 2) Frameworks based on which
the tool is proposed 3) Open Source or not 4) Empirical
Evaluation conducted or not 5) Usability addressed or not
6) Reference of the study in which the tool is proposed.

Some research studies have not defined their tool names,
so those studies are illustrated with a dash sign. Firstly, open
source represents whether it is a public project (represented
by the tick sign) or private project (represented by the cross
sign), or no information about its availability is provided
(represented by the dash sign) in the research study. Secondly,
empirical evaluation demonstrates whether the tools are
rigorously evaluated with real-time participants (represented
by the tick sign) or not (represented by the cross sign).
Thirdly, the usability parameter demonstrates whether the
tool has been comprehensively addressed with supporting
documents such as manuals and documentation (represented
by the tick sign) or not (represented by the cross sign).
We classified each tool and devised four categories based on
DSM approaches. The description of each DSM-categorized
tool is defined in the subsequent section:
a) Metamodeling based Tools: The metamodeling tools

are visual editors or graphical frameworks, like Eclipse
Modeling Framework (EMF), that can define the
abstract syntax through metamodeling constructs (rela-
tionships, attributes, enumerations) with a drag-and-
drop mechanism and enable the concrete visualization
of M1-level models with graphical iconic representa-
tion [15]. Such metamodeling tools build the foundation
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TABLE 8. Meta-modeling-based Tools.

of DSM and can assist the modelers in creating
meta-models with modular designs, ensuring exten-
sible and consistent architecture through constraint
validation [121]. By analyzing the selected studies,
we identified 36 meta-modeling tools proposed in
the selected studies as presented in Table 8. This
table provides insight into various tools proposed by
researchers based on one of the five meta-modeling
frameworks, including Obeo Designer, Eclipse EMF,
Exeed, Adoxx, and OCCI Aware Studio. However, the
researchers utilize Obeo Designer and Eclipse EMF to

propose new tools in 14 and 18 studies. It is essential
to mention that some research studies did not provide
any information about the meta-modeling framework
to achieve their implementation objective. For example,
R. Veloso et al. [74] utilized the ecore meta-modeling
language to support geographical information systems.
Similarly, B. V, Acker, et al. [50] utilized the ecore
meta-modeling language for the design manufacturing
of general systems. Neither of these research studies
has provided any information about the utilized meta-
modeling framework. Therefore, information about
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TABLE 9. Domain-specific language (DSL) based tools.

the meta-modeling framework used for such research
studies is not provided in Table 8.

b) DSL Based Tools: The DSL-based tools are textual
editors that allow DSL development using language
invention patterns by following the sophisticated syn-
tax of various grammar constructs. The DSL tools
enable syntax highlighting and custom data valida-
tion for static error checking [15], [122]. Few DSL

tools have embedded support of the EMF (Eclipse-
Modeling Framework), while others have a projectional
editor. EMF-based DSLs (e.g., Xtext) can generate
the meta-models by incorporating meta-definitions of
Extended Backus-Naur Form (EBNF) grammar at the
M2 level and developing a language-instance model at
the M1 level. On the other hand, projectional editors
(e.g., JetBrains MPS) merely support the generation
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TABLE 10. UML profile-based tools.

of language-instance models [121]. From the selected
studies, we identified 39 tools from the selected
studies proposed by the researchers based on DSL
frameworks, including Xtext, JetBrains MPS, Droid,
Pyecore, and Epsilon, as given in Table 9. However,
in 25 studies, researchers proposed Xtext-based tools.
Some researchers performed implementation using the
DSL frameworks and incorporated various validators.
Just like M. Latifaj et al. [96] proposed a blended
modeling tool using Xtext and validated it with the
Papyrus and Exeed editor to visualize the textual and
graphical notations.

c) UML Profile Tools: UML Profiles tools, like Papyrus,
facilitate the creation of customizable UML models
with advanced notations, such as meta-classes and
stereotypes, through the use of drag-and-drop function-
ality [123]. These tools enable graphical visualization
and constraint validation, similar tometa-modeling tools
that define the semantics and structure of modeling
concepts. In 7 research studies, researchers proposed
tools based on UML Profile by utilizing the Papyrus
tool as presented in Table 10. It is analyzed from the
selected studies that most studies did not provide any
information about the modeling tool for implementation
objectives. For example, L. Douglas et al. [102] modeled
the safety scenarios of embedded systems based on
UML Profiles. Similarly, Z. Hayat et al. [62] performed
the UML profile-based modeling of the geographical
information system. However, since neither research
study provided any information about the modeling tool
for the implementation objectives, they are not presented
in Table 10.

d) General Modeling Tools: The tools combine DSM
approaches, including both DSML and DSL, enabling
users to perform all operations in a single modeling
environment, making themmore versatile and powerful.
From the selected studies, we identified 9 studies where
researchers proposed new tools by utilizing two or more

frameworks based on Meta-modeling, DSLs, or UML
Profiles as provided in Table 11. Among 9 studies,
four proposed tools based on Eclipse EMF and Xtext.
Therefore, it is concluded that EMF and Xtext are the
frameworks most utilized by researchers to propose
tools based on meta-modeling and DSLs.

D. MDE TECHNIQUES
We selected four model-driven techniques representing
the primary aspects of domain-specific modeling (DSM)
research and development. These techniques are validation,
verification, simulation, and software architectural modeling.
Validation techniques ensure that the models serve the
intended purpose and influence the intended applications.
On the other hand, verification techniques ensure the DSM
models align with the system requirements and specifica-
tions. Simulation techniques are used to test DSM models
dynamically and provide valuable insights into the system’s
behavior under numerous conditions. Finally, software archi-
tectural modeling techniques are crucial in designing and
organizing DSMmodels to simplify system development and
maintenance. Our objective is to comprehensively estimate
the utilization and effectiveness of different model-driven
approaches in DSM by focusing on these techniques. This
approach provides a comprehensive understanding of how
these techniques are applied, including their strengths,
limitations, and impact on DSM research and practice over
the past two years. In the subsequent section, these techniques
are described in more detail and presented in Table 12.

1) VALIDATION TECHNIQUE
The validation technique includes a standard mechanism
for checking the model’s conformance against consistency
rules to ensure the model’s correctness. Various validation
languages can be employed to ensure the development of a
well-formed model by integrating the constraint validation
rules [124], [125]. Analysis of the selected studies revealed
that validation is one of the most utilized MDE techniques
employed in 12 studies. Furthermore, we analyzed the
selected studies to identify the languages used for model
validation and identified two validation languages: OCL
(Object Constraint Language) and EVL (Epsilon Validation
Language). The Eclipse platform supports OCL, whereas
the Epsilon platform supports the EVL. It is observed from
Table 12 that OCL is the most utilized language for model
validation in 9 studies, whereas EVL is used in merely
three studies. For example, the study of [78] designed a
database-cost modeling framework and utilized the OCL
constraints to validate the model with the semantics of
MathML. Similarly, the author of study [79] used OCL
constraints to validate the ontology-based system to support
data integration. Both studies of [25] and [41] developed a
well-structured IoT system by leveraging theOCL constraints
for remote learning and simulation environments. Similarly,
in [92], the authors used the EVL to specify constraints for
checking the conformance of models against architectural

VOLUME 12, 2024 86821



A. Zafar et al.: Exploring the Effectiveness and Trends of Model Driven Engineering: A SLR

TABLE 11. General modeling-based tools.

TABLE 12. Model-driven techniques utilized in the selected studies with
their supported languages.

styles. Another study [73] used the EVL to detect errors in
the early development phases of engine control systems.

2) SIMULATION TECHNIQUE
Simulation is a computational modeling technique used to
generate the behavior of complex systems without manipu-
lating the models. It provides a testing environment by simu-
lating the model under different scenarios to identify errors
through various simulation techniques [18]. In this SLR,
we identified a limited number of research studies where
simulation was performed, i.e., in 5 studies. Each research
study employed a different simulation technique, including
agent-based modeling language, discrete-event simulation,

hardware-in-the-loop simulation, and functional-mockup
interface (FMI) co-simulation.

In [21] and [120], the authors leveraged an agent-based
modeling language to enrich the collaborative environments
and bolster the traceability of models within the health
domain. The authors of [53] utilized the hardware-in-
the-loop simulation technique to simulate the behavior of
automotive systems. Similarly, the study of [35] used the
functional-mockup interface (FMI) co-simulation technique
with their desired functions, i.e., doStep(), end (), etc., for
simulating the heterogeneous embedded systems. Further-
more, the study of [28] developed a routing-based simulation
framework with a discrete-event simulation technique and
designed a well-formed model with the OCL constraint rules.

3) VERIFICATION TECHNIQUE
Verification is a technique that utilizes mathematical and
logical methods to verify a system’s correctness before
deployment. The objective is to thoroughly detect any
vulnerabilities in the model and ensure its reliability within
the context of state-event transitions [126], [127]. In this SLR,
we identified three formal verification techniques utilized in
4 different studies as presented in Table 12. These techniques,
including Event-B, Alloy, and Z-notation, are used for
verification scenarios. For example, the authors of [29]
designed a formal verification approach using Event-B
semantics for verifying the safety & security aspects of the
automotive systems. Similarly, the study of [61] conducted
verification of healthcare systems using Event-B semantics.
They used a Prob model checker to verify the models through
Event-B semantics. Furthermore, the study of [46] verified
security systems against vulnerabilities using the semantics
of the Alloy analyzer. The study of [95] used the Z-notation
language by defining the requirements in natural language to
support the formal modeling of complex software systems.

4) SOFTWARE ARCHITECTURAL MODELING
Software architectural modeling models the software archi-
tecture using the architecture description languages (ADLs).
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TABLE 13. Model Transformations employed in the selected studies.

Architectural description languages design the system
blueprints through general-purpose modeling languages,
such as UML [128]. However, UML-RT is also utilized to
design the architecture of embedded systems [129]. From the
selected studies, we identified two architectural description
languages. In one study, the authors of [24] and [112]
used business process modeling language (BPML) to model
complex business processes and workflows. Secondly, the
UML-RT (UML for Real-Time Systems) profile is utilized
to attain the blended modeling framework for embedded
systems [96]. Overall, BPMN is employed in 2 studies, while
UML-RT is used in merely one research study.

E. MODEL TRANSFORMATION APPROACHES
Model transformation is one of the core concepts in
model-driven engineering (MDE) that converts a model from
one representation into another. Model transformation is

crucial as it automates various tasks within the software
development process, such as generating code and docu-
mentation from models or converting them into another
representation for better understanding and visualization
for multiple stakeholders [130]. We analyzed the selected
studies to identify the model-transformation approaches in
MDE. Analysis revealed that model transformation is of
two types, i.e., Model-to-Text (M2T) and Model-to-Model
(M2M). It is observed from Table 13 that M2T is the most
utilized transformation approach in the selected studies as
compared to the M2M transformation approach. Among
99 studies, 49 utilized the M2T approach, while 4 used the
M2M approach.

1) MODEL-TO-TEXT (M2T) TRANSFORMATION APPROACH
The M2T approach transforms models into human-readable
text or code. It is one of the most popular transformation
approaches in MDE, as shown in Table 13. One of the core
reasons for M2T being more prevalent among researchers
and developers is that it shortens the software development
lifecycle and reduces manual effort by automating the
generation of code and documents from models, thereby
ensuring consistency among software artifacts. Various lan-
guages have been developed to performM2T transformation.
We identified five M2T languages, including Acceleo,
Xtend, EGL (Epsilon Generation Language), TextGen, and
AdoScript, from the analysis of selected studies. The
main difference between these languages is that Acceleo
is a template-based language supported by OMG, while
AdoScript is a command-based structure supported by
the Adoxx tool. On the other hand, Xtend and TextGen
have a Java-based structure within an Xtext and JetBrains
MPS plugin, and EGL is a template-based language within
an Epsilon plugin. Our Analysis of the selected studies
revealed that Acceleo and Xtend are the two most utilized
languages for generating textual artifacts from the model.
Among 49 studies using the M2T transformation approach,
26 performed model transformation through Acceleo, while
17 employed Xtend to generate the desired textual artifacts.
For example, Safdar et al. [106] proposed the automatic code
generation from the Ecore meta-modeling using Acceleo
for the embedded systems. Similarly, Riegler et al. [20]
automatically generated Java code using Xtend to support
database information systems.

2) MODEL-TO-MODEL (M2M) TRANSFORMATION
APPROACH
The M2M approach supports the automatic transformation
of models from one representation to another, allowing us
to synchronize and evolve models at different abstraction
levels, later facilitating code generation and documentation,
etc., frommodels. M2M transformation is performedwith the
help of different languages. We analyzed the selected studies
in this SLR to identify the M2M transformation languages.
Consequently, we identified three languages: ATL, EGL,
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and QVT-operational. ATL and QVT-operational are entirely
based on the Eclipse environment, whereas EGL is based
on the Epsilon environment. It is observed from Table 13
that ATL is the most utilized M2M transformation language
as it is employed in two studies. In contrast, both ETL and
QVT-operational are used in merely one study.

3) GENERAL (M2T & M2M)
In this SLR, we identified a few studies (6 studies) where
more than one M2T, M2M, or both M2T and M2M
transformation approaches are utilized to generate an efficient
system, as given in Table 13. The author of [73] proposed
various model transformation techniques to validate the
engine control systems. They used EGL to generate the code
by complying with the Rolls-Royce coding standard. Further,
they used ETL to test the behaviors of the engine controlling
system in a simulation environment and generate the XML
and Excel models to test the deployment environment. Simi-
larly, the study of [116] used ETL to support the configuration
of variations in health systems automatically. They also used
EGL to generate algorithm code. Furthermore, the authors
of [25] utilized the ATL to employ the out-place model
transformations. Also, the authors used Henshin to conduct
the in-place model transformation and utilized Xtend to
generate the application code. Furthermore, [44] utilized ATL
and Xpand to generate a concrete user-interface model and
concrete-level code. Similarly, the authors of [75] performed
the model-to-model transformation using ATL to demon-
strate the machine-learning techniques and used Acceleo to
generate the code of ubiquitous applications. Moreover, the
authors of [76] performed the model transformation using the
Henshin transformation rules to simulate the system behavior
and utilized Xpand to generate code in two diverse languages.
A few studies conducted the model transformations using
different programming languages but did not specify any
language. For example, L. Addazi et al. [40] proposed a
blended modeling tool and performed the M2T and M2M
using the Xtend and an unspecified language. Similarly,
[54] generated the code using an unspecified programming
language. Such studies where model transformations (i.e.,
M2T or M2M) are performed with software programming or
undefined languages are excluded from Table 13.

F. REGION OF RESEARCH
We examined each selected study in detail to identify
the regions that devoted significant efforts to utilize
domain-specific modeling (DSM). A summary of the
region-wise distribution is presented in Table 14, which
provides insights into the global growth rate of DSM research.
We have identified eight regions that significantly contribute
to elevating the DSM research.

It can be seen from the table that Europe is a leading
region and contributor to DSM research with 52 research
studies. South Asia is the second emerging region, with
17 studies conducted overall. The Middle East is the
3rd contributing region on the list, where nine research

TABLE 14. Region-wise distribution of studies.

studies were performed, and Northern America is the fourth
contributing region, with five research studies. It is clear
from the table that DSM approaches have been significantly
explored in Europe during the last two years.

IV. ANSWERS TO RESEARCH QUESTIONS
After conducting extensive research on the selected studies,
we have obtained the necessary results, which are presented
in Section III. These results allow us to provide compre-
hensive and valid answers to the research questions. Let’s
examine the answers to each research question:
RQ1: What notable studies significantly impact domain-

specific modeling approaches between Jan 2021 and Aug
2023?
Answer:Overall, 99 studies relevant to MDE are identified

and analyzed from five well-known databases, i.e., IEEE,
Springer, ACM, Elsevier, and Wiley. The distribution of
selected studies according to the scientific databases and the
publication type is presented in Table 3. The distribution
of the selected studies according to the publication year
(2021-2023) is shown in Table 2. Of the 99 studies, 53 have
been published in 2021, 40 in 2022, and 6 in 2023. From
Table 2 and 3, it is analyzed that most of the studies were
published in IEEE as conference papers in 2021. In addition,
the categorization of the selected studies in the context of
domain-specificmodeling approaches is presented in Table 5.
These categories include meta-modeling, domain-specific
language (DSL), UML profile, and a general category
for studies based on multiple approaches. Meta-modeling
has been analyzed as a widely adapted domain-specific
modeling approach followed by DSLs, utilized in 42(43%)
and 39 (39%) research studies. These approaches can be
performed through different frameworks. Each framework
offers varying levels of tooling support and is suitable for
various requirements. Table 5 shows that among 42 studies
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in the meta-modeling category, 39 studies (93%) are based
on the Ecore modeling framework, whereas 25 studies (64%)
in the DSL category are based on Xtext.
RQ2: Inwhichmajor system domains have domain-specific

modeling approaches been effectively employed and proven
useful?
Answer: Domain-specific modeling approaches have been

successfully applied in various domains. Overall, we iden-
tified 4 major system domains where DSM approaches
have effectively confronted complex issues. The distribution
of domains is specified in Table 6. Based on the results,
the embedded system is the leading system domain where
domain-specific modeling approaches have been utilized the
most, with 57 studies. In contrast, Information technology
systems are the 2nd leading domain with 29 research studies.
Further details are given in Section III-B.
RQ3: What are essential, proposed, and utilized

model-driven tools for software development covering
graphical, transformational, and verification features?
Answer: Overall, we identified 21 tools utilized in the

selected studies, as presented in Table 7. It is analyzed
that among 21 tools, 5 are based on a meta-modeling
approach, 5 are DSL tools, one is based on a UML profile,
3 are graphical editor tools, and 7 are verification tools.
Analysis revealed that adequate tools are available in the
existing literature to support domain-specific modeling and
verification approaches. The results also show that Ecore
is the most utilized meta-modeling tool, Xtext is the most
common DSL tool, and Sirius is the leading graphical
modeling tool used in most studies. Uppaal is the most
frequently used verification tool. Further details are given in
Section III-C. We also identified 91 tools proposed by the
researcher in the selected studies. Among 91 tools, 36 tools
are proposed based on meta-modeling approaches, 39 on
domain-specific languages, and seven are associated with
UML profile as presented in Table 8, 9, and 10 respectively.
It can be seen from Table 11 that 9 tools are proposed by
utilizing all three approaches, i.e., meta-modeling, DSL, and
UML profile, or by combining any two of them. Analysis of
the proposed tools has revealed that most are not open source.
As a result, researchers and practitioners cannot customize
and evaluate them further, considerably reducing their actual
benefits. Further details are presented in Section III-C2.
RQ4: Which model-driven techniques have been primarily

utilized in research conducted between 2021 and 2023?
Answer:We identified four model-driven techniques used

in selected studies. The categorization of the selected
studies based on these techniques is presented in Table 12.
These techniques are Validation, Verification, Simulation,
and Software architectural modeling. It is analyzed that
12 studies are based on validation techniques, four on
verification, five on simulation, and three on software
architecture modeling. These techniques are often performed
through some formal languages. Analysis revealed that
most studies have performed model validation through OCL
(Object Constraint Language). OCL allows developers to

define constraints and rules that models within a system
must satisfy. These constraints range from simple data
validation rules to complex business logic requirements. It is
concluded that model validation through OCL is one of the
most essential model-driven techniques, as models are the
primary artifacts in model-driven engineering. Therefore,
model validation is critical to ensure the correctness and
quality of software models, improve communication among
stakeholders, minimize rework, and ensure compliance with
standards and regulations.
RQ5: What are the prominent model transformation

approaches employed within domain-specific modeling?
Answer: We identified two prominent model transforma-

tion approaches in the selected studies, including Model-to-
Model (M2M) and Model-to-Text (M2T), as in Table 13.
M2M transformation involves converting one model repre-
sentation into another, while M2T transformations focus on
generating textual outputs, such as code or documentation,
from models. It is analyzed that 49 studies (83%) utilized
the Model-to-Text transformation (M2T) approach, and
four studies (7%) are associated with the Model-to-Model
(M2M) transformation approach. We also identified six
studies (10%) that have used M2M and M2T approaches
for the model transformation. The selected studies indicate
that specific programming languages are commonly used
for these model transformations. For M2T transformation,
Acceleo is the widely used programming language with
26 studies (53%), followed by Xtend with 17 studies (35%).
ForM2M transformation, ATL is the most used programming
language. It is concluded that M2T transformation is one of
the significant model-driven approaches being utilized due to
its ability to automate code generation, increase productivity,
and reduce manual coding efforts.
RQ6: Which regions have emerged as leading contributors

to the growth of domain-specific modeling approaches?
Answer: Overall, we identified eight regions that have

contributed their efforts to the growth of domain-specific
modeling approaches as represented in Table 14. It is
analyzed that most of the studies (53%) are conducted in
Europe, followed by South Asia (17%) and the Middle East
(9%). The summary of contributing regions based on their
contributions to the growth of DSM approaches is given in
Table 14.
RQ7: What are the significant challenges and their

recommended future directions in the DSM research?
Answer: Through our analysis of the selected studies,

we identified four major challenges in the DSM research:
1) Tools-Availability: From the analysis of proposed tools

in the selected studies, it is observed that 44% (40)
of proposed tools are deployed as open source for
accessibility. At the same time, the rest of the 24% (22)
are publicly unavailable. On the other hand, 32% (29)
of the proposed tools have no information available
on the Internet, including their project information and
source code. This unavailability becomes a prominent
challenge for students, researcher collaborators, and
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practitioners, hindering the validation and extendibility
of those valuable tools. Therefore, these tools should
be publicly available to promote their validation and
extendibility.

2) Collaborative Environment: Our analysis revealed
that Europe is the leading contributor where indi-
viduals and groups work together cooperatively to
investigate, explore, and solve problems related to
DSM. On the contrary, South Asia is the 2nd leading
region where DSM research is being performed but not
cooperatively. Instead, authors individually explore and
conduct DSM research. Collaborative environments can
lead to increased productivity, creativity, and overall
success as they harness the collective capabilities of
individuals. Therefore, researchers shouldwork together
collaboratively to improve the overall development of
DSM research.

3) Limited Empirical Evaluation: Selected research stud-
ies have generally focused on developing an efficient
DSM tool. However, most studies did not empirically
evaluate their proposed tool, considering its learnability,
processing time, etc. Analysis of proposed tools revealed
that only 22% (20) had been empirically evaluated,
indicating a significant gap in evaluating the DSM
tool’s efficacy. The empirical evaluation is an important
criterion for ensuring the model’s quality and a crucial
measure for determining its usefulness to the public.
Therefore, the concerned authors must evaluate the tool
with at least a limited group of learners to evaluate their
entire feature utilization.

4) Usability: Although the proposed tools have stream-
lined the development activities, they encountered some
usability issues. Several research studies proposed tools
based on advanced technologies requiring significant
technical expertise to understand the integration of these
technologies with DSM approaches and guide novice
users in properly utilizing the tools. An analysis of these
proposed tools revealed that only 38% (35) of themwere
accompanied by some supporting documentation, such
as manuals or tutorials. Therefore, incorporating these
tools into their workflows presents a daunting challenge
for researchers. To mitigate this challenge, concerned
authors must provide a comprehensive tool manual
including all technical intricacies related to tool setup
and usage for better tool understanding and utilization.

V. LIMITATIONS OF THE RESEARCH
Although we have followed the standard guidelines for
conducting the systematic literature review (SLR), there are
still some limitations present in this study:

A. LANGUAGE LIMITATION
The study focused on research studies published only in
English. It is possible that relevant studies published in other
languages, such as Spanish or Chinese, were not included in
the analysis.

B. DATABASE SELECTION
We primarily utilized well-known databases such as IEEE,
Elsevier, Springer, ACM, and Wiley to gather the research
studies for the SLR. However, relevant studies could be
published in other scientific databases, such as Scopus and
PubMed, that were not included in the review.

C. SEARCH TERM SELECTION
Although we employed a comprehensive set of search terms
and thoroughly analyzed the results, specific search terms
returned many research studies that could not be thoroughly
investigated, so we excluded a larger number of research
studies where the paper title was not reflecting the content
of the study. This may have resulted in the unintentional
omission of some relevant studies.

Despite these limitations, this SLR’s ultimate results are
legitimate for the following reasons: 1) It is rare to find
relevant studies in languages other than English. 2) We
used the six most reliable databases, often publishing peer-
reviewed, high-quality papers. As a result, even if a few
relevant articles are missing from other databases, the general
findings of this SLR are reliable and do not alter considerably.

VI. CONCLUSION AND FUTURE WORK
This study conducts a systematic literature review to analyze
the latest studies to identify which model-driven techniques
and domain-specific modeling tools are leveraged to resolve
complex issues in various domains. This SLR analyzed the
99 studies published during the last two years, i.e., 2021 to
2023. It leads to the main categorization of the selected
studies based on domain-specific modeling approaches,
i.e., meta-modeling (42 studies), domain-specific language
(39 studies), UML profile (9 studies), and general modeling
(9 studies). Further, each selected study is analyzed to
identify the target domains (4 major system domains) with
the leading embedded system domain where approaches
of domain-specific modeling have been utilized. Moreover,
the identification of used tools is presented, i.e., meta-
modeling tools (5), domain-specificmodeling tools (5), UML
profile (1), graphical instance modeling tools (3), and seven
verification tools (7). Ecore is the leading meta-modeling
tool, Xtext is the most used domain-specific tool, Sirius is
graphical, and UPPAAL is a frequently utilized verification
tool identified. We also identified 91 tools proposed by the
researcher, i.e., meta-modeling tools (36), domain-specific
languages (39), UML profiles (7), and general (9). In addition
to this, model-driven techniques, including validation (12),
simulation technique (5), verification (4), and software
architectural modeling (3) have been identified. Validation
is the most used MDE technique in the selected studies.
The target type of model transformation employed in each
selected study is also presented, i.e., model-to-text (49) and
model-to-model (4) with their supported languages. Model-
to-text transformation with Acceleo is the most utilized
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transformation type in the selected studies. Additionally, the
identification of 8 contributing regions is also presented.

This research can be expanded in several ways in the
future. One way to proceed would be to analyze the
techniques identified in this SLR comprehensively. It is
identified that the OCL is the most often utilized technique
for model verification. It would be enlightening to explore
other approaches for model verification. Several modeling
and testing tools have also been identified in this SLR. So,
a thorough comparison of these tools would be required to
show their pros, cons, and applicability in a specific situation.
This comparison will help researchers and practitioners
choose the right language and tool for their needs.
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