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ABSTRACT Automatic and accurate classification of thyroid nodules is of great significance to doctors for
clinical diagnosis and subsequent treatment recommendations. Since there are no obvious features between
benign and malignant nodules, enlarging or reducing the image will result in blurred edges and image
distortion, thus limiting the accuracy of clinical diagnosis. Furthermore, the prevalence of sample class imbal-
ance in medical images poses significant challenges to applying convolutional neural networks in thyroid
nodule classification methods. This paper proposes a network Tnc-Net for thyroid nodule classification. The
network backbone can adapt to the problem of small data volume, capture global features with the help of
simple channel attention, and effectively extract image information. The branch network supplements the
feature extraction from the backbone network, and the information extracted from the backbone and branch
networks is effectively utilized through the fusion module. In addition, this article designs training strategies
suitable for this network to deal with category imbalance, improve model classification performance, and
make classification results more clinically referenceable. The method test accuracy is 0.902, which exceeds
other classic deep learning models in classification. This result demonstrates the effectiveness of our method
in achieving automatic classification of thyroid nodules.

INDEX TERMS Thyroid nodule, data imbalance, convolutional neural network, classification, attention

mechanism.

I. INTRODUCTION

Thyroid nodules are a manifestation of thyroid lesions, most
of which are benign, but 7% are malignant [1]. Timely and
accurate detection of thyroid nodules can greatly reduce
patient risk and medical costs [2]. As a simple and inexpen-
sive noninvasive examination, Doppler ultrasonography has
been used as the main method of thyroid nodule examina-
tion. Clinically, doctors diagnose and classify thyroid nodules
according to the size, edge, high-low echo, adjacency, blood
flow, and location of thyroid nodules in imaging, to assess the
risk level of thyroid lesions [3].
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Figure 1 shows three different types of thyroid lesions
in a thyroid Doppler ultrasound image. In Figure 1(a), the
benign nodules show a regular nodule shape. In contrast,
Figure 1(c) shows the characteristics of malignant nodules.
Figure 1(b) shows inflammation of the thyroid, with clear
boundaries between normal and diseased areas within the
epithelium. However, due to the lack of fully representa-
tive characteristics of benign and malignant thyroid nod-
ules [4], and problems such as low resolution and noise
interference in ultrasound imaging [5], this is more hard-
ship to accurately diagnose and classify thyroid nodules by
Doppler ultrasound imaging alone in the clinic. This can lead
to overdiagnosis and even unnecessary needle biopsies [6].
Therefore, the deep learning method can effectively extract
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FIGURE 1. Three types of thyroid lesions: (a) benign nodules. (b) Thyroid inflammation. (c) Malignant nodules.

the features of Doppler ultrasound images, to assist doctors
in diagnosing thyroid nodule types and improve diagnostic
accuracy.

Thyroid nodules were clinically classified according to TI-
RADS levels. When TI-RADS levels are below 2 (includ-
ing 2), the thyroid is considered to have no significant lesions
or benign nodules. When TI-RADS is above 4 (including 4),
thyroid nodules are considered to have a higher risk of
malignancy. When classified as TI-RADS 3, it indicates that
the current nodules are atypical benign nodules with a risk
of malignancy of less than 5%. As clinical judgment is so
dependent on the doctor’s experience, the judgment has a high
degree of uncertainty, patients usually need to undergo mul-
tiple examinations, follow-up follow-ups, and even needle
biopsy for diagnosis [7]. These tests are expensive and time-
consuming; At the same time, puncture biopsy is invasive and
carries greater risk than imaging diagnosis [8]. The purpose of
this paper is to classify thyroid nodules to assist physicians in
diagnosing thyroid nodule types more effectively and accu-
rately, thereby reducing unnecessary follow-up and needle
biopsies.

With the excellent performance of deep learning in the field
of image classification, many researchers have begun to apply
deep learning classification methods to the classification of
thyroid nodules. Zhang et al. used CNN-based multiple cross-
validation to select ultrasound images and specifically trained
the binary classification module to distinguish between
obscure images by adding new labels to the images and
putting them back [9]. Baima et al. proposed a dense lymph
node Swin-Transformer (DST) system to improve the diag-
nostic performance of thyroid nodules through a dense con-
nection mechanism and full use of multilayer features [10].
Ali et al. developed a highly differentiated predictive model,
called AIPs-SnTCN, to accurately predict anti-inflammatory
peptides [11]. Zhao et al. proposed a local and global feature
Unwrapping network (LOCH-NET) to classify benign and
malignant thyroid nodules by mimicking the dual pathway
structure of human vision [12]. Lim et al. evaluated the perfor-
mance of artificial neural network (ANN) and binary logistic
regression (BLR) in the diagnosis of benign and malignant
thyroid nodules in ultrasound examination and found that it
was superior to the diagnostic performance of radiologists
[13]. Ma et al. suggested that a pre-trained convolutional
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neural network (CNN) with two different convolutional
layers and a fully connected layer be fused for thyroid nod-
ule diagnosis [14]. Chi et al. used pre-trained GoogLeNet
to extract image features and classify thyroid nodules by
random forest [15]. Song et al. developed a multi-task cas-
cades Convolutional neural network (MC-CNN) framework
designed to classify thyroid nodules using contextual infor-
mation [16]. Shi et al. applied the knowledge-guided adver-
sarial enhanced synthetic medical image method to thyroid
nodule classification [17]. Ullah et al. developed a highly effi-
cient antiviral peptide recognition method named DeepAVP-
TPPred, which achieved accurate prediction of antiviral pep-
tides through image feature extraction, evolutionary infor-
mation integration, and deep neural network construction
[18]. Peng et al. trained three branch networks on the same
training set and adopted a voting mechanism to improve
the model’s performance in classifying thyroid nodules [19].
Akbar et al. proposed an improved deep learning model,
1AFPs-MvBiTCN, which successfully predicted AFPs, pro-
viding a new reliable tool for solving the problem of fungal
infections [20]. Sun et al. combined Vision-Transformer with
comparative learning to propose a thyroid nodule classifica-
tion model [21].

The above convolutional neural network-based methods all
perform well on classification tasks. However, the inherent
locality of convolution operators keeps CNNS lack focused
on the fusion of local features [22]. Swin Transformer pro-
posed by Liu et al. uses Patch Merging to replace pooling for
subsampling, thereby reducing the loss of context and spatial
information caused by pooling and enabling better extraction
of local features [23]. Liu et al. proposed the ConvNeXt
model [24], which expands the model receptive field through
large nuclear convolution and removes pooling in the Block to
reduce the loss of context and spatial information, thus mak-
ing the model perform better in feature extraction. However,
both of these methods have some limitations in global feature
extraction. In the Xception network proposed by Chollet [25],
separable convolution is used to reduce the complexity of the
model, and a pooling layer is added to each Block to improve
the performance of the model when extracting global fea-
tures. However, pooling often leads to the loss of context and
spatial information [26], [27], reducing the accuracy of model
classification.
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FIGURE 2. ConvNeXt training images. (a) ConvNeXt images for loss and accuracy during training and verification. (b) Confusion

matrix for ConvNeXt validation set.

In contrast to natural images, medical images typically
exhibit a constrained data volume, complicating the con-
struction of expansive, well-annotated datasets and often
encountering issues of class imbalance. Deep learning
methodologies necessitate substantial data volumes for effec-
tive training, posing a significant hurdle when applied to
medical image analysis with limited datasets. Moreover, the
inherent data distribution in medical images is often skewed,
with certain categories containing significantly more sam-
ples than others. Consequently, an imbalanced distribution of
categories in the dataset input to the model predisposes the
model to a phenomenon known as class imbalance, wherein
minority categories are dominated by majority categories
during training [28], leading the model to erroneously clas-
sify minority categories into the dominant ones to minimize
training loss.

Although models may exhibit low training loss under such
conditions, their performance on the validation set may suffer,
indicating poor generalization, particularly for underrepre-
sented categories. For instance, as illustrated in Figure 2(a),
ConvNeXt demonstrates marginal improvements in accuracy
during training while validation accuracy remains stagnant.
An examination of the confusion matrix of the validation
set (Figure 2(b)) reveals the model’s tendency to misclassify
certain classes as dominant, potentially reducing the clinical
reference value of its predicted results. Such occurrences
are commonplace in deep learning models, particularly in
domains like medical imaging characterized by data imbal-
ance.

Consequently, addressing class imbalance becomes
paramount when dealing with medical image data sets. Miti-
gating strategies may involve leveraging ensemble learning
techniques like the random forest method [29]. However,
in scenarios with scant data and imbalanced categories,
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a singular approach often proves inadequate. Thus, practical
applications necessitate tailored preprocessing techniques or
parameter adjustments to optimize model performance fol-
lowing specific dataset characteristics. Therefore, we propose
anovel training strategy and a new backbone branch network
to mitigate the effects of class imbalance [30] while fully
extracting global and local information from images. Specifi-
cally, we first divide the image into a training set, a validation
set, and a test set, and resampling the training set to ensure
that the number of benign and malignant nodule images is
roughly equal. However, excessive use of raw images for
random data augmentation can lead to the generation of
inappropriate pairs, making the training set too homogeneous
and reducing the model’s generalization ability. To further
balance the disparity between the two classes, we employ a
weighted loss function to make the model more attentive to
the less frequent classes.

To fully extract global and local features from images,
we design a backbone branch network. We introduce a simpli-
fied channel attention mechanism into the Xception network
to facilitate information exchange between channels, enhance
feature representation, and improve the model’s robustness.
To prevent overfitting during training, we reduce the com-
plexity of the model by decreasing the depth and width of the
intermediate flow in Xception. The branch network employs
the ConvNeXt model to augment the features extracted from
the backbone network. In this model, a large 7 x 7 con-
volutional kernel is introduced to achieve a larger receptive
field, and the pooling layer is replaced to avoid feature loss
associated with pooling. Additionally, we introduce a feature
aggregation module to fully utilize the features extracted
by the backbone network and branch network, ultimately
achieving accurate diagnosis of benign and malignant thyroid
nodules. Our contributions are summarized below:
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1. We proposed a thyroid nodule classification model based
on the complementary feature extraction of the trunk
branch network and used the feature fusion module to
effectively integrate these features, to achieve the accu-
rate diagnosis of benign and malignant thyroid nodules.

2. A new training strategy is proposed to reduce the effects
of class imbalance by resampling images and using a
weighted loss function.

3. Compared to other advanced deep models, our Tnc-Net
performs better on small, unevenly categorized ultra-
sonic image datasets.

The rest of this article is organized as follows. Section II
reviews the work. Section Il introduces data sets, preprocess-
ing, model structure, and training strategies. The experimen-
tal setup and results are given in Section IV. In Section V,
the advantages and limitations of this model are discussed.
Section VI is the conclusion.

Il. RELATED WORK

Medical image classification has always been an important
research topic to assist clinical diagnosis. However, limited
data set size and unbalanced categories have always been
problems in medical image classification. This paper reviews
the latest research work related to medical image classifica-
tion and the treatment of data imbalance.

A. MEDICAL IMAGE CLASSIFICATION BASED ON
CONVOLUTIONAL NEURAL NETWORK

With the excellent performance of convolutional neural net-
works in the field of natural images, many medical image
researchers have begun to pay attention to the use of deep
learning methods to process medical images. Zhu et al.
used the pre-trained residual network for transfer learning
to classify thyroid after data set enhancement, proving the
effectiveness of convolutional enhancement networks and
the application of transfer learning in medical images [31].
Jiang et al. combined the residual-full convolution trans-
former (Res-FCT) model and the Residual-channel atten-
tion module (Res-CAM) to propose an HT-RCM ultrasonic
image classification model for Hashimoto thyroiditis [32].
Akbar et al. proposed a new computational model, deepstack-
ing - avp, to accurately distinguish AVPs and successfully
identify antiviral peptides, providing an efficient tool for drug
design and research [33]. Shakeel et al. used regularization to
enhance the performance of the basic model, evaluated the
model with isolated data, and achieved an accurate classifi-
cation of thyroid nodules [34]. Huang et al. realized the clas-
sification of thyroid nodules by sampling video frames at the
same time interval, capturing different semantic information,
and using two different feature extraction branches to extract
local and global features [35]. Akbar et al. used three different
classification models to evaluate prediction rates, using indi-
vidual and heterogeneous vectors respectively. Then the pre-
diction label of a single classifier is used by genetic algorithm
to integrate the depth model, which enhances the prediction
and training ability of the proposed model. Good results
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have been obtained in the identification of anti-tuberculosis
peptides [36].To enable the model to capture both local details
and global dependencies, Zhao et al. designed a new FCST
model that extracts local information by residual convolution
and compensates for missing information of local details by
Swin Transformer, which is used to extract deep features
of ultrasonic nodule images [37]. Anissa et al. developed a
method to help experts define component characteristics [38].
The modified VGG16 classifies the pre-processed data into
four categories: cystic, solid, complex, and spongy to help the
doctor or specialist identify the characteristics of the nodules.

B. METHODS TO DEAL WITH THE IMBALANCE OF
MEDICAL IMAGE CATEGORIES

Due to the uneven distribution of medical image data, a few
categories are often dominated by the majority. Therefore,
to make the model cope with this problem, many researchers
focus on transfer learning, ensemble learning, and so on. Park
and Ha used the Hadoop framework to efficiently process
and analyze large traffic data and adopted a sampling method
to solve the problem of data imbalance [39]. Chen et al.
proposed a joint prototype alignment (CPA) loss to address
the class imbalance problem to promote balanced optimiza-
tion of the FL framework to eliminate unbalanced gaps with
such balance objectives [40]. Guo et al. developed a globally
optimal label fusion algorithm to deal with the problem that
MRI segmentation performance usually deteriorates when
training with small data sets and sparse annotations [41].
Zhao et al. proposed self-integrated dual-course learning in
feature space to enhance feature distribution through feature
distillation and feature reweighting, thereby improving the
problem caused by data imbalance in glaucoma diagnosis
[42]. Suk et al. combined sparse regression with deep learning
and proposed a deep integrated sparse regression network
to solve the problem of scarcity of training samples [43].
Pizarro et al. addressed the problem of MRI class imbal-
ance by expanding the dataset size and the proportion of
non-artificial data instances [44]. Therefore, we first expand
the number of images of a few classes in the training set
by off-line data enhancement and make the model pay more
attention to the fewer classes by weighted loss, to alleviate the
influence of class imbalance. We use the two-stream network
to extract the global and local features of the image and
then use the feature fusion module to make full use of the
global and local features extracted by the model, reduce the
training cost of the model, and improve its robustness and
generalization.

lll. METHOD

To fully extract image features and alleviate the impact
of category imbalance, we proposed the Tnc-Net model.
The model consists of three parts, including the backbone
network, branch network and feature aggregation module.
The backbone network SP-LeNet of Tnc-Net. The modi-
fied network uses separable convolution to reduce model
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complexity. Its pooling layer can better extract global fea-
tures in images and introduces simple channel attention [45]
to capture global information. As a result, the model was
overfitted. We reduced the model complexity and introduced
the drop_path layer to prevent the model from overfitting
and improve the model’s generalization ability. The branch
network is ConvNeXt, which can effectively extract local
features in the image and supplement the features extracted
by the backbone network Sp-LeNet. To make full use of the
features extracted from the backbone network and branch
networks, we designed a feature aggregation module. Com-
pared with direct splicing, the training cost is lower, and it
has better robustness and generalization. The flowchart and
model structure diagram are shown in Figure 3.

In the training process, we adopted the strategy of weight-
ing the categories to further alleviate the problem of category
imbalance, to achieve the best performance of the model. The
workflow of the method is shown in Figure 4.

A. BACKBONE NETWORKS

To allow the neural network to better extract image features,
we have made changes to Xception. Specifically, we intro-
duce Simplified Channel Attention to realize information
exchange between channels. Channel attention controls the
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correlation between different channels by weighting the chan-
nel dimensions of the feature map. It can be expressed as:

CAX) = X x (W max(0, Wipool(X))) (1)

The X in the expression represents the feature map, and
the pool represents the global average pooling operation. o
is the nonlinear activation function Sigmoid, and W1 and
W2 are fully connected layers. The ReLU activation func-
tion is used between fully connected layers. * Is a channel-
wise operation. By retaining the two most important roles of
channel attention, namely aggregating global information and
channel information interaction [45], a simplified channel
attention mechanism (SCA) is obtained to realize information
exchange between channels. Simple channel attention (SCA)
is defined by (2):

SCAX) = X x Wpool(X) 2)

To prevent model overfitting due to small data sets,
we reduced the model complexity, reduced the number of
middle flows in Xception, and changed the number of chan-
nels to 512.

Due to the modification of the number of channels of the
middle flow. Therefore, the number of channels of the four
separable convolutions of the exit flow is also changed to 512,
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768, 1024, and 1536 respectively. In addition, the activation
function is changed to GeLU [46], and a drop_path layer [47]
is introduced in each Block. We named the improved network
Sp-LeNet. The Block of Sp-LeNet is shown in Figure 5(b).
The branch network uses the ConvNeXt model to supplement
the features extracted from the backbone network. This model
introduces a 7 x 7 large convolution kernel to obtain a larger
receptive field and replaces the pooling layer to avoid feature
loss caused by this layer. The Block of ConvNeXt is shown in
Figure 5(a). In the training phase, we removed the last fully
connected layer of ConvNeXt and Sp-LeNet and input the
thyroid nodule data set into the backbone network and branch
network respectively to extract features.

Separable Conv
3x3, 512
Batch Norm
GELU
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D7x7, 96 3x3, 512
Batch Norm
Layer Norm
CEERTER | SCA |
‘ 1x1,384 ‘
\ 4
GELU Separable Conv
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FIGURE 5. blocks of the network. (a)ConvNeXt block. (b) block block of
SP-LeNet.

B. FEATURE FUSION MODULE

To fully extract and utilize the information in the image,
Wang et al. [48] used the powerful representation ability
of multi-layer neural networks to perform feature fusion
and achieved good performance in the overall classification
of pests. Wu et al. [49] used a network composed of two
complementary streams to automatically integrate dual-view
contextual lesion information to extract global features and
local features for esophageal lesion classification. However,
this method directly performs feature splicing, which leads
to a significant increase in the number of channels and thus
higher training costs. Peng et al. [50] used a parallel structure
to fuse global and local images at different resolutions in an
interactive manner, but this structure also means high training
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costs. Feedforward neural networks can enhance the expres-
sion ability of features through activation functions [51] to
extract richer semantic information. A feature aggregation
module is designed through a feedforward neural network
to complement the features extracted by the branch network
with the features extracted by the backbone network. Com-
pared with existing combination models, the feature aggrega-
tion module can make full use of features extracted from the
backbone network and branch networks without significantly
increasing the number of channels. The feature aggregation
module consists of four parts, including a feature merging
module, a layer of downsampling, a feature feedforward
network, and a classification layer. The feature aggregation
module is shown in Figure 6.

{ Linear Layer, 2560 ‘

‘ Feed Forward ‘

FIGURE 6. Feature aggregation module. The spliced features are
downsampled, input into the feedforward neural network to further
integrate the features, and finally connected to the classification layer to
output the results.

Among them, the first linear is used to downsampling, filter
out the repeated features extracted from the two backbone
networks, and reduce the model training cost. The feed-
forward neural network improves the expression ability of
features through nonlinear transformation, and then extracts
richer semantic information and learns more complex deep
features.

At the same time, the drop_path layer is introduced to help
prevent overfitting of the model. The subsequent ablation
experiments also verify that the design of the module is effec-
tive and reasonable. The nonlinear layer of the feedforward
neural network uses the Gaussian error linear unit (GELU)
[46] as the activation function, and the activation function is
formulated as follows:

GeLU(X) = X x %[1 +erf(%)] 3)

where erf is the error function defined by (4):

tanh(\/g(x +0.044715x%)) “)
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C. MODEL TRAINING STRATEGY

Due to the scarcity and imbalance of medical images, over-
fitting, poor generalization, and the majority of classes dom-
inated by a few classes often occur in the training of deep
models. Thus, we designed a training strategy for Tnc-Net to
mitigate the effects of data imbalance. In the pre-processing
stage, the number of malignant nodules in the training set was
expanded by off-line data enhancement. However, overuse
of raw images for random enhancement can result in the
generation of inappropriate pairs, making the training set too
similar. To further balance the ratio of benign and malignant
nodules during training, we used the weighted loss to make
the model pay more attention to the fewer classes. When
capturing images, first calculate the proportion of the number
of classes in each round of training, so that the weights of the
classes are inversely proportional to their numbers and apply
these weights to the loss function. The pseudo-code is shown
below:

Algorithm 1 Framework of ensemble learning for our sys-
tem.

Input: Training set S = s1, s2 ..., sN, C represents the class
Output: Weighted loss function F;

1: Calculate the number of samples S for each class

2: The number of samples S is inversely proportional as the
sample weight W for each class;

3: WeightedRandomSampler assigns weights Wn to each
sample according to W;

4: The sample weights Wn are passed in when the Datal.oader
is created;

5: Create a loss function F and enter the weights Wn into the
function

6: return F;

During the training, set the learning rate to le-4, batch_size
to 16, and epoch to 100. The model is evaluated by a 50 per-
cent verification method, and the weight with the highest
accuracy of model verification is saved for prediction.

IV. EXPERIMENTS AND RESULTS

A. DATASET AND PRE-PROCESSING

In this study, 606 thyroid Doppler ultrasound images from
537 patients were retrospectively studied. All images are from
Nanjiang TCM Hospital, Bazhong City, Sichuan Province.
Most of the ultrasonic probes used are high-frequency lin-
ear array probes with a frequency of 7-12MHZ. For images
containing abnormally enlarged goiter, a convex array probe
was used. The data set contained 473 benign nodules and
133 malignant nodules. Among them, the level of TI-RADS
below 2 and the level of partial TI-RADS is 3 are classified
as benign nodules, while the level of partial TI-RADS is
3 and the level of TI-RADS is 4 and above are classified as
malignant nodules. The diagnosis of TI-RADS level 3 and
above is based on pathological biopsy. The dataset is split into
three parts: 386 training sets (including 302 benign nodules
and 84 malignant nodules), 98 validation sets, and 122 test

VOLUME 12, 2024

sets. To reduce the influence of class imbalance, offline data
enhancement is used to expand the training set. Detailed
statistics of thyroid images collected are shown in Table 1.

TABLE 1. Thyroid image data distribution.

Train Validation Test Total
Benign 302 76 95 473
Malignant 84 22 27 133

TABLE 2. The hyperparameters of the Tnc-net.

Parameter Value
epochs 100
optimizer AdamW
learning rate le-5
drop path rate 0.4
batch size 8

loss function cross-entropy loss

In clinical practice, doctors judge thyroid nodules based
on factors such as nodule size, edge condition, high and low
echo, and location. Therefore, in the experiment, the number
of malignant nodules in the training set was expanded to
252 through random Angle rotation and mirror operation.
To maintain the consistency of the input model, bilinear
interpolation is used to adjust the image size to 224 x 224,
and the image is normalized. The data preprocessing process
is shown in Figure 7.

Thyroid nodules:
606 images
473 were benign and 133 were
malignant

Split the data set into three parts

l I

Validation set: 98 Test set:
122 images

Training set:
386 images images
I

‘ Bilinear Interpol
v

Bilinear Interpol
v

Image size:
224 x 224

Image size:
224 x 224

Benign nodules: 302 Malignant nodules:
images 84 images

l Bilinear Interpol Random Angle rotation,
Mirror image

Image size:

224 x 224 Malignant nodules:

252 images

T
Bilinear Interpol
v

Image size:
224 x 224

FIGURE 7. Divides the image into a training set, a verification set, and a
test set. Off-line data enhancement was performed for malignant nodules
in the training set, including random Angle rotation and mirroring,

to reduce the influence of class imbalance. The size of all images is
adjusted to 224 x 224 using bilinear interpolation to ensure consistency
of the input model.

B. TRAINING SETTINGS

The computer platform configuration is as follows: The CPU
is InterI Corel 13-12100f 3.3GHz four core eight threads; The
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GPU is NVIDIA GeForce RTX 3060 12GB, and the memory
size is 8G x 2. All code is written under Python 3.9, using
PyTorch [52] as a deep learning library, and CUDA version
12.0. The dataset was divided into three parts: 554 images
(offline data enhancement) for training sets, 98 images for
validation sets, and 122 images for test sets. The input size
is 224 x 224. The hyperparameter values employed in this
investigation are presented in Table 2. The basic learning
rate is le-5, using the AdamW optimizer, and weighted
cross-entropy loss function, and the batch size is 8. All models
are trained through 100 iterations. In training, the weight
parameters with the highest verification accuracy are saved
for testing. The accuracy and loss of training are shown in
Figure 8.

1.0
0.8
Y
0.6
g —— Training Loss
3 —— Training Accuracy
0.4
0.2
0.0
0 20 40 60 80 100

Epochs

FIGURE 8. Accuracy and loss graphs for model training.

C. EVALUATION METRICS

To objectively evaluate our proposed models, we calculate the
following indicators for analysis and comparison. Accuracy:
The proportion of the total number of correctly classified
samples to the total number of samples is the most used
index to evaluate the classification performance. However,
in the presence of class imbalance, accuracy is easily affected,
so other indicators are needed for collaborative analysis. The
precision is also called the precision ratio, and the study
area is the sample predicted to be positive, indicating the
proportion of samples predicted correctly in the study area.
Sensitivity, also known as recall rate, refers to the proportion
of true positive samples that are correctly predicted as positive
samples to the total true positive samples. Specificity is the
proportion of the number of negative examples correctly
classified to the total number of negative examples. The
F-score is a harmonic average of precision and recall rates,
considering the precision and sensitivity of the model. When
F1 is higher, the test method is more effective. Accuracy,
precision, sensitivity, specificity, and Fl-score are defined
by (5) - (8):

TP + FN
accuracy = Q)
TP + TN + FP + FN
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- TP ©
T n—=—————
precisto P FP
. TP o
- -
sensitivity P FN
e TN ®
spect iciry = FP N

e TP, true positive: The real class is positive, and the
predicted result is also a positive class.

e FP, false positive: The true class is negative, and the
predicted result is positive.

e TN, The true class is negative, and the predicted result is
also a negative class.

e FN, false negative: The true class is positive, and the
predicted result is negative.

D. RESULTS

We evaluated our proposed Tnc-Net and other classical clas-
sification methods as well as advanced deep learning models
on the same dataset, These include AlexNet [53], VGG-19
[54], ResNet34 [55], Xception [25], EfficientNet-B3 [56],
Vision-Transformer [57](ViT), Swin-Transformer [23](ST),
ConvNeXt [24], FocalNet [58], UniFormer [59], SGFormer
[60], BiFormer [61]. The training strategy proposed by us is
used to save the model with the highest verification accuracy
for testing. Table 2 lists the evaluation indicator values for
each model. Tnc-Net had the highest accuracy, precision,
sensitivity, and F1 scores, but lacked specificity compared
with EfficientNet-B3. It can be seen from the data in the
table that when other classical networks make predictions, the
results are biased toward the majority class and the minor-
ity class are dominated by the majority class. For example,
EfficientNet_b3 has a sensitivity of only 0.222. Except for
AlexNet and BiFormer, other classification methods are less
than half accurate in predicting a small number of classes.
Even BiFormer, which performs well on natural images,
is inferior in every respect to our proposed model. In contrast,
our proposed Tnc-Net can classify a few classes more accu-
rately, which proves that our proposed method can effectively
mitigate the impact of class imbalance.

ROC and AUC

o
)

AlexNet (AUC =0.785)
VGG19 (AUC = 0.706)

—— ResNet34 (AUC = 0.832)
—— Xception (AUC = 0.793)

—— EfficientNet_b3 (AUC = 0.662)
—— ST(AUC=0.770)

VT (AUC =0.728)

ConvNeXt (AUC =0.573)

S
=N

True Positive Rate
=
n

FocalNet (AUC = 0.783)
—— UniFormer (AUC = 0.779)
—— SGFormer (AUC = 0.695)
BiFormer (AUC = 0.819)
Tne-Net (AUC = 0.867)

0.21,

0.0
0.0 0.2 0.4 0.6 0.8 1.0

False Positive Rate

FIGURE 9. AUC diagram of Tnc-Net and other classical classifi-cation
methods proposed in this paper.
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TABLE 3. Comparison results between Tnc-Net proposed in this paper and other classical classification methods.

Model Accuracy Precision Sensitivity Specificity F1_score AUC

AlexNet 0.795 0.536 0.556 0.863 0.545 0.785
VGG19 0.762 0.455 0.370 0.874 0.408 0.706
ResNet34 0.803 0.667 0.222 0.968 0.333 0.832
Xception 0.820 0.632 0.444 0.926 0.522 0.793
EfficientNet_b3 0.811 0.750 0.222 0.979 0.343 0.662
ST 0.811 0.591 0.481 0.905 0.531 0.770
ViT 0.779 0.500 0.444 0.874 0.471 0.728
ConvNeXt 0.680 0.286 0.296 0.789 0.291 0.573
FocalNet 0.770 0.481 0.481 0.853 0.481 0.783
UniFormer 0.811 0.591 0.481 0.905 0.531 0.779
SGFormer 0.787 0.522 0.444 0.884 0.480 0.695
BiFormer 0.836 0.621 0.667 0.884 0.643 0.819
Tnc-Net 0.902 0.742 0.852 0.916 0.793 0.867

TABLE 4. Ablation experiments of the feature extraction module and feature aggregation module.

Model Accuracy Precision Sensitivity Specificity F1_score AUC

SP-LeNet 0.844 0.700 0.519 0.937 0.596 0.812
Xception 0.820 0.632 0.444 0.926 0.522 0.793
ConvNeXt 0.680 0.286 0.296 0.789 0.291 0.573
No-fusion_block 0.869 0.704 0.704 0.916 0.704 0.839
Tnc-Net 0.902 0.742 0.852 0.916 0.793 0.867

The AUC-ROC curve of Tnc-Net and other classical clas-
sification models is shown in Figure 9. The Area under
the curve (AUC), that is, the area under the ROC curve,
is represented by FPR (False Positive Rate) as the horizontal
axis and TPR (True Positive Rate) as the vertical axis [62].
The closer the ROC curve is to the point (0,1), the better
the discriminant ability of the model. Therefore, the AUC is
also an important indicator to evaluate the model. Compared
with other classical networks, Tnc-Net still performs best
on the AUC, indicating that our method can efficiently and
accurately classify thyroid nodules.

To evaluate the performance of each module in Tnc-Net,
we conducted ablation studies on the feature extraction mod-
ule and feature aggregation module respectively. ConvNeXt,
Xception, and Sp-LeNet are all single-path architectures.
As can be seen from Table 3, the single-path network per-
forms extremely poorly when faced with minority class clas-
sification. Except for SP-LeNet, the accuracy of the other
networks for minority class classification is less than half.
The dual-path network also performs better when faced with
a small number of category scores, which shows that global
and local features can complement each other, alleviate the
impact of category imbalance, and achieve better classifica-
tion performance.

Compared with Xception, Sp-LeNet has a smaller net-
work structure, can realize information exchange between
channels through SCA, and has a better extraction effect of
global features. No-fusion_block removes the feature fusion
module in Tnc-Net and uses a direct splicing method for
fusion. As can be seen from the experimental data in Table 3,
Tne-Net is better than No-fusion_block in all indicators,
which shows that our proposed model has better robustness
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and generalization and can achieve thyroid nodule automatic
classification.
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FIGURE 10. Performance differences under different classifiers.
(a) Random Forests. (b) Support Vector Machines. (c) Logistic Regression.
(d) K-Nearest Neighbors.

We also explore the performance difference when replac-
ing SoftMax with a traditional classifier, as shown in
Figure 10. The logistic regression classifier has a situa-
tion where the minority class is completely dominated by
the majority class, and the fl-score is 0. When predicting
the test set, all images are classified as the majority class.
The F1-score of the random forest classifier is slightly higher
than SoftMax. In future experiments, optimization of the
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random forest classifier can be considered. Other classifiers
are completely inferior to SoftMax.

V. DISCUSSION

In this study, we aimed to make an efficient and accurate
determination of the type of thyroid nodules. Due to the low
definition of Doppler ultrasound images, image enlargement
or reduction will lead to blurred edges and image distortion,
and there is a lack of representative features between benign
and malignant nodules. The classification of benign and
malignant nodules remains a challenging issue, especially for
TI-RADS type 3. Early studies were conducted on manual
features for classification, but their performance was limited
by the performance capabilities of manual features. With
the rise of deep learning, data-driven methods have attracted
the attention of medical imaging researchers. Compared
with traditional methods, convolutional neural networks can
extract deeper and richer semantic information from images
during the training process, which makes it more com-
petitive than traditional manual feature-based recognition
schemes.

Fully extracting and utilizing the global and local features
extracted by convolutional neural networks will help improve
the model’s classification of benign and malignant thyroid
nodules. Most techniques are usually single-path architec-
tures that cannot fully extract image features. Training strate-
gies suitable for natural images are also difficult to apply
directly to medical images. The model we propose can fully
mine image information and use backbone networks and
branch networks to extract features to complement each other.
The feature aggregation module can enhance the expres-
sion ability of features, extract richer semantic information,
and reduce model training costs. Faced with the common
problems of small data volume and imbalanced categories
in medical images, we use offline data enhancement and
weighted loss to balance the gap between data volumes,
reduce the impact caused by category imbalance, and improve
the performance of model classification. Experiments show
that the method we proposed can assist doctors in the clinical
diagnosis and classification of thyroid nodules accurately and
efficiently.

However, this study has certain limitations. Firstly, col-
laboration was confined to a single hospital, resulting in
our ability to collect only 606 images for model training,
validation, and testing. This also prevents us from doing
multi-center experiments. Secondly, thyroid nodules can be
further classified based on TI-RADS, while thyroid disor-
ders also include conditions such as hyperthyroidism and
Hashimoto’s thyroiditis. A more precise classification of
thyroid nodules would benefit physicians in devising sub-
sequent treatment plans. In the future, we intend to col-
laborate with other hospitals to expand the dataset size
and refine dataset categories to achieve more accurate clas-
sification of thyroid disorders, thereby aiding physicians
in more precisely diagnosing thyroid nodules in clinical
practice.

84576

VI. CONCLUSION

The classification of benign and malignant thyroid nodules
is still a challenging task due to the problems of low res-
olution, noise interference, lack of representative features,
and unbalanced categories. We propose a new framework for
trunk branch network modeling and design training strategies
suitable for this framework to accurately identify thyroid
nodules. Tnc-Net can not only fully extract and utilize global
and local features, but also alleviate the problem of class
imbalance. The designed training strategy can better cope
with the imbalance of medical image categories and enhance
the performance of the model in thyroid nodule classification.
Extensive experimental analysis has demonstrated the supe-
rior performance of the algorithm, with the Tnc-Net model
achieving an accuracy of 0.902 on the test set. This shows
that our model can perform well in processing small and
unevenly classified ultrasonic image datasets. However, this
study has certain limitations. Currently, our collaboration is
restricted to a single hospital, which precludes multi-center
comparisons. Moreover, the TI-RADS criteria could be fur-
ther refined. Future research will involve collaborating with
additional hospitals to expand the dataset and refine classifi-
cation standards, thereby enabling more precise classification
of thyroid nodules. This effort is anticipated to provide valu-
able insights for subsequent treatment strategies. We foresee
that the Tnc-Net model will play a significant role in aiding
physicians in the diagnosis of benign and malignant thyroid
nodules.

DATA AVAILABILITY
The raw data analyzed in the study are available from the
corresponding author on reasonable request.
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