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ABSTRACT The negative effects of media bias, such as influencing readers’ perceptions and affecting
their social decisions, have been widely identified by social scientists. However, the combined impact of
media bias and personalised news recommendation systems has remained largely unstudied, especially in
real-world news recommendation datasets. Our study bridges this gap by analysing how leading algorithms
influence the spread of biased news among news recommendation system users with diverse preferences.
In this article, we show that current state-of-the-art news recommendation algorithms amplify the amount
of biased media that readers consume and that, while the quality of their recommendations is largely
similar, different news recommendation algorithms have differing sensitivities to media bias. We present
experimental results that compare the performance of different news recommendation algorithms for users
with different subject interests and different levels of prior history of reading biased media. Our analysis
reveals that some state-of-the-art news recommendation algorithms that performwell at the recommendation
task also lead to large amounts of biased news being recommended to readers. These findings suggest
significant potential for negative impacts from increasing volumes of biased media being promoted by
news recommendation algorithms. This highlights the importance for organisations to offer more trustworthy
personalised news recommendations to mitigate the propagation of bias in news consumption.

INDEX TERMS Algorithmic media bias, filter bubbles, media bias, media bias detection, news
recommendation.

I. INTRODUCTION
The primary role of the newsmedia is to present objective and
unbiased factual reporting to its readers [1]. Widespread bias
in news media, however, means the modern media is failing
in its mission of unbiased reporting [2]. Media bias refers
to unjustifiable favouritism exhibited by media providers as
they cover the news [3]. For example, journalists, and the
media organizations that they represent, may only report
facts favourable to a particular political view and promote
opinions aligned with that view [4], [5]. The following news
headlines, compiled from the allsideswebsite,1 that appeared
shortly after Donald Trump announced his intention to run
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approving it for publication was Pasquale De Meo .
1https://www.allsides.com/

in the 2024 USA presidential campaign show examples of
media bias:

• Biased Article 1: Trump Org. controller said he was
ordered to hide benefits on tax forms. – CNN (Online
News), left-oriented

• Biased Article 2: How Trump, infighting and flawed
candidates limited Republican gains. –Washington Post,
left-oriented

• Biased Article 3: CPAC Chairman to Newsmax:
‘‘Silly’’ to Blame Trump for GOP Setbacks. – Newsmax
(News), right-oriented

• Neutral Article 4: GOP leaders to Trump after
midterms: Delay big announcement. – NewsNation,
center

Bias can exist in the news in the form of suggestive
words, such as ‘‘infighting’’, ‘‘flawed’’ and ‘‘silly’’ in the
examples above. It can also be more systematic as part of
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a political ideology covered by media establishments. The
side effects of media bias—for example, distorting readers’
perceptions [6] and influencing political elections [7]—have
been extensively studied by social scientists. It is also widely
agreed that raising public awareness, such as flagging bias in
the news, is crucial in a democratic society [8].
News recommendation systems use personalised recom-

mendation algorithms to help readers navigate collections of
news articles quickly and efficiently [9].Modern personalised
news recommendation algorithms [10] typically employ
machine learning models to learn from user data (including
users’ interests and reading history) allowing them to learn
representations of news articles and user behaviours. These
representations are then employed to estimate the probability
that a user will click on a particular article, and then to
promote the articles most likely to lead to clicks. The main
differences among leading news recommendation algorithms
lie in the data sources used to generate news representations,
the network architectures used to learn news and user
representations, and the specific methods used to generate
click probability predictions.

In the digital age, the intersection of media bias and
personalised news recommendation systems has garnered
some attention. Studies [11], [12], [13] have suggested that
the political polarisation seen on social networks might be
driven by personalised recommendation algorithms. These
social networks can create a feedback loop where users
are increasingly exposed to content that aligns with their
existing beliefs, potentially intensifying media bias and
reinforcing political polarisation. Furthermore, simulation
experiments [14], [15], [16], [17] have shown that the
latest news recommendation algorithms tend to suggest more
biased news to simulated users who prefer such content, and
more neutral news to those who like that instead.

Our work offers a new perspective on the role of news
recommendation algorithms in disseminating biased news
articles. By employing a real-world news recommendation
dataset, we investigate how leading news recommendation
algorithms affect the volume of biased news articles recom-
mended to users with varying preferences for such content.
We trained news recommendation algorithms using this news
recommendation dataset, integrating a media bias detector
to identify biased news articles from real user reading
histories. We designed two user grouping strategies: one that
groups users based on the proportion of biased news in their
reading histories, and another that groups users based on
the interests (e.g. sports, news, politics) represented in their
reading histories as well as the proportion of biased news.
We applied these two grouping strategies to segment real
users within our news recommendation dataset. Presenting
the same dataset of news articles to all users and analysing
the biased content within the top recommendations allows
us to uncover the relationship between different user groups
and the dissemination of biased news articles by news
recommendation algorithms.

We address two critical research questions that guide
our exploration of the tendencies of news recommendation
algorithms to disseminate biased content:

• RQ1: Are news recommendation systems, influenced by
users’ historical reading biases, leading to recommenda-
tions of more biased articles?

• RQ2: If news recommendation systems are indeed
influenced by users’ historical reading biases, is the
level of influence different for different recommendation
algorithms?

To answer these research questions, we conduct experi-
ments that observe changes in the proportion of biased news
articles recommended by well-trained recommendation algo-
rithms to user groups with differing degrees of biased news in
their reading histories. In the experimental setting, we focus
on predicting whether news articles are biased or unbiased
without distinguishing between left-, centre- or right-leaning
bias. We do this because previous work has found that left-
and right-leaning news articles are similar to each other but
have a significant difference from centre-leaning news [4],
[18]. Moreover, we are more concerned with whether, and
to what extent, recommendation algorithms are affected by
media bias overall than with different kinds of bias. The
results of our experiments show that news recommendation
systems are indeed influenced by media bias, and that the
sensitivity of different recommendation algorithms to media
bias varies depending on how user behaviour sequences
are modelled, and how recommendation algorithms generate
recommendations. We believe that our exploration of the side
effects of media bias on news recommendation algorithms
is the first of its kind in the literature, that it lays a solid
foundation for identifying and researchingmedia bias in news
recommendation systems, and that it will be a springboard for
further work.

The remainder of this article is organized as follows:
Section II describes relevant existing work on news rec-
ommendation and media bias; Section III outlines the
methodologies used in this study, including the generation
of news recommendations, the detection of media bias, the
creation of user groups, and the analysis of bias proportion
within the top-k recommendations; Section IV describes the
experimental method; results are discussed in Section V;
and, finally, Section VI provides conclusions and directions
for future work. The source code for our framework and
experiments is available to the public.2

II. RELATED WORK
In this section, we review the relevant literature on news
recommendation algorithms, media bias, media bias detec-
tion, and the amplification of media bias through algorithmic
personalisation.

2https://github.com/ruanqin0706/NewsRec.git
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A. NEWS RECOMMENDATION ALGORITHMS
It is common to consider modelling news recommendations
as a sequential task—which is also a widespread practice
in other recommendation domains, such as e-commerce
recommendations [19] and movie recommendations [20].
Sequential recommendation algorithms assume that, in the
short-term, historical user behaviours influence users’ future
decisions [21]. Based on this assumption, researchers
have made many attempts to leverage information about
historical news reading behaviours to construct user rep-
resentations and news representations upon which to base
recommendations—with modern approaches typically based
on deep learning [22].

For example, the Long Short-Term User Representation
(LSTUR) model [23] models user interest by passing a
historical sequence of news articles clicked upon by a
reader into a long short-term memory neural network. The
Neural Attentive Multi-View Learning (NAML) model [24],
the Neural Personalized Attention (NPA) approach [25],
and the Neural Recommendation Model with Self-Attention
(NRMS) [26] learn user representations by modelling news
clicked upon by users using an attention mechanism. Dual
Attention Networks (DAN) [27] leverage an attention-based
convolutional neural network to aggregate a user’s interests
and an attention-based recurrent neural network to capture
the user’s click behaviour, and then combines both to make
recommendations. The Fine-grained InterestMatching (FIM)
model [28] leverages a three-dimensional convolution neural
network to mine the user intentions hidden in reading
records to reflect the user’s fine-grained interests. User-News
Matching BERT (UNBERT) [29] and PLM-empowered news
recommendations (PLM-empowered) [30] use pre-trained
language models to introduce out-of-domain knowledge to
enhance the algorithm’s ability to capture user interests.

B. MEDIA BIAS
Media bias exists in a variety of forms in news articles. For
example, obfuscating by over-reporting, censoring events,
cherry-picking facts [31], [32], presenting political ideology
in a way that is biased to one side, or ignoring or attacking
alternative points of view [33]. Although bias in the news
media is discussed and analyzed in academic research [4],
[6], [31], [34], [35], many people still consider news articles
to be reliable factual reports about events [36]. This trust that
readers have in the media may lead to the adoption of biased
views, thus allowing the media to have a significant impact
on society and public opinion [34], [35], [37], [38]. While
complete elimination of bias may be an unrealistic goal,
detecting and highlighting instances of media bias can warn
readers that content is not balanced, and allow journalists and
publishers to evaluate their work objectively [39].
Researchers from the social sciences have a long history of

analysing media bias through manual analysis methods [40],
[41]. Content analysis [40], [42], [43] is one of the primary
methods used to identify and quantify media bias in news

texts. In content analysis, researchers collect relevant news
data and send them to coders to systematically read and
label paragraphs related to media bias in articles, and articles
are analysed with these labels. Researchers also use frame
analysis [44] to analyse media bias by investigating readers’
perceptions of the message conveyed by news articles,
and their understanding of how the message is conveyed.
In addition, researchers use meta-analysis to infer the factors
that cause media bias based on reviewing existing work [33].
All of these methods require significant manual effort
and expert domain knowledge, which makes them almost
impossible to apply to large-scale news article corpora.
However, recent advances in automated media bias detection
methods using natural language processing have helped to
address this challenge [45].
Computational approaches for detecting media bias in

articles have been studied since the work of Lin et al. [46].
Up to that point, media bias had been investigated under
different names, including opinion, ideology, authenticity and
hyper-partisanship [5]. The most common current approach
frames media bias detection as a text classification problem
addressed using supervised machine learning approaches
applied to an annotated dataset [4], [46], [47]. For example,
Recasens et al. [48] considered linguistic bias and devel-
oped a word-based logistic regression model that treats
bias-inducing words as indicators of a biased article, and
all other words as indicators of an unbiased article. They
perform a linguistic analysis to find bias inducing words.
Jiang et al. [49] built an ELMo-based [50] sentence encoder
to predict the biased ideology of an article. Baly et al. [31]
employed a pre-trained BERT model [51] to encode news
content by averaging the word representations extracted from
BERT’s last two layers, and build a bias detector based on
these encodings.

There are also approaches to automatically detect news
bias that are not simply based on text classification. For
example, Ogawa et al. [52] leveraged ideas from text mining
to propose a stakeholder mining mechanism that identifies
news bias by comparing participants described in a news
event. Chen et al. [5] argued that feature-based and neural
network text classification models only capture low-level
lexical information. They designed second-order Gaussian
bias distributions to collect biased statements from news
items to improve detection effectiveness. Ruan et al. [53]
leveraged pseudo-labelling frameworks to filter samples from
noisy distant supervision datasets to enhance the performance
of bias detection models.

C. ALGORITHMS AMPLIFYING MEDIA BIAS
Recent studies have investigated the complex relationship
between news recommendation algorithms and the prop-
agation of media bias, highlighting how digital platforms
can influence political polarization. Bakshy et al. [11]
revealed that on Facebook, users predominantly engage
with news that aligns with their pre-existing beliefs,
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a phenomenon that contributes to political polarization.
Similarly, Barberá et al. [12] observed on Twitter that
individuals tend to interact with those sharing similar political
ideologies, noting a higher propensity for liberals compared
to conservatives to engage in cross-ideological exchanges.
Flaxman et al. [13] further explored the role of online plat-
forms in ideological segregation, finding that the algorithms
powering social networks and search engines can exacerbate
ideological divides, thereby fostering polarization.

Simulation studies [14], [15], [16], [17] have extended
this analysis, showing that modern news recommendation
algorithms often reinforce users’ biases, suggesting more
polarized content to those who already exhibit a preference
for such information. For example, Liu et al. [14] conducted
simulation studies using synthetic users and a curated dataset
of over 900K news articles to explore the formation of ‘‘filter
bubbles’’ by political news recommendation algorithms.
They found that such algorithms can reinforce users’ existing
beliefs, especially for those with extreme preferences.
Ruan et al. [16] utilized a novel simulation framework
to generate synthetic user reading histories with varied
interests and media bias levels, exploring how personalized
news recommendation algorithms respond to, and propagate,
media bias over time.
ResearchGap:Despite these insights, a direct link between

news recommendation algorithms built on top of real-world
recommendation datasets and their role in amplifying media
bias remains under-explored. Simulation analyses, while
valuable, do not fully capture the intricacies of user
interaction with news content in actual digital environments.
Addressing this research gap, our work delves into the
combined impact of news recommendation algorithms and
media bias based on a real-world news recommendation
dataset.

III. METHODOLOGY
To investigate the influence of media bias on news recom-
mendation systems, we construct observational experiments
that examine the proportion of biased articles recommended
by recommendation algorithms for user groups with different
characteristics. This section describes the methodology used
in these experiments.

A. GENERATING NEWS RECOMMENDATIONS
In this section, we briefly define the task of news recommen-
dation, and introduce six news recommendation algorithms
used to recommend news articles in our experiments.

Given a user, u, and a set of candidate news articles, N , the
task of a news recommendation system is to first rank the
items in the candidate news setN according to the probability
that the user uwill click on them. The top k news articles that
are most likely to be clicked upon by user u are then typically
presented to the user as a set of recommendations.

Modern news recommender systems are typically based
on neural network models that generate representations of
users and articles in the candidate set, and use these to

generate a set of recommendations. Six state-of-the-art news
recommendation algorithms are used in our experiments:

• NPA [25]: A personalised attention-based neural news
recommendation model that uses both a news article
representation and a user representation. NPA uses a
convolutional neural network to learn a representation
of news titles in a news encoder, and captures user
information in a user encoder by modelling user click
behaviours through an attention mechanism. During the
prediction phase, the network applies the maximum
likelihood method to minimise the log-likelihood of the
news items clicked by the user.

• NAML [24]: NAML is an information representation
integration model that utilises different kinds of news
information. Themain components of NAML are a news
module and a user module. The news module employs
an attentive multi-view learning method to learn unified
representations of news articles from news titles, and
news categories and subcategories. The user module
applies an attention mechanism to capture behaviour
information for user representation learning. The inner
product of the vectors generated by the user module and
the news module represents the likelihood of the user
clicking on a news article.

• LSTUR [23]: LSTUR uses a gated recurrent unit (GRU)
network that maintains both short-term and long-term
user representations. The first step of the LSTUR
model uses a long-term representation of the user to
initialise the hidden state of the GRU network, and
the second step of the model uses the GRU network
to capture the short-term behaviour of the user from
a click sequence. The news representation learns from
news titles. The inner product of the user representation
vector and the news representation vector is employed to
express the likelihood of the user clicking on the news
article.

• NRMS [26]: NRMS is a neural news recommendation
model that applies multi-head self-attention. The NRMS
model includes a news encoder and a user encoder. The
news encoder in NRMS uses multi-head self-attention to
model news representations from news titles. The user
encoder also uses multi-head self-attention to capture
user click behaviours. The likelihood of a user clicking
on a news item is calculated from the inner product of
the user representation and the news representation.

• FIM [28]: A neural news recommendation model
that matches multiple interests from users’ historical
behaviour information, FIM uses a hierarchical dilated
convolution for learning news representations from news
titles, and a stacked dilated convolution to construct
multi-level user representations from reading records.
FIM then uses a cross-interaction module to output
the integrated matching vectors of candidate news and
users. The final predicted click score results from the
integrated matching vectors transformed by a linear
layer.

83394 VOLUME 12, 2024



Q. Ruan et al.: Effects of Media Bias on News Recommendations

• PLM-empowered [30]: PLM-empowered enhances
news representations and user representations by intro-
ducing external knowledge from pre-trained language
models (PLMs). The result of the inner product between
the news representation and the user representation is
used to predict the likelihood of users clicking a news
article.

These state-of-the-art news recommendation algorithms
all use historical behaviour sequence modelling to achieve
quality recommendations. In our experiments, all algorithms
are trained using the same dataset (described in Section IV)
and their recommendation performance is evaluated with
standard ranking evaluation metrics used in recommender
systems research: area under the curve (AUC), mean recipro-
cal rank (MRR), and normalized discounted cumulative gain
(NDCG).

B. DETECTING MEDIA BIAS
We employ the definition from Kiesel et al. [4] that biased
news articles ‘‘mimic the form of regular news articles, but
are one-sided in the sense that opposing views are either
ignored or fiercely attacked’’. The task of a media bias
detector for news articles is to output a judgment on whether
or not an article is biased. The bias detector employed in our
experiments extends the work from Jiang et al. [49] (the win-
ning solution of Task 4 from SemEval 2019 [4]). Jiang et al.
trained their model entirely on a manually annotated dataset.
We follow the recommendation of Ruan et al. [53] to
augment training by selecting suitable samples from a distant
supervision dataset to improve the accuracy of the bias
detector. Ruan et al. [53] also establish the generalizability of
their proposed approach to unseen datasets [54]. They show
that a bias detection model trained on the SemEval-2019
Task 4 Hyperpartisan Dataset [4] can effectively identify
bias in the Annotated Data Dataset [54]. We rely on this
result to support our use of a bias detection model trained
using the SemEval-2019 Task 4 Hyperpartisan Dataset [4] to
identify bias in articles in the MIcrosoft News Dataset [55]
(the datasets used are described in Section IV-A).

C. GENERATING USER GROUPS
Users’ historical behaviour patterns, which represent histor-
ical decisions made by users about which articles to read,
are essential when building news recommendation systems.
To investigate whether the recommendation algorithms
described in Section III-A perform differently depending on
the amount of media bias in different users’ news reading
histories, we divide the users in the study into groups based
on their historical behaviour patterns. We use two strategies
for this: bias proportion and interest distribution.

• Bias Proportion: For each news article in a user’s
historical reading record, we leverage the bias detection
framework discussed in Section III-B to determine
whether it is biased or not. For each user, we then
calculate the proportion of articles in their reading

history that are biased:

propu =
|Hbiased|

|H |
(1)

where u is a user and |Hbiased| is the number of biased
news articles in the user’s reading history which contains
|H | news articles. We divide users into groups based on
this proportion. Figure 1(a) illustrates this.

• Interest Distribution: This strategy is designed to
remove the influence of the category of news that a
reader is consuming from our analysis. It could be the
case that some categories are more prone to bias than
others and that any influence of bias that we see in the
groups created using the bias proportion strategy are in
fact due to different interests of users in those groups.
The interest distribution strategy leverages category
labels that accompany news articles to form user groups.
The intuition is that the categories of news read by
users reflect their interests. For each user, we calculate a
vector of the distribution of article categories across their
reading history to represent their interests. Figure 1(b)
illustrates this. After generating an interest vector for
each user, we use k-means clustering [56] to generate
k groups, each of which represents users with similar
reading interests.

D. BIAS PROPORTION ON TOP-K
To assess the prevalence of biased news articles in the
recommendations made to users from a specific group,
we measure the average proportion of biased articles in the
top-k recommendations provided to a specific user group.
Assume a user group g, a news recommendation algorithm
a and a candidate news set N , where g ∈ G, a ∈ A,
and G and A denote the set of user groups and news
recommendation algorithms. For the i-th user, ui, in the user
group g, we leverage the recommendation algorithm a to
select k items from the news candidate set N , and then
calculate the proportion of biased articles,propui , in the k
selected items. The average recommendation bias proportion
in the recommendations generated by algorithm a for the
users in user group g is:

propga =

∑|g|
i=1 propui

|g|
(2)

where |g| is the number of users in the user group g.

IV. EXPERIMENTS
In this section we describe the datasets used in our experi-
ments, and the three experiments performed: (1) to evaluate
the performance of the news recommendation algorithms
(Section IV-B); (2) to evaluate the accuracy of the news
bias detector (Section IV-C); and (3) to investigate whether
the level of biased media articles promoted by different
recommendation algorithms is different for different user
groups. The results of these experiments are presented in
Section IV-D.
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FIGURE 1. An illustration of the (a) Bias Proportion and (b) Interest Distribution strategies for dividing users into groups.

A. DATASETS
Our experiments leverage two datasets: the MIcrosoft News
Dataset (MIND) [55] and the SemEval-2019 Task 4 Hyper-
partisan Dataset [4].

MIND [55] is a large-scale, English-based news recom-
mendation dataset that includes six weeks of real-world
behavioural data from users of theMicrosoft News platform.3

MIND includes two versions, MIND-large and MIND-small.
Each version is divided into training, validation, and test
sets. We utilised the MIND-large version,4 which contains
2,232,748 samples in the training set, 376,471 samples
in the validation set, and 2,370,727 samples in the test
set. Each sample consists of a user’s interaction with the
recommendation system, including a user ID, the timestamp
of interaction, the user’s reading history at that time, and a list
of news items recommended to the user at that moment with
indicators showing which items were clicked. The training
set is based on 711,222 users and 101,527 news items,
whereas the validation set is based on 255,990 users and
72,023 news items. The test set is based on 702,005 users
and 120,961 news items. The training set is employed
to train news recommendation algorithms, the validation
set is employed to evaluate the performance of news
recommendation algorithms, and the test set is employed to
select user groups and candidate news articles for our final
experiments.

The SemEval-2019 Task 4 Hyperpartisan Dataset [4] was
released along with the SemEval-2019 hyperpartisan news
detection task. The task is to train machine learning models to
automatically detect whether news is biased.5 The SemEval-
2019 Task 4 Hyperpartisan Dataset includes a by-article
portion of the dataset containing 1,273 manually labelled
items and a by-publisher portion of the dataset containing
754,000 items labelled through distant supervision (articles
are considered biased if their publisher is considered biased).
We employ all samples from the by-article portion of the
dataset for training the media bias detector, and a small set of
news articles from the by-publisher portion of the dataset in a

3https://microsoftnews.msn.com
4MIND-large is publicly available at: https://msnews.github.io/
5https://pan.webis.de/semeval19/semeval19-web/

data augmentation strategy (following the approach described
by Ruan et al. [53]).

B. EVALUATING NEWS RECOMMENDATION SYSTEMS
In this section, we describe an experiment to evaluate
the performance of the news recommendation algorithms
described in Section III-A.

1) EXPERIMENTAL SETTINGS
We train six news recommendation models using the
algorithms described in Section III-A on the MIND dataset.
NPA, NAML, LSTUR and NRMS are implemented using the
Microsoft Recommenders open source repository,6 and the
rest are re-implemented using the deep learning framework
PyTorch.7 Hyperparameter tuning of the news recommenda-
tion algorithms is based on optimal results on the validation
dataset. To evaluate the performance of the algorithms we
use AUC, MRR, nDCG@5, and nDCG@10, which are
standard ranking metrics for top-k recommendations and
are also employed by the MIND [55] for recommendation
evaluations.

2) RESULTS
We show the performance of the different news recommen-
dation algorithms in Table 1. Our results show essentially
the same, or slightly better, performance as results using
the MIND dataset published by other researchers [28], [30],
[55], indicating the reliability of the reproduced results.
In addition, these well-trained news-specific recommen-
dation algorithms are sufficient to represent the current
state-of-the-art in the news recommendation domain—for
example, Wu et al. [30] reported that PLM-empowered had
been deployed on the Microsoft News platform.

C. EVALUATING MEDIA BIAS DETECTION
In this section, we describe an experiment to evaluate the
performance of the media bias detection model described in
Section III-B.

6https://github.com/microsoft/recommenders
7https://pytorch.org/
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TABLE 1. Performance of different news recommendation algorithms on
the validation set of the MIND dataset.

1) EXPERIMENTAL SETTINGS
We employ the model proposed by Jiang et al. [49] as
the backbone, and all the hyperparameter values are set
using their recommendations. In addition, we follow the
overlap-checking approach of Ruan et al. [53] to randomly
select pseudo-samples from the samples whose prediction
results are consistent with the remote supervision data, which
provides more training samples to the backbone. For our
empirical analysis, we train this model using the training
partition of the SemEval-2019 Task 4 Hyperpartisan dataset,
and evaluate its performance using the validation partition.
To evaluate the performance of the detection models we use
accuracy, precision, recall, and f1 score, which are also the
metrics employed in the SemEval-2019 Task 4 Hyperpartisan
Detection task [4].

2) RESULTS
Table 2 compares the performance achieved by both the
backbone and the approach integrating the data augmentation
method. The best performance on the detection framework
achieves 0.867 accuracy, 0.015 better than the backbone,
indicating that the detection model is capable of accurately
detecting media bias in news articles. In addition, the detec-
tor’s generalisation ability is further tested by Ruan et al. [53]
on another human-annotated dataset [54] not used for training
the bias detection model, by measuring the correlation
between the model outputs and the aggregated human bias
scores. They demonstrated a strong correlation between
the bias detection model outputs and human-annotated bias
scores, indicating the strong generalisation capability of the
bias detection model.

We employ the detection framework to calculate the
proportion of biased articles in different subsets of the
MIND dataset. Although it is true that the outputs of
the bias detection model will have some errors, we are
confident that its high performance and good generalisation
capacity provide reliable indications of bias level when bias
proportions are aggregated across sets of articles. While
it would be better to train the bias detector on data from
the MIND dataset, MIND does not include bias labels so
this is not easily achieved. On the other hand, there are
no large publicly available datasets that include bias labels
that also include user behaviour data. Therefore, we believe
that using recommender systems trained using MIND in
combination with a bias detector trained using the SemEval-
2019 Task 4 Hyperpartisan Dataset is a good compromise
in the absence of a news recommendation dataset containing
human-annotated bias labels and user behaviour data.

TABLE 2. Media bias detection performance on the SemEval-2019
Task 4 Hyperpartisan Dataset.

The number of biased and unbiased articles in each news
category in the MIND dataset is shown in Figure 2(a).
Biased news accounted for 8.88% of the total news, most
of which are concentrated in the news and sports categories,
while videos, music, and TV have almost no biased articles.
Figure 2(b) illustrates the frequent words in articles from
the news and sports categories respectively, presented as
word clouds where more frequent words are larger. We can
observe that ‘‘Trump’’, ‘‘democrat’’, and ‘‘impeachment’’
are the words that appear most often in the news category.
It is unsurprising that ‘‘Trump’’, as a highly topical political
figure, commonly appears in biased articles. In the sports
category, we observe that the words ‘‘game’’, ‘‘patriot’’,
‘‘defense’’, and ‘‘offense’’ were frequently associated with
biased articles. In fierce competitive sports, multiplayer con-
frontations are inevitable, which makes it easy to understand
the biased nature of sports coverage.

D. ASSESSING ALGORITHMIC MEDIA BIAS
In this section we describe experiments that assess the pro-
motion of biased media by different news recommendation
algorithms and report the results of each step.

1) SELECTING USER GROUPS
We first extract all users that appear in the MIND test set.
The bias detector requires a complete news article (including
title and body) as input, and the recommender systems require
a reasonable reading history. So we remove incomplete
articles8 and users with less than five complete articles in their
reading history. We then calculate the proportion of biased
articles in the reading history of each user.

For user groups based on the bias proportion strategy,
we group each user according to the proportion of biased
articles in their reading history using intervals of (0%, 10%),
[10%, 20%), [20%, 30%), [30%, 40%) and [40%, 100%].
We randomly select 2,000 users within each group from the
users in the MIND dataset. The average proportion of biased
articles in the reading histories of each group are: 6.92%,
13.99%, 23.06%, 33.58%, and 47.16% respectively.

For user groups based on the interest distribution strategy,
we first use k-means clustering [56] to find interest clusters
of users from the training and validation sets of MIND. Based
on preliminary experiments we set k = 5. Then we use
the trained k-means model to summarize the interests of the
users from the MIND test set. The distribution of articles
in different categories in the reading histories of users in
each of these groups is shown in Figure 3. To illustrate

8The body of news articles in the MIND dataset is in the form of a URL,
which requires an additional network request to fetch, and some of the fetch
requests fail.
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FIGURE 2. (a) The number of biased and unbiased articles in each category in the MIND dataset. (b) The upper graph
shows words that appear in biased articles in the news category, and the lower graph shows words that appear in
biased articles in the sports category (bigger words appear more often).

that these interest groups indeed differentiate users based
on news category interests, we visualize the news category
embedding and labels predicted by the k-means model using
t-SNE [57] in Figure 4. We find that Interest Clusters 2, 3,
4 and 5 can be easily distinguished from each other, with
Interest Cluster 2 occupying the lower-left quadrant of the
vector space, Interest Cluster 3 appearing in the upper-left
quadrant, Interest Cluster 4 concentrated in the upper-right,
and Interest Cluster 5 densely occupying the lower-right
quadrant. Interest Cluster 1 is less well separated. This is per-
haps because, unlike other interest clusters with aggregated
reading categories, the users in Interest Cluster 1 read more
broadly across multiple categories as shown in Figure 3.
The distributions of bias proportion for users in each

interest group are shown in Figures. 5(a) to 5(e). The median
of the proportion of biased articles in the historical reading
records of these five user groups are 16.67%, 7.14%, 10.00%,
10.00%, and 12.50% respectively.

For each interest cluster, we use the median split
method [58] to divide the users into two sub-groups—one
with high bias proportion and one with low bias proportion.
We randomly select 2,000 users for each interest group in the
low bias user sub-group and the high bias user sub-group.
The average proportion of biased articles in the historical
reading records of users in the low bias interest sub-groups
are 5.74%, 0.80%, 2.23%, 2.39%, 4.31% respectively. The
average proportion of biased articles in the historical reading
records of users in the high bias interest sub-groups are
27.68%, 16.69%, 20.57%, 20.45%, 22.69% respectively.

2) SELECTING CANDIDATE NEWS ARTICLES
To facilitate bias detection, we filtered out news articles that
are missing body text from the test set, which meant a total of
113,984 articles remained in the test set. To ensure fairness
across all users, we further selected those news items that
were completely new to all users in the system for this part

of our study. This step helps ensure that our analysis of user
responses to different news items is not biased by any prior
exposure those items might have had. Finally, we formed
a candidate set consisting of 22,283 news items, with an
average bias proportion of 9.66%. This set is presented to
users as the candidate news set.

3) RESULTS
The purpose of this experiment is to investigate the impact
of bias in users’ reading histories on the recommendations
provided by different recommendation algorithms. To this
end, we calculate the proportion of biased news articles
recommended to users in the top-k recommendation sets for
different recommendation algorithms. We record the average
proportion of biased articles read respectively for each of
the grouping strategies: bias proportion-based user groups
and interest distribution-based user groups. The average
proportion of biased news items in the recommendation sets
generated by the NPA, NAML, LSTUR, NRMS, FIM, and
PLM-empowered news recommendation algorithms for the
five bias proportion user groups for the Top-20, Top-50, and
Top-100 recommendation sets are shown in Table 3. The
same results for user groups based on the interest grouping
strategy are presented in Table 4.

V. DISCUSSION
This section uses the results from the experiments described
in the previous section to address the two research questions
outlined in Section I.

A. INFLUENCE OF BIASED READING HISTORY ON
RECOMMENDER SYSTEMS
RQ1: Are news recommendation systems, influenced by
users’ historical reading biases, leading to recommendations
of more biased articles?
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FIGURE 3. The average number of articles read in each news category for each cluster.

FIGURE 4. A visualisation of the users in the MIND dataset where colours the Interest Cluster to which a user belongs
and position is determined by applying to the t-SNE algorithm to the interest distribution for each user.

Based on the results in Tables 3 and 4, we argue that
news recommendation algorithms are indeed affected by the
amount of bias in users’ historical reading records. As users
read more biased news articles, news recommendation
algorithms will recommend more biased news articles to
them.

In Table 3, users are divided into five groups based on
the amount of biased news in their reading histories. We can
observe that the proportion of biased articles in the recom-
mended article sets generated by different recommendation
algorithms (NPA, NAML, LSTUR, NRMS, FIM, PLM) for the
Top 20, Top 50 and Top 100 recommendation sets increases
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FIGURE 5. The distribution of bias proportion for users in the five interests groups. The black dashed line represents the median
bias proportion for each interest cluster.

with the proportion of biased articles in users’ reading
histories. This data shows a clear trend that users with less
bias in their historical reading records are recommended less
biased news articles by the news recommendation algorithms
than those with more biased articles in their historical reading
records.

To remove the influence of the category of news that a
reader is consuming from this analysis, we repeat the analysis
for each interest group (users have the same reading interests
within a group). This is shown in Table 4. In this analysis
users are further sub-divided according to the number of
biased news articles in their reading histories into a high-bias
subgroup and a low-bias subgroup. We can observe that, for
the same interest group, all news recommendation algorithms
tend to recommend more biased news items to the high-bias

subgroup than the low-bias subgroup. This indicates that
these recommendation algorithms consider biased attributes
of articles when making recommendations, recommending
more biased articles to users who have read more biased
articles in the past.

In summary, we have strong evidence that sequence-based
news recommendation algorithms are influenced by the
proportion of biased news in users’ reading history and tend
to recommend more biased news articles to users who read a
lot of biased news articles.

B. RECOMMENDATION ALGORITHM SENSITIVITY TO BIAS
RQ2: If news recommendation systems are indeed influenced
by users’ historical reading biases, is the level of influence
different for different recommendation algorithms?
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TABLE 3. The proportion of biased articles in the top-k (k = 20, 50, 100) recommendations for different news recommendation algorithms on bias
proportion based user groups.

TABLE 4. The proportion of biased articles in the top-k (k = 20, 50, 100) recommendations for different news recommendation algorithms on interest
distribution based user groups.

FIGURE 6. (a) Biased articles as a percentage of the top 20 recommended set for user groups based on bias proportions for
six news recommendation algorithms. (b) Biased articles as a percentage of top k (k from 10 to 100 in increments of 10 on the
horizontal axis) recommended set for six news recommendation algorithms, for low-bias and high-bias user clusters from
Interest Cluster 1.

Regarding the extent to which different news recommen-
dation algorithms are sensitive to algorithmic media bias,
we first observe that the news recommendation algorithms
investigated are all sensitive to the number of biased articles
in a user’s reading records. Figure 6 shows the proportion
of biased articles in the top-20 articles recommended for

users in each bias proportion user group for different
recommendation algorithms. All news recommendation algo-
rithms are sensitive to the amount of bias in users’ reading
records: the more biased articles are read by users, the more
biased articles are presented in the top-20 recommendation
sets.
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For the same user group, however, recommendation
algorithms differ in their sensitivity to bias. The media
bias sensitivity of NRMS is significantly higher than other
algorithms among all user groups. The other algorithms vary
in their sensitivity to the amount of bias in users’ reading
histories. For users with few biased articles in their reading
history, the sensitivity of each algorithm to media bias is not
much different. For users with many biased articles in their
reading history, PLM-empowered and FIM aremore sensitive
than NPA, NAML, and LSTUR in capturing bias factors.

The second observation is that recommendation algorithms
are sensitive to ranking biased articles from the candidate
news set. Figure 6(b) shows the proportion of biased news
recommended by news recommendation algorithms in the
top k (where k ranges from 10 to 100 in steps of 10) news
items that best match users in the high-bias and low-bias
user groups from Interest Cluster 1. As k rises, we can see
that the proportion of biased news articles recommended by
the NRMS, FIM and PLM-empowered algorithms tends to
decrease, with the NRMS algorithm showing the sharpest
decrease. LSTUR and NPA algorithms have a small increase
in the proportion of biased articles as the number of
recommendations increases. The proportion of biased articles
recommended by the NAML algorithm fluctuated slightly up
and down, showing a trend of uniform change.

In the ranking-based recommendation task, the recommen-
dation algorithm tries to give the set of articles from the
candidate set that best matches the user’s interests the highest
rank. The results of this experiment show that the NRMS,
FIM and PLM-empowered algorithms tend to emphasise the
bias in articles as a user preference more than the other
algorithms. When we show limited news to users, NRMS,
FIM and PLM-empowered become even more likely to
recommend biased articles than others.

C. EXPLAINING BIAS SENSITIVITY IN RECOMMENDATION
ALGORITHMS
In this section, we provide some insights into the impact of
media bias on news recommendation algorithms, specifically
to understand why some algorithms are more sensitive to bias
than others. NRMS, NAML, PLM-empowered, and LSTUR
use the dot product to calculate the similarity between the
candidate news vector and the user vector when making
recommendations. The higher the similarity score between
the two vectors, the more confidently the algorithm matches
the candidate news to the user’s interests. Among these
recommendation algorithms, the candidate news selected by
NRMS is most affected by the amount of biased information
in the user sequence, followed by PLM-empowered and
NAML. LSTUR is the least affected.

The reason that NRMS is most affected might be the
characteristics of its network structure. It uses multi-head
self-attention to find the relatedness of clicked news at
different positions in the reading records, which promotes the
generated user vectors to strengthen the modelling of similar
parts in different news articles. When the reading records are

full of heavily biased text, the user vector captures this part
of the similarity and then promotes news articles containing
biased text to be selected through the dot product calculation.

The operation of the PLM-empowered and NRMS algo-
rithms is similar. The difference is that PLM-empowered
introduces a pre-trained language model to enhance user
vectors, which provides rich external knowledge to break
the limitation of over-modelling the relatedness between
reading records. This may be a reason for the reduced
influence of bias on the recommendations made by this
algorithm. The user vectors generated by NAML enhance
information diversity by including article category and
subcategory information in addition to text information. So,
candidate news similarity to user vectors is due to article
attributes rather than just text information, which reduces the
dependence on text information.

The user sequence modelled by LSTUR uses a recurrent
neural network to give more weight to the latest clicked
news. The result of this is that generated user vectors place
more emphasis on information from more recently clicked
news articles than information from older articles. This
has the impact of reducing the dependence on global bias
information.

In the FIM and NPA algorithms, the likelihood that a
user will click on an article is generated by a prediction
module that takes a concatenation of the user representations
and candidate news representations as input, rather than
using a simple dot product. The results of our experiments
suggest that the tendency of these algorithms to recommend
more biased articles is jointly affected by user and candidate
news modelling. This differs from the dot product prediction
method discussed above, which is more influenced by user
modelling.

VI. CONCLUSION
To address the research gap regarding the effects of media
bias on news recommendation algorithms, in this work we
investigate the impact of media bias on a variety of news
recommendation algorithms (NPA, NAML, LSTUR, NRMS,
FIM, and PLM-empowered) using state-of-the-art media bias
detection technology and evaluation experiments based on
the well-known news recommendation dataset MIND [55].
The results of our experiments show that today’s news
recommendation algorithms are indeed affected by media
bias, i.e., the more biased news articles a user previously
read, the more likely news recommendation algorithms are
to suggest further biased articles. Our study also shows that
differences in how they are implemented mean that different
recommendation algorithms vary in the degree to which they
are affected by media bias. Among the algorithms, we found
that NRMS is the most sensitive to bias, whereas LSTUR
is the least affected, despite all algorithms exhibiting similar
recommendation performance.

The harmful effects of media bias on users have been
extensively studied [6], [7], [39]. Our findings suggest that
current state-of-the-art news recommendation algorithms,
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designed to offer personalised content, are exacerbating the
propagation of media bias. This work can serve as a reference
for analysing whether the proposed algorithms inadvertently
strengthen the dissemination of media bias to users. In future
work, apart from continuing to assess accuracy-based algo-
rithms (the most common design paradigm), we will expand
our assessments to include algorithms designed based on
alternative metrics, such as fairness [59] and diversity [60].
This expansion will enable us to better understand how
algorithms crafted to enhance user satisfaction affect the
dissemination of biased news. To address the scarcity of
publicly available datasets containing both user behaviours
and bias annotations, we will annotate a subset of news
articles from the MIND dataset for bias. Furthermore,
We will also investigate potential adjustments to news
recommendation algorithms aimed at bursting the media bias
bubble, thereby providing users with a more comprehensive,
fair, and diverse range of information to enhance user
satisfaction and trust in the news recommendations.
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