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ABSTRACT Interactive visual navigation tasks, which involve following instructions to reach and interact
with specific targets, are challenging not only because successful experiences are very rare but also because
complex visual inputs require a substantial number of samples. Previous methods for these tasks often rely on
intricately designed dense rewards or the use of expensive expert data for imitation learning. To tackle these
challenges, we propose a novel approach, Visual Hindsight Self-Imitation Learning (VHS), which enables
re-labeling in vision-based and partially observable environments through Prototypical Goal (PG) embedding.
We introduce the PG embeddings, which are derived from experienced goal observations, as opposed to
handling instructions as word embeddings. This embedding technique allows the agent to visually reinterpret
its unsuccessful attempts, enabling vision-based goal re-labeling and self-imitation from enhanced successful
experiences. Experimental results show that VHS outperforms existing techniques in interactive visual
navigation tasks, confirming its superior performance, sample efficiency, and generalization.

INDEX TERMS Visual hindsight, interactive navigation, visual reinforcement learning.

I. INTRODUCTION

Embodied AI [1], [2], [3], [4], [5], which focuses on enabling
artificial intelligence to sense, understand, and act in a human-
like manner, is rapidly evolving and gaining significance.
This line of research is increasingly being applied to tasks
for service robots such as indoor errands [6], [7], [8], [9],
[10]. Many of these tasks can be represented as interactive
visual navigation tasks [9], [10], [11], [12], [13], [14],
where an agent must be able to perceive and understand its
surroundings from first-person perspective and interact with
the environment according to given instructions. However,
these tasks demand a vast amount of samples for learning [15],
[16], [17], considering the high-dimensional visual inputs.
In addition, useful feedback is only sparsely provided in such
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environments, making sophisticated behaviors difficult to
attain without prior knowledge.

For these tasks, various solutions have been proposed,
such as designing reward functions or imitating the behavior
of experts. Among them, studies that utilize dense reward
functions [2], [9], [11], [12], [14], [16] require task-specific
experts to design such complex rewards. For indoor navigation
tasks, these studies [9], [14], [16] consider not only the
distance between the goal and the agent but also details
like the camera angle and the goal’s position within the
camera’s view. These methods are difficult to generalize, even
for similar tasks. An alternative is imitation learning [18],
[19], [20], [21], [22], [23], [24], [25] that utilizes expert
demonstrations, after which tuning is often applied for
learning the environments [26]. This requires building datasets
by humans, which is time-consuming and expensive, and
each annotator has different criteria, which makes tuning
difficult [27].
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FIGURE 1. lllustration of the learning process for the proposed method. This approach employs prototypical goal embeddings to pursue
goals, diverging from traditional word embedding instructions. Our method introduces a strategy for re-labeling goals in failed episodes and
facilitates learning through self-imitation. This ultimately benefits the agent in environments with visual inputs and sparse reward settings.

As a way to enhance sample efficiency or explo-
ration without expert data or complex reward shaping,
methods based on Hindsight Experience Replay (HER)
[28], [29], [30], [31], [32], [33], [34], [35] and learning
representations about goals [13], [36] have been proposed.
In fully observable environments where numerical coordinates
or robot poses are given as goals, re-labeling after failure
via HER is simple and feasible. However, in partially
observable environments involving first-person view, such
information is not directly observed, so it is not straightforward
to re-label in a similar manner. Hallucinatory GAN [35]
that allows re-labeling visual inputs is limited in that it
requires data collection and generative model training in
advance, and it does not cope well with dynamically changing
visual inputs such as varying backgrounds. Regarding the
representation learning methods, GDAN [13] proposes
attention networks to learn about goals, while LSA [36]
prompts more trials on more difficult-to-reach goals that
require further learning. Nonetheless, these works do not
adequately utilize experiences, mainly relying on sparse
successful experiences.

In this work, we propose the Visual Hindsight Self-
Imitation Learning (VHS) to address the problems of sample
efficiency in instruction-based visual interactive tasks. The
pivotal idea behind VHS is 1) to enhance sample efficiency
by utilizing failed episodes by re-labeling desired goals or
actions to achieved goals or actions and 2) to exploit failed
experiences like successful ones via self-imitation, promoting
exploration with enriched successful experiences. To enable
re-labeling, we devise Prototypical Goal (PG) embedding:
instead of using word embedding from instruction [13],
[14], [36], we replace the given instruction with prototype
features, which is the average of features of the instructed
goal as shown in Figure 1. Notably, this embedding is our
novel method that allows the usage of visual observations as
goals for re-labeling trajectories in hindsight. Our method
allows the agent to learn from negative rewards in failed
episodes and from self-imitation in re-labeled successful
episodes, facilitating efficient learning that does not rely
on expert demonstrations. We demonstrate state-of-the-art
success rates, sample efficiency, and generalization to complex
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backgrounds on challenging interactive visual navigation
tasks. The visualization of our proposed prototypical goal
embedding illustrates its effectiveness in encapsulating the
visual characteristics of goals. Additionally, ablation studies
reveal that our method outperforms the standard word
embedding in interactive visual navigation environments.

Our contribution points in this paper are as follows.

1. We introduce the Prototypical Goal (PG) embedding
method for interactive visual navigation tasks. This method
embeds goals based on the agent’s experience and is more
effective than word embedding.

2. We propose novel Visual Hindsight Self-imitation
learning (VHS) method which leverages PG embedding to
enable goal re-labeling and utilize unsuccessful experience
for efficient learning. To the best of our knowledge, our work
is the first to make such re-labeling feasible in vision-based,
partially observable environments.

3. Experimental results show that our VHS achieves state-of-
the-art success rate and sample efficiency in MuJoCo [37] and
generalization to complex backgrounds and Maze environment
in Miniworld [38]. These results demonstrate that our method
is effective in challenging interactive visual navigation tasks.

Il. RELATED WORK

A. VISUAL NAVIGATION

Visual navigation tasks, aimed at finding a goal object or
location from a first-person perspective, have diversified
into specialized categories such as scene-driven navigation,
instruction-based visual navigation, and interactive tasks.
Among these, scene-driven navigation tasks [17], [23], [39],
[40], [41], [42], [43] involve guiding an agent to reach
a specific or similar goal in the environment based on a
given picture of the goal. Our method is inspired by these
studies, particularly the concept of pursuing features from
an image or a multi-modal [12] goal, leading us to adopt
prototypical goal embedding for the instructions. This enables
the extraction and pursuit of desired goals. However, the
previous works mentioned above require goal images to
be collected beforehand and provided to the agent during
execution, which is not feasible in the dynamically changing
interactive visual navigation tasks we focus on. In contrast,
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our approach uniquely leverages the agent’s own experiences
of goal states during learning, as opposed to using a given
target image.

Instruction-based visual navigation is receiving increasing
attention [2], [13], [14], [16], [36], [44], [45]. In these studies,
the instruction specifies the desired goal among various targets
in the environment, with a focus on exploring and recognizing
targets [13], [14], [36], [45]. Additionally, interactive tasks [9],
[10], [12], [46], [47] require the agent to perform interactions
with various goals in interactive indoor environments.
However, due to the difficulty of the task, which requires
reaching the goals in visual navigation and performing the
appropriate interaction in interactive navigation, they rely on
pre-trained models for identifying targets and sophisticatedly
designed dense rewards for efficient exploration. On the
other hand, our approach uses straightforward and intuitively
defined rewards of {Success, Timeout, Timestep penalty, and
Fail} and can interact with a wide variety of target objects
without the need for pre-trained models.

B. SELF-IMITATION LEARNING WITH HER

Self-imitation learning (SIL) [32], [48], [49], [50], [51], [52],
[53] is used for exploiting past underestimated experiences to
indirectly invoke exploration. SIL involves storing experiences
in a replay buffer and focuses on imitating state-action pairs
in the replay buffer only when the return in the past trajectory
is greater than the agent’s estimated value. SIL can be
applied to dense reward settings to estimate value and return.
SIL offers advantages in enhancing exploration based on
previous experiences, eliminating the need for expensive
demonstration data. However, SIL might not perform well
in environments with sparse rewards. Since it relies on past
rewards to guide learning, the lack of frequent rewards can
hinder its effectiveness.

In goal-conditioned reinforcement learning, studies have
combined SIL and HER to increase the frequency of positive
rewards and improve sample efficiency, even in sparse reward
settings. ESIL [32] is a self-imitation algorithm that leverages
entire re-labeled episodes, whereas original self-imitation
learning samples state-action pairs with underestimated
value from the experience replay buffer. GRSIL [49] learns
self-imitated policies with goal re-labeling and actor policies
separately and then combines them to infer the most rewarding
actions. These studies are similar to ours in that they use the
agent’s past experience and re-labeling, but they are limited
to environments where the goal coordinates and robot pose
are fully observable. Unlike these studies, the method we
propose uses features based on the agent’s experience for
instructions, enabling re-labeling even in vision-based and
partially observable environments. As a result, the re-labeled
episodes are learned to imitate, yielding sample efficient and
effective results.

IIl. PRELIMINARIES

A. REINFORCEMENT LEARNING

We consider the instruction-based interactive visual naviga-
tion tasks, where the agent is given an RGB image from
83798

an egocentric camera view and an instruction from the
environment. We use the formulation of Partially Observable
Markov Decision Process (POMDP) that is augmented with
the notion of instruction. In detail, we denote the task as a
tuple (S, O, A, R, P, y,I), where S denotes the state space,
O the observation space, A the action space, R the reward
function, P the transition probability function, and y € [0, 1)
the discount factor. In the interactive visual navigation tasks
that we tackle, the action space is A = M U K, where
M is the set of actions for agent movements and K is
the set of actions for agent’s interaction with goal objects.
7 denotes the set of instructions, where each instruction
I** e T specifies an interaction k € K and a goal
x € X among possible interactions X and goal objects X.
In each episode, an instruction I¥* specifies with which
goal (x) and via which interaction type (k) the agent must
interact. As outlined later in Sec. III-C, the reward function
is determined based on the given instruction. State-value
function in this instruction-based POMDP is V (s, I k.x ) =
V(slk,x) = E[R/|S; = s5,X = x, K = k], where S; is state
attime ¢ and X, K are goal and interaction type given by the
instruction respectively. R, = Z,T/zt y@=Dr, denotes the sum
of decayed rewards r, from time step ¢ to terminal step 7. The
aim of an agent is to find an optimal policy 7* : O — A(A)
that maximizes E[R;].

As the base Reinforcement Learning (RL) algorithm, we use
Asynchronous Advantage Actor-Critic (A3C) [54]. In this
method, the policy gradient for the actor function my and
the loss gradient for the critic function V, are defined as
Eq. 1 and 2 respectively:

VoLrr = —Vglogmy(aslos, x, k)R, — Vy(o4x, k)
— BVgH (g (- oy, x, k)) (1
VoLrr = V(R — Vg(olx, k). )

We note that the critic function V4 : O — R serves to estimate
the value function V while given only the observation, rather
than the actual state.

B. GOAL-AWARE LEARNING

In visual navigation tasks, it is crucial for an agent to
recognize goals based on its experiences. We use goal-
aware representation learning [13], [36] to train the agent to
distinguish between different goals during policy learning.
This involves using the SupCon [55] loss, a contrastive
learning method that pairs same-labeled data as positives.
Additionally, this approach requires datasets with labeled
goal observations. When an instruction is successfully
executed, the observation at the terminal step is considered
a goal observation, and a (goal observation, desired goal
x) pair is stored in the Goal Storage Dg, which serves as
the dataset for representation learning. In this setup, the
desired goals in the instructions act as labels for the goal
observations. Data corresponding to the same goal are treated
as positive pairs, while data for different targets are negative
pairs. This framework helps train the feature extractor using
the Goal-aware SupCon loss function L, which is defined as
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computes prototypical features from the latent representations of those goal observations. (b) If the episode ends successfully, the goal
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episode, and then perform the Visual Hindsight Self-Imitation Learning.

follows:
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where J is the set of indices of goal states in the batch, and P(j)
is the set of all positive pair indices corresponding to the j-th
goal state (where j itself is not in P(j)). |P(j)| is the cardinality
of P(j), - is the dot product operator, g; is the output of the
feature extractor of j-th goal state, and t is temperature as a
hyperparameter.

C. REWARD SETTINGS

In order to perform interactive visual navigation tasks, it is
common to design complex rewards based on distance from
agent to the goal [2], [9], [11], [14], [16] or observation of
agent including goals [12], [14]. To ensure that the agent can
perform the task correctly even with a simple and intuitive
reward setting, we present the following minimal reward
function design.

« Success: Given the instruction 7%, if the instructed goal
object x is reached correctly and the required interaction
k is performed, the agent is judged to be successful and
receives a success reward.

o Timeout: Timeout penalty is given when the maximum
number of steps T is reached.

« Failure: If the agent reaches an incorrect goal or executes
an incorrect interaction, it is given a failure reward. At this
juncture, the agent is not aware of which specific goal
was incorrectly reached or which erroneous interaction
was performed.

o Timestep Penalty: The agent receives a penalty reward
for every step to accelerate trial and error.

VOLUME 12, 2024

IV. METHOD

A. INSTRUCTION TO PROTOTYPICAL GOAL EMBEDDING
A crucial aspect of hindsight methods is their ability to redefine
the goals of failed episodes. However, in visual navigation
tasks [2], [13], [14], [36], [44] with multiple objects or goals,
where the instructions or words specify which goal to reach,
setting the terminal observation as a new goal poses a practical
problem. In general, the tasks specify various goals to be
reached as representations within an embedding space, such
as word embeddings. Yet, when an agent fails to reach a desired
goal, representing the final location of the failed episode in
word form is not straightforward, in contrast to tasks where
goals are given as coordinates. For instance, if the agent
is instructed to navigate and pick up a ketchup but instead
picks up a mustard, then re-labeling this terminal observation
as “Pick up a mustard” is infeasible without an additional
external signal of which object the agent has arrived at.

To address this issue, we introduce the Prototypical Goal
(PG) embedding method for instructions, as depicted in
Figure 2. This method diverges from the typical approach
of word embedding instructions. Instead, it substitutes the
instruction input with feature representations of the target x
with which the agent is supposed to interact. PG embedding
utilizes the goal observations stored during the learning
process to replace conventional input instructions with
prototype representations. These prototype representations
p* are computed as the average vector of the embedded goal
observations associated with each class x as defined by the
following equation:

1
= . 4
p |D§|0€D§f(0) €]
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Algorithm 1 VHS With A3C
Initialize actor and critic
Initialize representation parameters: 6 and ¢
Goal Storage: D, < ¢
Global, thread step counter: 7 <— 0, ¢ < 0
repeat
Environment Reset t < 0
Hindsight Episodic Buffer: Dy < #
Get observation og, instruction / k.x from environment
Get Prototypical Goal embedding p* from Eq. 4
repeat
ar ~ mo(arlos, p*, k)
Receive reward r, and next observation o;4 |
Store the transition (o;, a;, Vg (0:|p*, k)) in Dy
if Success then
Collect success states Dy < D, U {(0;, 1)}
end if
t<—t+1
T «~T+1
until terminal o; or t = t,,,4x
forie{t—1,...,0}do
Calculate Lgy, with Eq. 1 and 2
end for
Calculate Goal-aware loss £, from Dg with Eq. 3
if Fail and Random(0,1) < n then
Re-labeling p* to f(0;) and k to a; in Dy
Calculate Lygs from Dy with Eq. 5
end if
Update the parameters 6 and ¢ using loss £ in Eq. 6
until 7 > Tj0x

In the above equation, f(-) : O — Z is a convolution neural
network that extracts the features of the input observation, Z
is an observation embedding space, and Dy is the portion of
the goal storage D, that pertains to goal object x. If there is
no goal observation for 75 in the agent’s experience Dy, p?
is instead a random vector sampled from N(0, I).

This method is similar to prototypical networks for few-shot
learning [56], [57], [58] and we use our embedding method
to guide the pursuit of a prototype of the desired goal, akin to
strategies employed in scene-driven navigation.

B. HINDSIGHT EPISODIC BUFFER

To solve the challenging problem of sparse reward settings,
HER learns by replacing agent’s unsuccessful experiences
with successful ones by re-labeling the goal. Rather than
discarding such unsuccessful yet informative feedback, such
re-labeling can serve as a textbook for exemplary behavior for
the agent, driving its exploration towards potentially successful
interactions with various goals. We take this approach and
apply it to an interactive visual navigation agent that uses
re-labeling to change its experience, as shown in Figure 2.
Given an instruction 5%, there are three cases of rewards,
outlined in Sec. III-C. Among these, we choose to perform
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FIGURE 3. Example scenes of our environment, MuJoCo and Miniworld.
At each reset, the agent is located at the center of the map, and the objects
are placed in a randomized pose. We set up an agent to perform
interactive visual navigation by combining a UR5 arm robot and a Fetch
mobile robot in MuJoCo. Miniworld experiments with generalization in
environments evaluate complex background changes.

FIGURE 4. Images of the objects used in the MuloCo experiment. From left
to right, the objects are SaladDressing, Mustard, Milk, BBQSauce and
Orangeluice.

re-labeling when a failure reward is encountered, i.e., when
an incorrect goal is reached or an incorrect interaction is
performed. In such cases, the observation and action at
final time step T can be readily used as the new goal and
interaction. Thus, upon receiving failure reward, the goal and
interaction are re-labeled from (p*, k) to (f(or), ar). Note
that PG embedding from Sec. IV-A precisely makes such
re-labeling of goal possible, by placing both f(or) and p* in
the same embedding space Z.

The experience converted by this process, while successful,
is a suboptimal path because it is an unintended experience
from a suboptimal policy. We describe how to utilize this
suboptimal path for learning in Sec. IV-C.

C. VISUAL HINDSIGHT SELF-IMITATION LEARNING

We have previously explained an embedding method for
re-labeling failed episodes in the vision domain in Sec. IV-A.
Using this method, we propose self-imitation for online
learning using the newly obtained trajectories. The overall
algorithm is outlined in Algorithm 1. First, for each episode,
we collect the trajectory {(o;, as, Vs (0:|p*, k))}tT:1 in a buffer
Dy. While calculating the RL loss for each episode, if it
is a failed episode, we additionally compute the VHS loss
according to the reward of the episode as shown below:

_Eoisai,viEDf log wg(ailo, f (or), ar)
+ |V (oilf (or), ar) — vil*. (5)

In this way, online learning with hindsight becomes possible.
Note that the data Dy collected by the current agent is
not accumulated after the agent learns through behavioral

Lyys =

VOLUME 12, 2024
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FIGURE 5. Learning curves for visual navigation tasks in MuJoCo and Miniworld. In all tasks, our method shows rapid improvement and saturation in
performance, demonstrating high sample efficiency. Especially in Task3, it shows a significant gap with baselines in task performance. In Miniworld, VHS
is superior not only in success rate and sample efficiency but also in generalization. The horizontal axis is the number of updates, and the vertical axis is

(e) Miniworld: Training

the success rate. Each curve is produced from 7 trials and indicate bounds as mean + standard deviation.

cloning of actions and values, because it is a suboptimal path.
We additionally clarify that Dy is for the purpose of learning
the proposed method, VHS loss in Eq. 5, independent of RL
loss Lgy, that may use its own separate replay buffer.

Instructions of the failed episodes are re-labeled using PG
embedding, and observation, action, and value of each time
step are used for imitation learning. By generating informative
experiences through the hindsight method and self-imitating
them, the agent can operate efficiently and effectively with
visual inputs, even in hard exploration problems such as
interactive navigations with sparse feedback.

Finally, the overall loss function is as follows:

L=Lg +als+ BLyus. (6)

We also use hyperparameter n € [0, 1], where Lygsg is ignored
in Eq. 6 by probability (1 — ), in order to mitigate the agent
overfitting to suboptimal re-labeled trajectory.

V. EXPERIMENTS

A. EXPERIMENTS SETUP

Through experiments, we aim to evaluate whether our
method can efficiently learn interactive visual navigation
tasks with sparse reward settings. We set up a fetch
mobile robot in the MuJoCo environment [37] where five
objects (Mustard, BBQSauce, SaladDressing, OrangelJuice,
Milk), which are 3D models from Hope3D dataset [59],
are placed at random locations in each episode. To show
scalability and generalization, we further experiment with
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an interactive visual navigation task in Miniworld [38].
This environment comprises seven objects (e.g. RedBox,
YellowKey, BlueBox, etc) and is about 2.1 times larger
than the MuJoCo environment. In the environment, two
tasks have numerous textures applied to the background
and one task has walls to form a maze. This allows us to
experiment with generalization to unseen textures in a larger,
more object-rich, and visually complex environment. At each
time step, the agent can choose a movement action from
M = {MoveForward, TurnLeft, TurnRight} in MuJoCo
and from M,,,; = {MoveForward, MoveBackward, TurnLeft,
TurnRight} in Miniworld. An interaction action is from C,
where K depends on the given task as outlined in Sec. V-Al.
In case the agent is not at the boundary of any object,
an interaction action is neglected, treated as a no-op action.
An episode ends upon success/timeout/failure, and agent
parameter updates are performed at the end of each episode.
The evaluation measures the success rate with 300 episodes.
Further details of the experimental details are described in the
Appendix A.

1) TASK DETAILS
We set up three tasks to evaluate whether our method learns
efficiently with various interaction settings. The agent is
located in the center of the room at episode reset. The three
tasks are as follows, in order of increasing difficulty.
o Taskl - Object Navigation: Success and failure
are determined automatically when the agent finds
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and reaches within a certain boundary of an object.
No interaction is required, i.e. L = . If the object
specified by the instruction is reached, the episode is
a success; otherwise, it is a failure.

Task2 - Interactive Object Navigation: Task2 is similar
to Taskl, except that the agent must perform a single
interaction JC = {Interaction} with an object to determine
success and failure. If an object boundary is reached
but no interaction is performed, the episode continues
without terminating.

Task3 - Multi-interaction ObjNav: In Task3, the
number of interactions increases to three as K =
{Interactionl, Interaction2, Interaction3}, so the total
number of instruction types increases to 15 with five
objects. The instruction is given by the environment
randomly, and the episode is considered a success if
both the object and the interaction are correct, and a
failure if either the object or the interaction is incorrect.
Compared to Task1 and Task2, Task3 is a challenging
task that requires more exploration and is significantly
more difficult to success due to the diverse instructions
and wider action space.

lesser penalty (—0.1) than failure (—1), which initially
encourages agents to wait out and avoid haphazardly
approaching any goal.

« Timestep penalty: To encourage the agent to explore goals

quicker, the environment provides a reward of —0.01 to
the agent at every step.

3) BASELINES
We compare our method to the competitive methods below:

o A3C (Asynchronous Advantage Actor-Critic) [54]: The

most basic reinforcement learning algorithm, it learns
asynchronously in multiple environments through multi-
processing to accelerate learning speed.

BC (Behavior Cloning) [22]: A method for imitation
learning of inputs and outputs, following expert demon-
strations. We collected 100K successful trajectories using
a trained VHS agent. BC agent is trained on these
trajectories.

RL tuning (BC and RL finetuning) [26]: The model
pre-trained using BC is further trained by RL finetuning.
The method prioritizes tuning the critic for consistent

For experiments in a more diverse environment and setting, evaluation, and then performs an iterative learning
we experiment with an interactive visual navigation task in process of finetuning the actor and critic together.
Miniworld. o GDAN (Goal-Discriminative Attention Networks) [13]:

o Miniworld - Training: In training, the task is similar to

Task2, with the number of objects increased to 7. This
environment is 2.1 times larger in width and height than
the MuJoCo environment. It also randomizes the textures
on walls, ceiling, and floor among 12 possible textures,
providing 123 = 1728 background combinations,
to evaluate robustness in a visually complex environment.
Miniworld - Test: We perform experiments to verify the
generalization performance with 33 = 27 background
combinations using textures that are not learned in
training.

Maze: This task is set up with the same size and objects as
Miniworld-Training, but instead of changing the textures
of the background, it has walls to form a maze. In the
maze environment, objects are obscured by walls, so the
agent must search efficient paths in order to find the goal
and perform interactions.

It learns through cross-entropy loss using goal obser-
vations collected for goal-aware learning in visual
navigation tasks. It proposes an agent that pursues goal-
directed behavior, learns samples efficiently, and further
proposes an attention network to maximize the efficiency
of the proposed method. The instruction is input by the
word embedding method.

LSA (Learning Sampling and Active querying) [36]: This
research addresses the phenomenon of experience bias
toward easy goals in navigation due to the imbalanced
difficulty of reaching each goal object. It proposes
sampling for representation learning and an active
querying method for collecting experiences, which is
state-of-the-art among previous works. Also, this work
uses the word embedding method for the instruction
input.

GCSL (Goal-Conditioned Self-Supervised Learning)
[53]: This method performs efficient learning using only

2) REWARD SETTINGS
The reward settings for each task are as follows.
o Success: If the goal is reached within a certain range, the

self-imitation learning by re-labeling the next state or the
terminal observation as the goal. Because this method
does not account for visual navigation tasks, we add

episode is considered a success and the agent receives a
reward of 10. For tasks that require interaction, if the
agent does not perform any interaction C even after
reaching the goal, it only receives a timestep penalty
without the episode terminating.

Failure: If the agent reaches the wrong object or performs
the wrong interaction, the episode terminates as a failure.
In this case, the agent receives a reward of —1.
Timeout: The reward for reaching the maximum number
of steps T in an episode is —0.1. Timeouts incur a
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our proposed PG embedding to re-label the terminal
observation as the goal, and also apply SupCon loss to
learn about the goals. The main difference between GCSL
and our method is that it performs self-imitation learning
without a reward-maximizing RL policy.

VHS (Ours): In our proposed method, we calculate
SupCon loss for learning the goals based on A3C. When
learning, we use PG embeddings to pursue the goal, re-
label the last observation and interaction in the failed
episodes, and learn by self-imitation.
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FIGURE 6. Learning curves of ablation studies. Experiments are performed on Task2 (Interactive Object Navigation). The horizontal axis is the

number of updates, and the vertical axis is the success rate.

TABLE 1. Success rate comparison for each algorithm and ablation study for embedding methods on Task1, Task2, Task3, Miniworld and Maze.

Algorithm \ Task1 (%) Task2 (%) Task3 (%) Miniworld-Training (%) Miniworld-Test (%) Maze (%)
A3C 23.1+7.0 155+ 1.1 41457 26+1.0 28£1.5 21422
GCSL 7.6 £94 87+74 43409 12+14 1.24+1.3 25+19
GDAN 87.14+46 743+ 15.1 13.3 +8.3 2.6 + 0.6 29+09 9.2 +10.0
BC 36.0+4.9 36.6 4.4 38.0 + 3.1 28.6 + 2.0 2754+ 1.3 355+7.6
RL Tuning 87.0+ 1.7 71.7 £ 8.9 453+19 475+5.6 436+72 58.2+4.5
LSA 89.6 + 1.8 899+ 1.6 16.9 + 6.5 48.1 £5.1 47.1 £ 6.1 424+ 122
VHS (Ours) 92.14+08 92.0+08 89.5+0.9 789 +1.2 76.8+26 75.2+32
Word Embedding (GDAN) 87.14+4.6 743+ 15.1 13.3 +8.3 2.6 +0.6 29+09 9.2 £10.0
PG Embedding (Ours) 90.6 + 1.7 89.6 + 2.1 31.8 £ 8.1 89+46 74 +4.7 11.7+74
[ Succes Timeow W Fail] GDAN shows learning performance of 87.2 4= 4.2% and
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FIGURE 7. Proportion of three reward types. Experiments are performed
on Task2. The horizontal axis is the number of updates, and the vertical
axis is the probability for each reward type.

We iteratively trained with random seeds at least 7 times,
and the details of the hyperparameters used and additional
ablations are shown in Sec. VI and Appendix A.

B. EXPERIMENTAL RESULTS

Below, we summarize the results of our experiments with
the reward settings and baselines for each environment. The
learning curves of the three tasks in the MuJoCo environment
and the Training/Test tasks in the Miniworld are shown in
Figure 5, and the results are recorded in Table 1.

1) EXPERIMENTAL RESULTS OF MUJOCO

A3C demonstrates marginal progress, with a performance of
23.1 & 7.0% in Task1 and negligible improvement in Task3,
suggesting that the three tasks are very challenging to learn
with a conventional RL algorithm.
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74.3 &£ 15.1% on the Taskl and Task2 in Figure 5(b) and
Figure 5(c), respectively, with slow and steady improvements
in learning, indicating that an agent with goal-directed
behavior can learn even under sparse reward designs. However,
in Figure 5(d) where GDAN achieves 13.3 &£ 8.3% in Task3,
the learning curve improves very weakly, suggesting that the
goal-directed behavior and attention models alone are not
sufficient in this task, which requires a variety of interactions.

In contrast, GCSL underperforms compared to A3C in the
first two tasks and fails to exhibit learning across all tasks.
This outcome suggests that a self-imitation learning through
re-labeling without explicit rewards is inadequate for robust
learning.

BC method is less affected by task difficulty because it
learns by imitating successful trajectories, and it performs
uniformly across all tasks. However, its success rate is
somewhat lacking, probably because it only imitates the given
expert trajectories. It seems unable to explore and generalize
to goal locations that do not occur in the dataset.

RL Tuning finetunes the agent that is pre-trained from BC.
This improves upon the BC agent, leading to competitive
performance in Taskl and Task2. It also performs better
than other baselines in Task3. Nonetheless, we observe a RL
Tuning’s significant performance gap from our VHS. This
may be due to RL Tuning’s lack of particular method in
encouraging exploration.

LSA is a method that boosts sample efficiency and
performance by focusing on one type of instruction at a time.
Thus, LSA shows high performance in Taskl and Task?2.
Nevertheless, it fails to learn well in Task3. This is likely
because Task3 involves not only numerous goal objects but
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also multiple interactions, increasing the number of interaction
types from 5 to 15. From the result, we speculate that LSA
struggles to scale to a huge variety of instructions.

On the other hand, our proposed method, VHS, shows the
highest learning performance as well as the lowest variance in
all tasks, converging stably in each iteration. Specifically, VHS
exhibits remarkable sample efficiency, achieving state-of-the-
art success rates 0f 92.14+-0.8%, 92.04+-0.8% and 89.5+0.9%
on the three tasks, respectively. Notably, in Task3, VHS shows
a significant gap compared to the baselines, indicating that our
method is robust in sparse reward settings in interactive visual
navigation tasks. As depicted in Figure 5(d), where successful
trials are exceedingly sparse, our method reaches a saturation
point in learning with a high success rate. These results
demonstrate the effectiveness of the proposed approach that
combines re-labeling with self-imitation learning to facilitate
the acquisition of successful experiences via PG embedding.

2) EXPERIMENTAL RESULTS OF MINIWORLD

To evaluate scalability, we use Miniworld environment, which
is larger than the MuJoCo environment and has a greater
diversity of objects. In addition, the Training and Test
environments serve to evaluate robustness to visually complex
scenes, as well as generalization to unseen background
textures. Maze task poses a more complex environment,
contain inner walls that obstruct the agent’s view and
movement. This serves to evaluate the agent’s ability to scale
to structurally complex task.

In this task, Figure 5(e) and 5(f) show that most baselines,
including A3C and GCSL, as well as GDAN, do not improve
their learning curves. On the other hand, BC, which learns
from successful experiences, and RL tuning based on BC, have
a relatively high success rate and show good generalization
even with complex backgrounds. However, the improvement
in success rate is limited, which we speculate is due to the
limitations of BC and RL tuning, which lack representation
learning of the goal and feedback on unsuccessful experiences.
In addition, LSA, which increases the experience of goals
that need to be trained, also shows a delayed improvement
in success rate. This is likely due to the large number of
goals and complexity of their backgrounds, which results in
intensive training on individual goals but not enough feedback
on failed experiences. This proves that sufficient experience
with success and feedback on failures are essential to solving
the task.

Figure 5(g) depicts the learning curves for the Maze task.
A3C and GCSL fail to learn, and GDAN starts to improve late.
LSA and RL Tuning, which lack re-labeling, achieve higher
performances than the baselines but are still insufficient.

For these complex and difficult tasks, the proposed method
has much steeper learning curves with higher success rates,
showing rapid saturation. These results support that our
method can not only scale well to larger environments with
greater diversity of objects and to a more structurally complex
maze, but also generalize well to unseen, visually noisy
backgrounds. In other words, for difficult tasks with frequent
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FIGURE 8. Visualization of prototypical goals and embeddings of goal
observations. The center of each region shows the prototypical goal
embedding of the corresponding object, while the neighboring images
visualize data from goal storage with close feature distances and point
outward to the source images.

failures, our proposed VHS, which re-labels the experience
and learns by self-imitation, is more effective and sample
efficient.

VI. ANALYSES

A. ABLATION STUDIES

1) EMBEDDING METHODS

To evaluate the efficacy of PG embedding, we contrast it with
the conventional word embedding technique. The learning
curves are shown in Figure 6(a) for Task2 and the success
rates are shown in Table 1 for all tasks. The algorithm we
used for training is based on SupCon loss L for goal-aware
learning with A3C as Lgr, applying each embedding method.
The learning curves reveal consistent progress for both the
word embedding and our PG embedding methods. Regarding
the performance improvement of PG embedding compared
to word embedding, Table 1 shows that the more difficult
the task, the greater the improvement. In Task3, the success
rate of word embedding is only 13%, while PG embedding
increases it to 32%. Overall, the agent better performs with
PG embedding compared to word embeddings.

2) PROBABILITY OF TRIGGERING VHS LOSS

We calculate and update the VHS loss by re-labeling when the
agent has failed episodes. As mentioned in Sec. IV-C, we apply
the VHS loss Lygs with probability 5 to lessen potential
overfitting to suboptimal re-labeled trajectories. We perform
an ablation study on this probability n by conducting
experiments on Task2 with n € {40%, 60%, 80%, 100%}. The
learning curve for each probability of VHS loss is plotted in
Figure 6(b). Overall, the learning curve improves and saturates
more rapidly with higher n, indicating that our proposed
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FIGURE 9. Visualization of goal observations using t-SNE. Note the distinct
regions for different objects, indicating that the features are
well-segmented.

method is effective. However, there is a slight gap between
80% and 100%, with 80% saturating more rapidly and reliably.
This suggests that the trajectories used for self-imitation
learning are indeed suboptimal paths and that some of the
experiences cause noise or overfitting.

3) PROPORTION OF REWARD TYPES

Figure 7 shows the reward distribution across different
methods during the learning process. Timeouts are notably
more frequent than successes and failures, a trend attributed
to the agent’s rarity in reaching any goal through random
behavior.

A3C consistently records the highest rate of timeouts and
the lowest rate of failures, suggesting a tendency towards
non-productive trial and error instead of successful task
completion. GCSL, occasionally reaching incorrect goals
due to PG embedding and SupCon loss, shows prolonged
periods of high failure rates. This method, which relies on
imitation learning without RL incentives, suggests that its
failure to reach a correct goal does not significantly impact
its learning outcomes. GDAN predominantly encounters
timeouts early in learning but exhibits gradual improvements
in goal differentiation over time, leading to reduced timeouts.
However, since GDAN does not account for interactions,
its learning remains inefficient. In contrast, VHS starts
with a higher failure rate that diminishes over time.
It enhances learning through self-imitation and penalization
of unsuccessful attempts. Consequently, VHS achieves the
highest success rates and sample efficiency.

4) ABLATION ON RE-LABELING OF GOALS

For VHS, we propose Prototypical Goal embedding method
to re-label the terminal observation as goal, only in the
case of failed episodes. For an ablation study on re-labeling
methods, we perform additional experiments by re-labeling
when episode ends in a failure, when the episode timeout
occurs, and when either a failure or a timeout occurs (referred
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TABLE 2. Sample efficiency measures in Task2. SRR (lower the better) and
SEI (higher the better) are measured with GDAN performance as a
reference. “Number of Updates” indicates the number of updates required
to reach the reference performance.

. Number of
Algorithm Updates SRR (%) SEI (%) 1
GDAN (Word embedding) 500,000 100 0
PG embedding (Ours) 345,116 69.0 449
LSA 290,972 58.2 71.8
VHS (Ours) 103,002 20.6 385.4

to as Both). These experiments are conducted in Task2. For
timeout, we re-label the terminal observation as goal when
the maximum number of steps 7" = 20 is reached within an
episode.

Figure 6(c) shows the learning curves, and we can see
that unlike the curve for re-labeling on failure, there is no
improvement in performance when learning by re-labeling on
timeout, and a slight improvement at the end for re-labeling on
“Both.” When the agent ends the episode with a timeout, the
agent is still approaching the wall without sufficiently having
learned to reach the goals, or it is performing unnecessary
actions without reaching the goal that requires interaction.
For this reason, re-labeling on timeout is not considered
appropriate. Additionally, we can see a small improvement
for re-labeling on “Both,” from which we speculate that
re-labeling on timeout is mostly interfering with learning.
Thus, our results support that only the proposed re-labeling
of failed episodes leads to efficient learning in an interactive
visual navigation task.

5) SAMPLE EFFICIENCY MEASURE
To quantitatively measure the sample efficiency, we use the
Sample Requirement Ratio (SRR) and Sample Efficiency
Improvement (SEI) metrics as proposed in [13]. With
algorithm A as the reference, these measures are calculated
based on the success rate X% of this reference algorithm
A and the number of updates n4 required for A to reach
the corresponding success rate. Then we find the number
of updates np required to reach the success rate X % for the
algorithm B we want to measure, and calculate SRR = ng/ny.
The SEI is calculated as (ng — ng)/np. Lower SRR and higher
SEI indicate better sample efficiency relative to the baseline.
We show the measurements of the sample efficiency in
Table 2. We choose GDAN as the reference algorithm and take
74.3% after 500k updates as the criterion in Task2 to measure
the efficiency of PG embedding and VHS. The results show
that VHS is significantly more sample efficient than GDAN
and LSA, with SRR of 20.6% and SEI of 385.4%. In addition,
PG embedding has SRR of 69% and SEI of 44.9%, indicating
that it also improves sample efficiency compared to word
embedding.

B. VISUALIZATION OF PROTOTYPICAL GOALS

We visualize the extracted features and the prototypical goal
embeddings for the goals pursued by the agent. To perform
the visualization, we add a decoder training by Variational
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AutoEncoder (VAE) [60], [61] with the proposed method,
where we train the decoder with samples from the goal storage.
Then, the prototypical goal embeddings obtained with Eq. 4
are visualized using the decoder.

The visualization of the five objects used in our experiments
is shown in Figure 8, where we visualize the PG embeddings
in the center of each region. The surrounding images are
sampled from the goal storage with close feature distances
and visualized in the same way, with arrows pointing to
the original images. Since each object is placed in different
orientations and positions in the environment, we can see that
the visualization of the embedding reflects the shape and color
of objects. The surrounding images also reflect the shape and
color well. For the goal pursued by the agent, it is shown that
these visual aspects of the desired goal can be well-extracted
and pursued through PG embedding. Thus, when re-labeling is
performed in the failure episode, PG embedding-like features
can be set as the goal even for the incorrect goal similar to PG
embedding.

C. VISUALIZATION USING T-SNE

About 1,000 goal observations are collected for each class
by an agent with uniform random policy, and the features
are extracted by the learned VHS and visualized using t-
SNE [62] in Figure 9. This figure shows that there are distinct
regions for different classes, and the features for each goal
are distinguishable once the representations are sufficiently
trained. This result supports Figure 8 where the regions are
well-segmented by features.

VII. CONCLUSION

In this paper, we present the VHS approach with prototypical
goal embedding, designed to enhance the task performance
and sample efficiency in interactive visual navigation tasks
with sparse rewards. Our comprehensive experimental results
reveal that VHS significantly improves success rates and
sample efficiency by hindsight visual goal re-labeling of
unsuccessful episodes and by boosting deep exploration
through leveraging self-imitation with enriched successful
episodes. Notably, our PG embedding, crucial for enabling
goal re-labeling from visual observations, operates effectively
within this framework without reliance on any pre-trained
models. This work is the first one to demonstrate the feasibility
of using the hindsight experience replay technique in real-
time vision-based tasks, eliminating the need for prior data
collection. It paves the way for the integration of this approach
into a range of related fields.

Moreover, we anticipate that subsequent research will
validate the utility of VHS in incremental learning, especially
for effectively interacting with new, unseen objects. Our
proposed method can be combined with LLMs (Large
Language Models) [27], [63], [64], [65] to generalize to more
advanced navigation tasks, such as navigation by reasoning
the locations of arbitrary goal objects using commonsense
knowledge. Our method can also be extended to more general,
high-level interactive tasks with VLMs (Vision Language
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Models) [66], [67], [68], such as having an arm robot prepare
a meal through multiple steps of interacting with ingredients.
Such extension may lead the future research closer to a more
human-like embodied Al

A current limitation, however, is that the approach has not
been evaluated in settings that require a continuous action
space. Additionally, failure rewards and timeout rewards are
assumed to be distinguishable for the re-labeling method.

APPENDIX A

EXPERIMENTS DETAILS

A. EXPERIMENTS DETAILS

We share the details of the implementation, such as neural
network architecture and hyperparameters used in the
experiments.

1) IMPLEMENTATION DETAILS

The agent receives a 2-frame-stack of 64 x 64 RGB images as
an input. The feature extractor processes this input and outputs
256 hidden features. The feature extractor is a 4-layered
Convolutional Neural Network, and batch normalization is
applied to each layer. All convolutional layers have kernel
size 3, stride 2 and padding 1, and the output dimension
is 256. Afterward, the input image and the PG embedding
are processed via gated-attention [69], and the resulting
feature vector is fed into a Long Short-Term Memory (LSTM)
module, where the output hidden vector and context vector
have dimensions of 256. In Task3, which involves various
interactions, the interactions provided by the instruction are
embedded and concatenated into the features before and
after the LSTM. Finally, the action and value are output by
feeding the LSTM’s output hidden vector into the policy and
value function, each composed of a 2-layered Multi-Layer
Perceptron (MLP).

2) HYPERPARAMETERS

The hyperparameters used in the experiment are recorded in
Table 3. For VHS trigger 7, the higher the value, the more
the loss calculation is reflected, While we used the n that we
found during hyperparameter tuning, we believe that it can be
set higher depending on the experimental environment. The
sampling size for PG embedding was set according to the
hardware used for training, and other values were set similarly
or identically to [36].

B. ENVIRONMENT DETAILS

1) MUJOCO ENVIRONMENT

The first-person perspective navigation in the MuJoCo
environment we used for our experiments is shown in
Figure 3(a). The map we used for our experiments is 3m x3m in
size, and the agent has a stride length of 0.5 m. The maximum
number of steps in an episode 7T is 15 in all MuJoCo tasks.
At each episode reset, the agent is located in the center of the
map, and the objects are located in random positions within
the map boundaries and in random postures. Our agent is
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TABLE 3. Hyperparameters used in our experiments.

Parameter Name Value
Probability of VHS Trigger n 0.8
Samples for PG Embedding 64
Temperature of SupCon 7 0.07
Warmup 150
Batch Size for SupCon 64
SupCon Loss Coefficient n 0.5
Discount y 0.99
Optimizer Adam
AMSgrad True
Learning Rate le-4
Clip Gradient Norm 10.0
Entropy Coefficient 0.01
Number of Training Processes 5
Number of Test Processes 1
Backpropagation Through Time End of Episode
Non-Linearity ReLU

a combination of a fetch mobile robot and a URS arm and
is set up to perform the task of approaching and interacting
with objects. Our environment is characterized by the need
to perform the task in a sparse reward setting, without a
pre-trained model such as object detection or recognition.
The five objects that need to be reached are illustrated in
Figure 4, all of which are placed in random postures, including
orientation. All of the objects are easily encountered in
real-world environments.

2) MINIWORLD ENVIRONMENT

The Miniworld environment, which implements an interactive
visual navigation task to experiment with generalization and
scalability, is shown in Figure 3(b). The environment we used
is 9m x 9 m in size, and the agent has a stride length of 0.7 m.
The maximum number of steps in an episode 7 is 50. The
number of steps required from the left end of the environment
to the right end is 13 steps, compared to 6 steps in the MuJoCo
environment, so this environment is 2.1 times larger when
map size and stride width are considered together. In each
episode, like the MuJoCo environment, the agent is located
in the center of the environment, and objects are placed in
random locations. The objects and textures used from those
provided by the environment are shown below:

« Objects: RedBox, GreenBox, YellowKey, GreenKey,
BlueKey, PurpleBall, YellowBall.

o Seen textures: brick_wall, airduct_grate, asphalt,
cardboard, ceiling_tile_noborder, ceiling_tiles, cin-
der_blocks, concrete, concrete_tiles, floor_tiles_bw,
grass, lava.

« Unseen textures: marble, metal_grill, picket_fence.

C. EXPERIMENTAL COMPLEXITY
We perform the experiments in the machine with the following
specifications.

o CPU: AMD Threadripper 3970X (32 cores)

« RAM: 256 GB

o GPU: RTX 3090 x 2

The training time and RAM spent on the Miniworld-
Training experiment using this machine is shown below.
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(Note that we do not aggregate RAM usage for the learning
environment).

e A3C: 7.5 hours, 13GB

o GCSL: 18.5 hours, 13.7GB

o GDAN: 8.2 hours, 13GB

e« BC: 36 hours, 23.4GB

o RL Tuning: BC + 4.5 hours, 21.7GB

e LSA: 9.2 hours, 13GB

o VHS (Ours): 9.8 hours, 13.7GB
Both the memory usage and the training time of VHS
is increased marginally compared to the other baselines.
We equalized the number of updates for comparison with
all baselines, but we expect our method to take less than
half the time in practice compared to baselines due to early
convergence with high sample efficiency.

Furthermore, our research enables online learning in
vision-based tasks using re-labeling. This work can be
extended by collecting, sharing, and updating experiences
with large-scale multi-agent systems [70], [71], recognizing
and processing a wider variety of objects. Combined with
anomaly detection methods [72] for event-triggering, the
agents may proactively respond to unseen or rewarding states.
Such extension may allow our method to be applied in the real
world.
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