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ABSTRACT In the medical domain, particularly in intensive care units (ICUs), the immense volume
of patient data presents a significant challenge for clinicians, often resulting in the oversight of critical
information or excessive time consumption in accessing it. Recommender systems have been introduced to
facilitate targeted, data-driven decision-making and ease the burden on healthcare professionals. This paper
introduces Smart Summary, a novel distributed medical recommender system aimed at streamlining the
analysis of extensive patient data and improving diagnostic accuracy by focusing on essential information.
Smart Summary leverages patients’ admission reports and past lab values to predict International
Classification of Diseases (ICD) codes, extract disease names, and forecast future abnormalities in lab values.
Using this information, Smart Summary builds a comprehensive patient profile that covers the patient’s
case precisely. Additionally, it recommends the most relevant laboratory values for individual patients
by analyzing their data through various modules, including lab values abnormality prediction, automatic
ICD codes prediction, and disease-named entity recognition. Furthermore, Smart Summary enhances its
performance by incorporating doctors’ feedback, utilizing this information to refine recommendations for
patients with similar profiles within the same cluster. Experimental results demonstrate that Smart Summary
effectively learns to recommend relevant lab values for patients, achieving a Precision@10 of 0.92 after
training on doctors’ feedback. Moreover, Smart Summary employs an efficient distributed machine learning
method based on a split learning mechanism to ensure patient data privacy. This mechanism not only
guarantees data privacy and security but also reduces communication overhead by 72% and computation
overhead by 45.2% compared to the original split learning mechanism. To our knowledge, Smart Summary
is the only system that creates comprehensive patient profiles using multiple machine learning models and
recommends relevant lab values while ensuring privacy, efficiency, and security across various data sources.

INDEX TERMS Distributed machine learning, green Al, ICU, medical informatics, recommender systems,
split learning.

I. INTRODUCTION
Information overload refers to the phenomenon of having too
much information to process or make sense of [1]. In the
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field of medicine, data overload is a major problem that
can negatively impact patient care and healthcare delivery.
The amount of data available to healthcare professionals,
including patient medical records, lab results, and imaging
studies, is growing rapidly. This makes it challenging for
doctors, nurses, and other healthcare providers to access and

© 2024 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.
VOLUME 12, 2024 For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ 83719


https://orcid.org/0000-0002-9081-1274
https://orcid.org/0000-0002-9929-2925
https://orcid.org/0000-0002-8887-4321

IEEE Access

A. Ayad et al.: Smart Summary: A Distributed Medical Recommender System for Patients

comprehend relevant information and identify patterns and
trends that could be used to improve patient outcomes and
healthcare [2]. Additionally, data overload can lead to delays
in diagnosis and treatment and an increased risk of medical
errors. It also makes it difficult for healthcare professionals
to stay up-to-date with the latest medical knowledge and
guidelines.

To address the problem of data overload in medicine,
healthcare organizations are turning to data management and
analytics solutions to better organize, access, and interpret
their data. Additionally, the use of recommendation systems,
natural language processing, and other technologies can
help healthcare professionals easily access and interpret the
information they need [3].

Recommender systems are becoming increasingly impor-
tant in managing medical information, as they can help
doctors and patients easily access relevant and up-to-date
information. These systems use data mining and machine
learning techniques to analyze large amounts of data, such
as electronic health records (EHRs), and make personalized
recommendations based on patient’s individual needs and
preferences. This can greatly improve the efficiency and
effectiveness of medical care, as well as increase patient
satisfaction. Moreover, recommender systems can also help
with decision-making by providing healthcare professionals
with evidence-based recommendations. Overall, the imple-
mentation of recommender systems in managing medical
information can greatly benefit doctors and patients [4].

A. RELATED WORK

Since the rapid increase in the availability of medical data
for training machine learning models, there has been a lot of
work on using machine learning-based recommender systems
in medicine [5]. For example, the authors in [6] propose
a decision support system that reads the patient’s medical
records and processes them using a sliding-window-based
time-series prediction algorithm to predict short-term risk
for heart failure. According to the risk, the system will
recommend whether the patient needs a certain medical
test, like a heart rate test. Similarly, the authors in [7] use
an autoencoder-based time-series prediction algorithm to
recommend physical activity for senior adults.

Moreover, the authors in [8] have developed a recom-
mender system based on random forests to classify diseases
according to symptoms and recommend a list of relevant
precautions for that disease accordingly. Similarly, the
authors in [9] use singular value decomposition and decision
trees to recommend suitable doctors for patients.

Additionally, the authors in [10] proposed a hybrid
recommender system framework that combines artificial
neural networks and case-based reasoning to support general
practitioners (GPs) in personalized clinical prescriptions.
The system creates a patient feature based on demographic
information, lab test results, and free text. Then, the system
clusters drugs by a k-means algorithm based on the frequency
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TABLE 1. Comparison between recommender systems in the medical
domain. CF: collaborative filtering. SVD: singular value decomposition.
NN: neural network.

Approach Model Type Distributed Recolﬂﬁinded Ref.
Time-series Movmg No Med}cal [6]
. window advice
forecasting Phvsical
Autoencoder No -y [7]
activity type
.. Random Diseases,
Dirc;;on forest No Precautions 18]
: SVD +
Decision tree No Doctors 9]
Clustering K{\Irri;ns No Drugs [10]
Filteri CF Y Treatment [12]
iltering + Blockchain es reatments
based NN+
Federated Yes Drugs [13]
learning
Smart NN+
summar K-means + Yes Lab values
‘ y Split learning

of concurrence with symptom features. The system uses
multi-label classification to predict the chosen drug cluster
based on the patient feature and then rank the drugs within
the cluster using case-based ranking.

All of the aforementioned systems are centralized systems
that work on big datasets with all the patient’s information.
However, the need for distributed machine learning (DML)
systems has recently increased because they allow sensitive
medical data to be processed on local machines, where the
data often originates rather than being sent to a central server.
This can help protect patient privacy and maintain medical
data security [11]. Additionally, real-time data processing is
often required in medical settings, such as in an intensive
care unit (ICU). DML allows for models to be deployed
on edge devices, such as in hospitals or clinics, enabling
real-time decision-making and scalability [11]. For example,
the authors in [12] proposed a system named HealthMudra
to recommend treatments for patients with diabetes. In this
work, a filtering-based recommendation system is proposed
to prevent diabetes. To achieve this goal, a decentralized
database utilizing Blockchain technology is employed to
store many doctor-generated recommendations for reducing
symptoms of diabetes. Furthermore, the authors in [13]
use federated learning to recommend drugs to doctors in a
distributed and private way. Finally, Table 1 summarizes the
reviewed literature and how they compare to our proposed
approach.

This work investigates the diagnosis and treatment of
critically ill patients in the intensive care unit (ICU).
Following our previous work in [14] and [15], we focus
on mechanically ventilated patients. The motivation behind
this work lies in the significant amount of laboratory data
that is regularly collected during the treatment of these
patients. However, due to the large number of values that
need monitoring in the ICU, which can sometimes exceed
100 lab tests [16], important anomalies, trends, or relevant
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values may not be identified. Especially since many of
the lab tests ordered at the ICU might not be essential
for a specific patient [17]. Identifying relevant lab values
can aid in resource allocation and save lives by enabling
timely intervention. Furthermore, healthcare workers spend
30% — 50% of their time in front of computers and must
deal with a vast amount of patient data [15], [18]. Any
savings in that time can allow them to spend more time with
patients. Therefore, we developed a distributed recommender
system that analyzes the patient’s historical data collected
in the EHR during their stay and recommends the most
relevant lab test results (lab values) for that patient to
healthcare professionals, highlighting which lab values are
predicted to be abnormal in the next time that lab test
is done. Additionally, the system analyzes the admission
reports. It automatically predicts ICD codes and extracts
disease names to make them easily available for doctors to
analyze and use to group similar patients. The system can
also receive feedback from healthcare professionals on its
recommendations and learn to give better ones in the future
for similar patients in all of the hospitals participating in our
distributed system without sharing the patients’ data. Our
DRS can support healthcare professionals in making more
efficient, comprehensive, and better diagnoses, which could
further enhance healthcare quality.

Our overall system is shown in Fig. 1. The patients’ data
is collected and saved in the EHRs. The different modules of
our system process this data to generate the patients’ profiles
and cluster similar patients according to these profiles. Then,
the system will record the doctors’ interactions and save
them locally in the feedback dataset (the user-item matrix).
Additionally, the deep neural network, which is the core of
our DRS, that trains on the feedback dataset, is split into two
parts following the split learning architecture [19]: A client
part that learns from the local user-item matrix and a server
part that uses the output of the client model to continue the
training on the rest of the model. The client model is the
same for all the hospitals/clinics, where each model trains on
local data. This ensures that we only share the output of the
client models and not the raw input data, leading to secure
and private learning.

B. OUR CONTRIBUTIONS
The contributions of our work are as follows:

« We integrate our lab values abnormality prediction
module introduced in our previous work [15]. The
system reads the patients’ lab values and predicts which
lab values will be abnormal shortly.

« We developed a model for ICD code prediction based on
a Multi-CNN architecture and the attention mechanism
that outperformed similar models in this task. The model
outputs a list of predicted ICD codes for a specific
patient.

o We used the BioBERT model to analyze admission
reports, extract disease names to be shown to doctors,
and use in the patients’ profiles.
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« We propose a novel DRS architecture that combines the
output of the aforementioned modules by stacking them
to build a patient profile.

o We use the K-means algorithm to group patients’ pro-
files. The patient clusters are then utilized to recommend
relevant lab values to similar patients within the same
cluster.

o We tested the ability of our DRS to learn from doctors’
feedback by creating testing scenarios that include a
variable number of patient groups.

o We utilized our innovative modified split-learning
approach, as presented in our prior work [20], to revamp
the DRS architecture. This ensured data privacy for
all participating hospitals while significantly reducing
communication and computation overhead during the
learning phase.

« We investigated the explainability aspect of our system
to confirm the usability of our DRS by doctors.

C. PAPER ORGANIZATION

The remainder of this paper is organized as follows.
In Section II, we explain our proposed system architecture
and its sub-systems. In Section III, we cover the experimental
setup and discuss the overall system results and performance
as well as the explainability aspect of the system. Finally,
we conclude our work in Section IV.

Il. SYSTEM MODEL

In Fig. 2, the overall framework of our recommender
system is shown. The framework shows, from a single
local user’s perspective, the end-to-end recommendation
system, including the sub-modules A, B, and C that are
used to construct the patient’s profile which is used then
by the recommendation system (sub-module D) to generate
the patient’s smart summary which includes the relevant
lab values list alongside the predicted ICD codes and the
extracted disease names. The framework begins by reading
the following patients’ data from the EHR:

1) Lab values: these are the results of the lab tests that
are done during the patient’s stay at the ICU. Because
the lab values are irregular in terms of frequency,
additional preprocessing was required to deal with
them. We have chosen the most frequent 25 lab values
from the MIMIC dataset (Sodium, Potassium, white
blood cell count, etc...) as our main set of lab values.
The full list of chosen lab values is described in our
previous work [15].

2) Demographics: these include the age, gender, and
weight of the patient. The statistical properties of these
chosen features are also mentioned in our previous
work [14].

3) Admission notes: a patient’s status is routinely recorded
in a continual document, which wraps up with a
discharge report. Since we want our recommendation
system to start working at the admission time, we had
to take some parts from the discharge report that are
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FIGURE 1. lllustration of our proposed DRS. The system processes the patient data to generate the patient profile. The profile is used then by the

DRS to recommend relevant lab values.
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FIGURE 2. The framework of the proposed DRS. The system has 3 modules (A, B, C), and their outputs (x,y,z) are used to generate the patient profile.

This profile is used to generate recommendations and record interactions.

known to be recorded at admission. These include a
history of present illness, medical history, admission
medications, and family history.

Each one of these data types will be input into the
three main modules: the abnormality prediction module, the
ICD codes prediction module, and the disease-named-entity
recognition module. The output of these modules is used
to construct the patient’s profile by stacking the patient
demographics, predicted abnormal values, predicted ICD
codes, and the extracted disease names together. The profile
is used by the RS to calculate the similarity scores with
other patients. Then, the RS will rank the lab values and
show the ones the model thinks most relevant to the medical
staff, alongside the predicted ICD codes and the extracted
diseases’ names. Finally, the system will record the doctors’
interaction with the recommended summary and save it in the
interaction history so the RS can learn from it the next time
the system works on a similar patient. In the next sections,
we will discuss each sub-module in more detail and the fully
distributed RS architecture.

A. LAB VALUES ABNORMALITY PREDICTION MODULE
The main purpose of this module is to analyze the patient’s
lab values and classify which lab values are predicted to be

83722

abnormal in the future (the next time that test is done) and
which will be normal. This module has been introduced in
our previous work [15]. The module can be seen in Fig. 3,
and it consists of the following main steps:

1) PREPROCESSING

The MIMIC-III dataset contains many different lab values,
which necessitate preprocessing steps. In this work, we have
chosen a comprehensive patient data profile comprising
25 lab values (L1, L2,..., L25) for each individual, covering
the training, validation, and testing phases. These values were
extracted as a multidimensional discrete time series at 4-hour
intervals and were aggregated through appropriate averaging
or summation methods. The lab values selected were deemed
the most frequent and most relevant to the patient cohort
focusing on mechanically ventilated patients, as identified
in our previous work [14] by the medical experts from the
University Hospital of Rheinisch Westfilische Technische
Hochschule (RWTH) Aachen. Additionally, we had to apply
methods to ensure that we got a proper time series suitable
for the machine learning pipeline. First, we applied the time-
windowed sample-and-hold method to fill in most of the
missing values. The lab sample is held (repeated) for a certain
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FIGURE 3. The lab values abnormality prediction (module A in Fig. 2) module introduced in [15].
time, depending on the frequency of the value or until the
next available value. The data point will be ignored if the
holding time exceeds the calculated maximum holding time. l »L ____________
Additionally, k-nearest neighbor imputation with singular : P :
value decomposition (SVD) was used to fill the remaining ; Convib - ConviD ;
E | Activation (LeakyReLU) ‘ [ ' | Activation (LeakyReLU) ‘ 1 3-times stacked

missing values. Moreover, any ICU stay with more than 50%
missing values was discarded. Finally, Tukey’s range test was
used to detect and remove anomalies in the data [14].

2) WINDOWING

The resulting regular time series will be split into multiple
shorter sequences using the moving window technique. Each
resulting windowed sequence will be used as an input sample,
including the lab values from ¢ — T, where T is the window
size, till # — 1. The last time step of each sequence ¢ will be
used as the corresponding output binary vector [15].

3) CHECK AGAINST NORMAL RANGES

As mentioned before, the lab values vector from the last time
step of each window will be compared against the reference
ranges from the American College of Physicians (ACP) [21].
The output will be a binary vector representing the predicted
abnormality of the corresponding lab values.

4) PREDICTION MODELS

The classification model’s job in our work is to predict for
an input sequence of lab values an output binary vector that
represents which of the lab values are predicted to be normal
(denoted by 0) or abnormal (denoted by 1). In our previous
work [15], we tested multiple machine learning models used
for time series classification. The models are long-term
short memory (LSTM), convolutional neural network (CNN),
Multi-CNN (MCNN), Transformer, Temporal convolutional
network, and LightGBM. For example, the MCNN model’s
architecture can be seen in Fig. 4. The multiple convolutional
operations allow processing the input of the sequence
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FIGURE 4. The Multi-CNN architecture used in the lab values abnormality
detection module [15].

from different perspectives, capturing multiple different time
dependencies.

B. ICD CODES PREDICTION MODULE

The International Classification of Diseases (ICD) is a
healthcare classification system developed and maintained
by the World Health Organization (WHO) [22]. This system
assigns unique codes to various diseases and health statuses
based on specific rules. Currently, the classification of
diseases heavily relies on human resources, and professionals
must review a large amount of textual data to make
classifications. Even with professional disease classifiers,
this process is time-consuming and requires a balance of
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FIGURE 5. lllustration of automatic ICD coding system. The system
tokenizes the admission notes and classifies the resulting word
embeddings into output ICD codes.

efficiency and accuracy. The use of artificial intelligence in
this process could potentially save time for hospitals. In our
work, we built an automatic ICD-9 code classification system
that uses natural language processing (NLP) techniques as
well as other machine learning classification methods on the
admission note to predict the ICD codes which will be used
to build the patient’s profile that the recommender system
needs to give its recommendations. The system uses the
subjective component of the admission report that primarily
includes subjective data about the patient, including patient
complaints, feelings, and opinions, where no ICD codes are
mentioned. This allows the ICD prediction system to serve
as a self-diagnosis assistance and patient sorting tool by
describing their condition before seeking medical advice.
Furthermore, we have chosen the ICD-9 coding system
instead of the newer ICD-10 because of the prominent
availability of the first (ICD-9) in the MIMIC-III dataset.
Fig. 5 illustrates our automatic ICD coding system where
the system predicted 3 ICD codes. The system starts with
encoding the text from the admission reports with tokenizers
to a sequence of integers called input tokens. Then, the
input tokens are mapped into vectors that encapsulate the
meaning of the words they represent in a process called word
embedding. Moreover, these vectors will be used as input to a
classification model that outputs the predicted ICD codes for
the input text. Generally, we can view this task as a multi-label
text classification task.

There has been a lot of work on ICD code prediction
using different approaches and datasets, like the work in [23]
and [24]. Many methods utilized different models that were
applied to different data sources, such as death certificates
or radiology reports. Additionally, some approaches focused
on predicting the full ICD codes, while others focused
on a partial subset. Therefore, it is hard to compare the
performance of the majority of the work done in this
field. Our research focuses on work that applies deep
learning methods on unstructured text (admission reports)
included in the MIMIC-III dataset to predict ICD-9 codes.
Most approaches here utilize a different combination of
word embedding and classification models. Generally, the
classification models can be grouped into the following types:

o Long-term short memory (LSTM): It is a type of

recurrent neural network (RNN) that is used often for
sequence classification tasks. The LSTM classification
model receives the word embeddings as a sequence and
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outputs the most probable code/s for the patient. It has
been used for automatic ICD coding in many works,
including the work in [24].

« Convolutional neural network (CNN): CNNs have many
applications in computer vision and NLP. Moreover,
in the context of automatic ICD coding, some authors
used CNNs for this task, like the work in [25]. We have
used CNN for our task, similar to the model in Fig. 6,
where we have one ConvlD stream and no attention
attached.

« Attention: The attention mechanism is first introduced
in [26], which is used for machine translation. In our
work, we apply the multiplicative attention variant [27].
Finally, due to the nature of the attention mechanism, it is
possible to provide an intuitive explanation through the
visualization of the attention weights. This characteristic
is particularly important when applying the mechanism
in the medical domain, as it requires a high level of
explainability.

Additionally, combinations of the aforementioned model
types were proposed in the literature to learn various levels
of features or input embeddings and enhance classification
accuracy. For example, the combination of CNN and LSTM
could capture both the local and global features within
the texts. Moreover, the authors propose the state-of-the-
art model in the field of automatic ICD coding in [28],
which utilizes a combination of a CNN with the attention
mechanism on top of it. The model uses only one CNN
layer applied to the word embeddings and an attention
layer afterward. In this work, we propose a modified hybrid
architecture for automatic ICD coding with multiple CNN
layers with different filter lengths applied in parallel on the
word embeddings. The output of each CNN layer is then
followed by a self-attention layer. The architecture of our
system is shown in Fig. 6. The different convolutional layers
and the different filter sizes allow processing of the input
embeddings sequence from different perspectives, capturing
different dependencies between the tokens. Moreover, the
attention model on top of the CNN layers allows for the
explainability enabled by measuring the attention weights.
Finally, we have experimented with the aforementioned types
of models for our ICD codes prediction task, and our modified
architecture proved to work better than the SOTA model,
as shown in the results section.

C. DISEASE NAME RECOGNITION MODULE

The main goal of a named-entity recognition (NER) system
is to extract key information (entities) from unstructured
texts. The task is to identify entities in texts and classify
the detected entities into predetermined information units
such as country, time, person, etc. In our case, we use the
disease-named-entity recognition (DNER) system to extract
the names of diseases related to a patient from the doctor’s
admission notes. This information is very useful for building
the patient’s profile to be used by the DRS and making it
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FIGURE 6. The neural network architecture of our automatic ICD coding
model.

easier for doctors to find this information rather than looking
for it in the full admission text.

For named-entity recognition, one of the recent models
often used is the Bidirectional Encoder Representations from
Transformers (BERT) model [29]. It is a contextualized word
representation model that considers the contextual meaning
behind words, unlike word embeddings, which give the
same vector to words that share the same spelling but have
different meanings. Furthermore, after fine-tuning the BERT
model, it could be used to train downstream tasks, such as
question answering, named entity recognition, and document
classification. Therefore, this would reduce the cost of
re-establishing architecture for different NLP assignments.

The two main data sources for training BERT are
Wikipedia and BooksCorpus. However, the two data sources
are relatively general datasets. On the other hand, training
models for DNER require data sources that are more medical-
related. Therefore, BioBERT is established to bridge this
gap [30]. Apart from Wikipedia and BooksCorpus, BioBERT
consists of PubMed abstracts and PMC Full-text articles [30].
Furthermore, BioBERT works well for disease-named entity
recognition as the work in [31]. Therefore, we have chosen
this model for the DNER task. Fig. 7 shows an example
input/output of our DNER system. The word labels are
encoded using the BIO scheme. In this scheme, when a word
is tagged as “B”, it refers that it is at the beginning of the
disease entity, “I”” represents the middle of the entity, and
“O” (outside) describes those that are not relevant to our
entity. Finally, we extract the words labeled with “B”” or “I”
from the text, and these words represent the disease name/s
the patient has.
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FIGURE 8. Simple illustration of our recommender system. The neural
network will learn from the input patient profile and output a score of
importance for each lab value.

D. RECOMMENDER SYSTEM

Our recommender system, which is presented as sub-module
D in Fig. 2, receives the patient’s profile that consists of
the list of abnormal lab values from sub-module A, the
predicted ICD codes from sub-module B, and the disease
names from sub-module C. The patient’s profile is used to
group similar patients and provide a recommendation similar
to the closest patient. Additionally, doctors can provide
feedback on the recommended results by rating them. Then,
the system uses the interaction history from doctors to relate
the recommendations to the respective patient group and
optimize the recommender system to achieve a more accurate
recommendation for new patients that are similar to the ones
the doctors already gave feedback for.

The architecture of our recommender system can be
viewed as a regression and a ranking task. Fig. 8 shows
the architecture of our proposed recommender system. The
architecture inputs are the predicted disease name, ICD
codes, and demographics, while the outputs are the predicted
rating of each lab value (from O to 10). Due to the lack of a
training dataset with predefined ratings, which is our target
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for the recommender system, we created our training dataset
by randomly distributing ratings based on the normality of
each lab value. Since the exact lab values that doctors are
expected to see are still unknown initially, we first assume that
all abnormal values are more likely to be the most important
ones. Therefore, we randomly distribute 6 to 10 points to the
abnormal values and 1 to 5 points to those that are normal to
train our model. The ranking is then based on the predicted
rating. For instance, lab values ranked in the top five will be
recommended to the doctors at the top of the list. We will
illustrate more on the architecture implementation in the
results section.

To test whether our recommender system can learn
the similarities between patients, we try to mimic the
behaviors of doctors. Assuming that doctors would give
similar patients the same lab value ratings, we use clustering
techniques to group patients based on the predicted disease
name, predicted ICD codes, and demographics. We use the
K-means clustering technique for the segmentation of the
patients [32]. The algorithm takes the patient data and the
desired numbers of clusters (groups) as an input and outputs
the respected group for each patient as an output according to
its algorithm [32].

After patients are clustered into groups, we can use the
groups to create our feedback dataset to mimic the doctor’s
behavior and test our recommender system. We will distribute
the same ratings to the patients in the same group based on the
assumption that doctors would give similar patients the same
lab values ratings. Finally, the recommender system will also
show the predicted ICD codes and their meanings, as well
as the extracted disease names, to give a general overview of
the patient case, which would make handling cases easier and
faster.

E. SPLIT LEARNING

For our recommender system to work well, we need to have
access to enough example cases. However, medical data
originates from many different distributed sources (hospitals,
clinics, etc...) and often follows strict rules when it comes to
sharing patient data between these sources. This leads to the
data staying where it originated and reduces the total amount
of training data available to the local machine learning
models. Therefore, we propose using a modified version of
split learning for our DRS as a distributed machine learning
technique that ensures privacy for patients’ data and is energy
efficient.

In split learning (SL), the machine learning model is
split between the server and the client, as shown in Fig. 9
[19]. During training, each client trains its local layers on
its local data. Then, the clients will send the output of
the last layer of their model (split layer) to the server,
which continues propagating through its layers and calculates
the loss. During backpropagation, the server propagates the
gradients through its layers and sends the gradients of its split
layer to the client to continue backpropagating through its
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FIGURE 9. Simple illustration of the split learning mechanism. The neural
network is split into parts, each residing in a different participating entity.

layers. This method ensures the collective learning of local
models without sharing the raw patient data.

Split learning has the advantage over distributed machine
learning like federated learning (FL). For example, SL is
more computationally efficient as it trains only part of the
model on the client [33]. Additionally, SL converges in
most cases faster than FL [33] and, in many cases, has less
overall communications overhead [34]. However, to reduce
the computation and communication overhead of SL even
further, we proposed, in our previous work [20], a modified
split learning scheme that adds an autoencoder (AE) neural
network and an adaptive threshold mechanism.

The autoencoder network (AE) is an unsupervised model
that learns to recreate its input with minimal reconstruction
loss. It consists of two parts: an encoder and a decoder. In our
system, the encoder compresses the input into a much smaller
latent vector that the decoder uses to reconstruct the input
signal. The encoder model resides at the client and learns
to compress the output of the split layer during forward
propagation into a much smaller latent vector. That latent
vector will then be sent to the server instead of the full output
of the split layer, saving a lot of communication overhead.
Additionally, the decoder model resides on the server side.
It reconstructs the output of the client’s split layer from the
received latent vector and the forward propagation continues
through the server layers. The AE in our system can be trained
either on a similar dataset and then used as nontrainable layers
or trained with the rest of the network for the first few epochs
and then used as nontrainable layers.

The second addition to the original SL system is at the
end of the forward propagation when the loss is calculated.
The loss will be compared to a certain function (static
threshold or a function of the epoch number) to decide
whether the update is significant. If the loss is significant,
the gradients will propagate through the server and the client
layers. However, if the loss is insignificant, the gradients
will only propagate through the server layers. Ignoring
specific insignificant updates at the client can save significant
communications overhead as well as computations at the
client. In our previous work [11], we implemented our
modified split learning mechanism to classify ECG signals,
and the mechanism reduced the communication overhead
by 73% and the computations at the client by 28% with
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FIGURE 10. The architecture of our distributed recommender system. One
hospital/clinic will assume the server role, and other hospitals/clinics will
have the client train on their local data.

only 3.77% drop in the area under the curve (AUC). The
significant reduction in the communication and computation
overhead with a slight performance degradation proves that
the modified SL can add a layer of privacy and security
to the patients’ data while reducing the communication and
computation overhead needed to achieve this. Therefore,
we have adapted our modified SL to the recommender system
as shown in Fig. 10. In the results section, we will discuss
the experiments we did to test the validity of the integration
between the modified SL and the recommender system.

lll. EXPERIMENTS AND RESULTS

A. DATASET AND COHORT DEFINITION

The main dataset we used to produce the subsets needed
for the different modules in our DRS is the MIMIC-III
dataset [35]. This dataset is a public-accessed dataset that
consists of clinical texts and records from the intensive
care unit (ICU) at Beth Israel Deaconess Medical Center in
Boston, Massachusetts, from 2001 to 2012. It includes data
for 31,532 unique ICU stays. In our previous work [15],
we have used a cohort of patients focused on mechanically
ventilated patients as the work in [14]. Using this cohort,
we extracted 11, 943 ICU stays with mechanical ventilation
events from the MIMIC-III dataset. The duration of the ICU
patients’ stays ranges from 12 hours to 72 hours in 4-hour
time steps. Most of the lab values are recorded every 4 hours.
Therefore, we considered a one-time step unit to equal
4 hours. Additionally, Table 2 shows patient demographics
and clinical characteristics. The input data consists of
3 demographic features (age, sex, weight) and 25 lab values
(white blood cell count, PaCO2, hemoglobin, etc). The lab
values chosen are the most frequent in the dataset and are
the most relevant to a mechanically ventilated patient [14].
Additionally, for each stay, we have the admission notes,
including a history of present illness, medical history,
admission medications, and family history. The admission
notes’ length varies largely (navg words/note = 396.3, std
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TABLE 2. Clinical and demographic properties of our MIMIC cohort. Data
is presented in n (%), mean (SD) or median (IQR); LOS: length of stay [15].

Number of ICUs 5

Data acquisition timespan 2001-2012
Number of included patients (N) 11,443

Age (years), median (IQR) 66.9 (56.3-77.5)
Body weight in kg, mean (SD) 85.7 (18.1)

Sex, female, n(%) 4,329 (36.3%)
Sex, male, n(%) 7,614 (63.7%)

In-hospital mortality, % 11.1
LOS in ICU in days. median (IQR) 3.1 (1.6-6.1)
Admission report length in words, mean (SD) | 396.3 (233.3)

TABLE 3. Testing results for the different models for all lab values
(micro-average) on the MIMIC-III dataset [15].

Model Accuracy | Precision | Recall | Fl-score
LSTM 0.85 0.83 0.87 0.85
CNN 0.86 0.84 0.85 0.84
Multi-CNN 0.88 0.87 0.89 0.88
Transformer 0.86 0.88 0.81 0.84
TCN 0.86 0.87 0.85 0.86
LightGBM 0.83 0.82 0.76 0.78

words/note = 233.3), which puts a lot of emphasis on the
preprocessing steps required to work with the text.

B. ABNORMAL LAB VALUES PREDICTION

For our multi-label classification task, we experimented with
LSTM, CNN, TCN, and Transformer-based architectures.
The models were trained and tested on both the MIMIC-III
dataset and the eICU dataset [36]. By cross-validating our
algorithms across these two datasets, we not only broaden
the scope of performance comparison but also gain insights
into how diverse algorithms can generalize on previously
unseen data. The results for the models are shown in Table 3.
The Multi-CNN model had the best results in almost all
the metrics. Therefore, we have chosen this model for our
recommender system. The details of the models and the
training process can be found in our previous work [15].

C. AUTOMATIC ICD CODING

Similar to previous work [37], we focused on the discharge
summaries, which provide us with basic information about
a patient and are labeled based on a set of ICD-9 codes
by human coders, describing the diagnosis and procedures
during the patient’s stay. Additionally, the subjective com-
ponent of the admission report, which has no ICD codes,
is included in the discharge reports. A total of 8, 921 unique
ICD codes are included in the MIMIC dataset. However,
in our study, we selected the top 50 and top 30 as the most
frequent codes to experiment with. The 50 top codes are used
a lot in literature, but we wanted to experiment with the top
30 codes as well to study the effects of the number of ICD
codes on the performance of the RS. Every admission note in
this study has at least one of the top 50 or 30 ICD codes. The
filtered result has 8, 066 summaries for training, 1, 573 for
validation, and 1,729 for testing in the top 50 contexts,
whereas 7, 919 summaries for training, 1, 519 for validation,
and 1, 693 for testing in the top 30.
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TABLE 4. Results of the different machine learning models for the
automatic ICD codes prediction task on the MIMIC-111-50 test set.

Model AUC ] Fl—score' Precision}

Macro | Micro | Macro | Micro | Macro | Micro

CNN 0.88 0.91 0.55 0.65 0.63 0.71
CNN (+Att) 0.89 0.92 0.55 0.65 0.65 0.73
Bi-LSTM 0.87 0.91 0.51 0.62 0.63 0.70
Bi-LSTM (+Att) 0.89 0.92 0.55 0.65 0.60 0.72
RCNN 0.87 0.90 0.53 0.59 0.64 0.70
RCNN (+Att) 0.89 0.92 0.56 0.66 0.65 0.72
MultiCNN 0.89 0.91 0.57 0.66 0.62 0.67
MultiCNN (+Att) 0.90 0.93 0.58 0.64 0.66 0.73
TCN 0.83 0.87 0.50 0.58 0.60 0.68
TCN (+Att) 0.87 0.91 0.55 0.63 0.57 0.66

TABLE 5. Results of the different machine learning models for the
automatic ICD codes prediction task on the MIMIC-111-30 test set.

Model AUC ] Fl -score. Precision.

Macro | Micro | Macro | Micro | Macro | Micro

CNN 0.90 0.93 0.63 0.70 0.70 0.74
CNN (+Att) 0.90 0.93 0.61 0.68 0.70 0.74
Bi-LSTM 0.89 0.92 0.60 0.67 0.70 0.73
Bi-LSTM (+Att) 0.90 0.93 0.64 0.70 0.69 0.74
RCNN 0.89 0.92 0.63 0.69 0.69 0.73
RCNN (+Att) 0.89 0.92 0.63 0.68 0.68 0.72
MultiCNN 0.90 0.92 0.64 0.70 0.69 0.73
MultiCNN (+Att) 0.91 0.94 0.65 0.71 0.71 0.75
TCN 0.86 0.90 0.58 0.65 0.67 0.73
TCN (+Att) 0.88 0.91 0.60 0.67 0.60 0.67

Following the previous work by the authors in [25]
and [37], we tokenized the text, removed tokens relating to
non-alphabetic characters, and then transformed the tokens
into lowercase. We used the preprocessed data from all
the admission notes to train the word embeddings with
the dimension size of 100 using the CBOW Word2Vec
method [38]. All admission notes were truncated to a
maximum length of 2500 tokens to reduce the computation
cost since no significant performance differences were
shown when truncating between 2500 and 6500 [25].
We have tested with CNN-based models as well as Bi-
LSTM, RCNN, Multi-CNN, and TCN. For each model,
we attached the attention mechanism on top of the model to
add explainability to the model. The metrics used to compare
the models are area under the curve (AUC), Fl-score, and
Precision. Furthermore, a 10-fold cross-validation approach
was employed to evaluate the performance of our tested
model thoroughly. The mean performance metrics were
calculated over the 10 folds, providing a robust assessment.
Tables 4 and 5 show the results for the different models, with
and without the attention mechanism attached (denoted by
+Att). Our Multi-CNN model, with the attention mechanism
on top of it, outperformed other modes in all metrics in
the top 50 and 30 ICD codes with very little variance
in classification performance between the different folds.
Additionally, we can see that the results are generally better
for classifying the top 30 ICD codes than the top 50 ICD
codes since there are fewer output classes.

D. DISEASE NAMED-ENTITY RECOGNITION
The initial dataset used for the model training of the
disease name recognition task is the National Center for
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TABLE 6. Classification results for the disease-named entity recognition
task on the NCBI and the MIMIC-III datasets.

Class F1-Score F1-Score
(NCBI) (MIMIC-IIT)
B 0.89 0.88
1 0.91 0.92
O 0.99 0.98
Macro-Average 0.93 0.92
Micro-Average 0.98 0.97

Biotechnology Information (NCBI) disease dataset [39].
However, we used for training the pre-processed version
of the dataset provided by [30] and [40]. The word labels
are encoded using the BIO scheme. Moreover, there are
5, 710 sentences and a total of 196, 282 words for training,
635 sentences and a total of 21, 807 words for validation,
and 935 sentences and a total of 33, 391 words for testing.
Additionally, we extracted 600 sentences and a total of
20, 321 words from the MIMIC-III dataset admission reports
for cross-validation. We used a pre-trained BERT-tokenizer
from HuggingFace [41] to tokenize words into subwords or
tokens. We implemented our fine-tuned BERT model with
BioBERT pre-trained weights [30] using the TensorFlow
BERT library, which is provided by HuggingFace [41]. The
output of the BioBERT model is linked to a fully connected
layer to perform token classification. The input texts were
truncated or padded with a “PAD”’ character to a max length
of 128 tokens. We used the Adam optimizer with a learning
rate of 3 x 107> to train our fine-tuned BioBERT model to
minimize the masked cross-entropy loss, which will ignore
the “PAD” character when calculating loss. Table 6 shows
the validation results (mean) of the BioBERT model for the
disease-named-entity recognition task on the preprocessed
version of the NCBI disease dataset and our own MIMIC-III
validation subset. We can see that the BioBERT model
achieves satisfactory results on both datasets. Therefore,
we used that trained model to extract disease names from the
patients’ admission reports in MIMIC-III.

E. RECOMMENDER SYSTEM

The three inputs of our recommender system are the disease
names, the demographics, and the ICD codes. The output
of the recommender system is the top n recommended lab
values. As we are treating our recommender system as
a regression and ranking system, we would first predict
the ratings for each lab value, and the rankings would be
generated afterward. We mapped the disease names using
pre-trained embeddings, which are the same as those used in
the automatic ICD coding system. Then, we transformed the
variable-sized disease names into a fixed length of disease
name feature vectors by averaging them to feed them into
the dense layer. All continuous features in demographics
data, such as the patient’s age and weight, were normalized
and transformed at the same scale in the range of 0-1. The
predicted ICD codes are either the top 50 or the top 30 codes.
The difference in the recommender system performance
between the top 30 and 50 was minor, so we chose the top
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50 to include more patients. Moreover, the ICD codes were
encoded using one-hot encoding so the sum vector of the
predicted codes for a specific patient is a binary vector, which
is the output of an OR operation between the one-hot encoded
vector of each predicted ICD code. Finally, the patient profile
is built by stacking the demographics, the one-hot encoded
ICD codes vector, the disease names averaged embedding,
and the binary vector representing the abnormal values.

To train our recommender system, we need our three
aforementioned inputs, and for the output, we need the
past ratings for each lab value. The score or rating stands
for the level of concern, with a higher score indicating a
more important value, ranging from 1 (lowest importance)
to 10 (highest importance). The extracted disease names and
predicted ICD codes for each patient will also be shown as
part of the generated smart summary.

Initially, we do not have reference lab value ratings for
each patient. Therefore, we built the initial training dataset,
as mentioned before, by randomly assigning a rating value
for each lab value, giving a higher rating to abnormal values.
Furthermore, we built a feedback dataset to examine our
recommender system’s learning capabilities. We used the -
means clustering algorithm to group similar patients by their
disease names, demographics, and ICD codes [32]. The same
scores were distributed to the patients in the same clusters,
serving as our feedback dataset’s target labels.

Since the main goal of our recommender system is to
recommend top n lab values, it could be viewed as a ranking
system. Therefore, we used precision@n to evaluate our
system as used in the literature for such problems [42].
Precision@n is used to measure the proportion of the
recommended 7 items that are indeed relevant to the users.
Equation 1 shows how the Precision@n is computed.

. recommended n items N relevant items
Precision@n =

recommended n items

As discussed before, we trained the RS on two datasets:
the initial dataset, which contains the random weights
emphasizing the importance of abnormal values, and the
synthetic feedback dataset, which contains the feedback
ratings of the lab values. The initial dataset consists of
9, 528 training samples with no testing samples as there
is no need for such. On the other hand, the feedback
dataset consists of 2, 324 training samples and 9, 528 testing
samples. We first trained the RS on the initial dataset for
50 epochs to warm-start the system to be able to recommend
the abnormal lab values as the most important ones. Then,
we trained on the feedback dataset for another 50 epochs.
Since we emphasize the doctor’s feedback, 1.5 weights
were assigned to the feedback dataset. This gives more
importance to these samples in the model’s loss function and
pushes the model learning further from the feedback dataset.
Furthermore, the feedback weights can be adjusted based
on the doctor’s experience. For instance, feedback from less
experienced doctors can be assigned lower weights compared
to that from more experienced doctors, thereby minimizing
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TABLE 7. Results of the RS on the top 10 recommended lab values in the
testing set.

Precision@10

Number of Before training on | After training on
groups/clusters feedback dataset feedback dataset

5 0.21 0.91

10 0.21 0.92

15 0.28 0.87

20 0.26 0.87

25 0.21 0.86

30 0.18 0.85

40 0.21 0.85

50 0.21 0.84

the influence of less reliable samples on the learning process.
However, the impact of medical errors and varying levels
of doctor experience on the overall learning efficacy of the
recommender system across different entities is beyond the
scope of this work.

We set a batch size of 64 for the training and used RMSprop
with a learning rate of 0.01 to minimize the minimum
squared error (MSE). The 5 dense layers in our RS model
have 256, 256, 128, 128, and 128 neurons respectively.
We ran the experiments 100 times with different dataset
splits and different random initial datasets to gauge the
statistical significance of the results. Finally, table 7 shows
the mean precision@ 10 of our RS on the test portion of the
feedback dataset before and after training on the feedback
training dataset. We can see that the results were sub-optimal
before training on the feedback dataset, indicating that the
system learned how to predict only abnormal lab values,
which are not necessarily what the doctors want. However,
after training on the feedback dataset, we can see that the
system’s performance improved significantly, indicating that
our system learned how to recommend relevant lab values
to patients with similar cases. Additionally, we can also
notice how the performance of the RS deteriorates with the
increase in the number of patient groups/clusters until it
stabilizes at around 0.86. The cluster number must be chosen
carefully according to the data. Methods like the elbow curve
method or the silhouette method can be used to identify the
best optimal number of clusters. For example, in the elbow
method, the sum of squares at each number of clusters is
calculated and graphed, and the user looks for a change of
slope from steep to shallow (an elbow) to determine the
optimal number of clusters [43], [44]. In our case, that number
is 15 clusters. More than 15 clusters do not add meaningful
values to the clustering. Additionally, the number of clusters
could be attached to the number of main or sub-classes of
a certain patient cohort. For example, the number of patient
clusters can be chosen to represent the number of categories
of mechanically ventilated patients [45].

F. DISTRIBUTED RECOMMENDER SYSTEM

To test our DRS, we have implemented the setup shown
in Fig. 11. The system consists of 4 clients and a server.
The clients and the server are simulated on general-purpose
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TABLE 8. The precision @10, communication overhead, and computation overhead of our DRS on one client after training for 50 epochs on the feedback

dataset.
Configuration Average Dismissal Average Data Data Tfansfer Precision @10 GFLOPS at GFL.OPS
Rate/Epoch (%) Transfer/Epoch (MB) | Reduction (%) Client/Batch | Reduction (%)
Basic SL 0 2230 0 86% 0.542 0
SL + AE 0 1226 45 85% 0.553 -2.1
Y A zrsgioi o 492 624 7 83.8% 0.297 452
Server to 2.2% reduction in precision@ 10. Additionally, ignoring
P insignificant updates at the client led to a reduction in
client computations by 45.2%. This means that the client
(hospital, clinic, etc..) could run the training faster using
Dataset 1 l' Dataset 4 less energy. All while keeping patients’ data private. This
Sisigy is the overall system performance we were allowed to
; achieve on our developed DRS. Moreover, our enhanced
. Router — split learning mechanism, as demonstrated in our prior
.. - research [11], exhibits scalability to a significantly larger
h ’ Tt client base. Consequently, the recommendation system (RS)
= = . > wn stands to gain from accessing extensive training patient data
Client 1 Lt ’ ‘. Client 4 across numerous hospitals/clinics, ensuring privacy is upheld
* * throughout.
G. EXPLAINABILITY
Dataset 2 Dataset 3 In healthcare, there is an increasing desire for Al techniques
Client 2 Client 3 that are effective and explainable to the user [46]. Therefore,

FIGURE 11. The distributed recommender system test setup. We have
four clients, each with a local data split and one server.

desktop computers. Each client has the same client model
as in Fig. 10. The encoder consists of two dense layers
with 128 and 32 neurons, respectively. On the other hand,
the decoder consists of two dense layers with 32 and 128
neurons, respectively. The autoencoder is trained with the rest
of the RS network when it is trained on the initial dataset
that emphasizes the abnormal values. Then, the autoencoder
will stop training and be used as non-trainable layers when
training on the feedback dataset. Moreover, a sigmoid
function is used during backward propagation to prevent
sending insignificant updates to the client, as mentioned in
our previous work [11].

The feedback dataset was uniformly distributed among
the 4 clients. Each client has 581 samples for training and
validation. The testing dataset is the same for all clients and
consists of 9, 528 samples. We used weight sharing between
clients to ensure that all clients will learn from others during
training and that their performance will be equal afterward.
Table 8 shows the communication overhead, computation
overhead, and the precision@ 10 for one client with different
system configurations. First, we can notice that adding the
AE to the basic DRS with SL reduces the data transferred
between the client and the server by approximately 45%.
All while reducing the precision@10 by only 1% and
increasing the computations at the client by 2.1%. Second,
adding the ATM (sigmoid) to the DRS alongside the AE
allowed us to further reduce the communication overhead
by 72% compared to the basic DRS with SL leading only
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we have ensured explainability both at the level of the RS and
the level of the sub-modules that make up the RS. First, for
the ICD code predictions, we used the Multi-CNN module
with the attention mechanism, which makes it possible to
provide an intuitive explanation through the visualization
of the attention weights. Second, for the DNER module,
we can show the full admission note and the extracted disease
name/s, which can be checked directly by the medical staff.
Finally, if the system has not yet been trained on the feedback
dataset, it will prompt the users and draw their attention to
the fact that the system is recommending only abnormal lab
values. On the other hand, if the system has been trained on
doctors’ feedback, it will show, for a certain patient, similar
patients who already received feedback from doctors. This
will help the medical staff to understand why the system
recommended a certain output. The test RS, alongside the
explainability modules integrated into it, can be seen on the
paper’s Github repository [47].

IV. CONCLUSION

In this paper, we propose a private and efficient distributed
recommender system for patients in the intensive care unit
that recommends relevant lab values, highlighting the ones
that are predicted to be abnormal in the next 4 hours.
The system has three sub-modules that read the patients’
data and produce the patient profile for the RS. First, the
system reads the patient’s previous lab values and classifies
which lab values are predicted to be abnormal in the next
4 hours. We tested multiple models and chose the Multi-CNN
model, which performed best with an Fl-score of 0.88 on
the test dataset. Second, the system predicts the patients’
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ICD codes based on the subjective part of the admission
notes, which can help the medical staff automatically classify
the patient’s cases. We have tested multiple models on the
MIMIC-III dataset and developed a model based on the
Multi-CNN with attention architecture that scored an FI-
score of 0.71 (micro-average) on the top 30 codes dataset,
outperforming existing models. Third, the system reads the
admission notes and extracts entities referring to disease
names. We have used a SOTA model called BioBERT for
this task, achieving an Fl-score of 0.97 (micro average) on
our testing subset from MIMIC-III. Finally, our RS uses the
data generated from the different modules to recommend the
most relevant lab values to a particular patient, highlighting
predicted abnormalities in lab values. Doctors can also
provide feedback on the output of the RS to improve its future
output for similar patients. We use K-means clustering to
group similar patients and to create a feedback dataset to
mimic doctors’ behavior by giving the same rating to the
patients in the same cluster or group. Our RS achieved a
Precision@ 10 score of 0.86 when trained on our feedback
dataset (with 25 groups of patients), meaning the system
learned from the feedback and gave better recommendations
on the test dataset. Moreover, our RS runs in a distributed
manner using our novel modified split learning mechanism,
where a small part of the model is implemented at each
client (hospital, clinic, etc.), and the rest of the model is
hosted on the server. Using a test system with four clients,
our system achieved a Precision@ [0 score of 0.838 while
reducing communication and computation overhead by 72%
and 45.2%, respectively. This means that our RS system
achieves privacy while being faster and more energy efficient.
There are several promising avenues for future work.
Firstly, enhancing model robustness and interpretability by
including additional patient data sources, such as genetics
or environmental factors, could be explored. Secondly,
adapting the recommendation process in real-time based
on patient feedback and evolving medical guidelines could
optimize patient care. Additionally, integrating advanced
machine learning techniques like reinforcement learning may
further improve recommendation accuracy, especially when
receiving suboptimal feedback from inexperienced doctors or
in the case of a medical error. Lastly, conducting rigorous
clinical validation studies to assess real-world impact on
patient outcomes and healthcare workflow efficiency would
be essential for widespread adoption.

V. CODE AVAILABILITY
The full code used to produce this work is available via
Github https://github.com/a-ayad/smartsummary [47].
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