
Received 29 April 2024, accepted 23 May 2024, date of publication 11 June 2024, date of current version 24 June 2024.

Digital Object Identifier 10.1109/ACCESS.2024.3412975

Predicting Medium-Term Stock Index
Direction Using Constituent Stocks
and Machine Learning
A. BAREKET AND B. PÂRV
Faculty of Mathematics and Computer Science, Babeş-Bolyai University, 400347 Cluj-Napoca, Romania

Corresponding author: A. Bareket (arnonb@afeka.ac.il)

ABSTRACT Predicting stock index movements is challenging due to market randomness. This paper
addresses the problem of predicting medium-term stock index direction, an area with limited coverage in
existing literature. We propose a novel model based on machine learning algorithms that employs relative
indicators of constituent stocks within an index. The objective is to identify market entry points where the
likelihood of achieving a significant return threshold is higher. To achieve this, supervised binary classifiers
and other machine learning techniques have been applied, setting the class label ’1’ for significant index
rises occurring within a defined medium term of 70 trading days and the class label ’0’ otherwise. Three
indices were investigated: Nasdaq 100, where a significant rise was defined as a 10% increase, Dow Jones
Industrial Average with an 8% increase, and the German Dax at 6%. Our investigation into different methods
of utilizing constituent stocks revealed that focusing on the most weighted stocks yields the most promising
results across various stock indices. The proposed model dynamically selects the most effective classifiers,
SVM, KNN, Voting Classifier, and RF, tailored to varying market conditions. Employing a rolling forecast
method, it utilizes the relative indicators on heavily weighted stocks and the index, demonstrating accuracy
up to 0.97 and F1-scores for the ’1’ label up to 0.90. This enhances the ability to determine the optimal timing
for market entry and, crucially, when the chances for high returns are limited. Additionally, we illuminate
the conditions under which the model is most effective.

INDEX TERMS Constituent stocks within an index, machine learning algorithms, predicting medium-term
stock index direction, relative indicators.

I. INTRODUCTION
Predicting stock index movements is a complex task due
to the inherent randomness and the influence of numerous
external factors, including financial reports, interest rate
fluctuations, media opinions, and unexpected financial data.
These factors can collectively shift the direction of the
market. Numerous studies exploring the feasibility of fore-
casting market movements have demonstrated that accurate
predictions may be challenging, if not impossible, to achieve
or may yield only negligible benefits for specific time
periods and indices [1], [2], [3], [4], [5]. This notion aligns
with the Efficient Market Hypothesis (EMH) [6] and the
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Random Walk Theory [7], which posit that markets exhibit
random walk behavior, rendering any algorithmic attempts
to outperform the market futile. Nevertheless, certain studies
have reported varying degrees of predictability for specific
time periods, conditions, indices, or stocks [8], [9], [10], [11],
[12], suggesting that market predictability may be limited to
certain contexts.

Regarding prediction time horizons, the majority of
existing literature focuses on forecasting the next day’s value
or classifying the direction of the subsequent day’s movement
as either upward or downward. This study, however, aims to
classify medium-term periods, as this particular prediction
horizon has received minimal attention in the literature. For
the purposes of this discussion, we define ‘‘medium-term’’
as a period extending approximately 70 trading days into the
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future, which equates to roughly 3.5 months. Our research
seeks to identify instances when achieving a significant return
above a specified threshold during this time is more probable.

In contrast to most studies that rely solely on a primary
index for forecasting, our proposed model incorporates both
the constituent stocks of the index and the index itself.
This approach is based on the premise that aggregating the
classifications of various stocks, which are highly correlated
with the main index, can yield a more balanced and accurate
overall prediction. Another distinguishing feature of our
model is its use of relative indicators instead of absolute
ones.While most studies employ indicators in absolute terms,
we opted for relative indicators to identify recurring patterns
independent of the index’s absolute values.

Our binary classification model assigns a label of 1 to
situations in which the main index achieves a substantial
return above a predetermined threshold—based on the
index’s average standard deviation—within the subsequent
70 trading days. We are not concerned with whether the
index will surpass the threshold at the end of the period;
rather, our interest lies in whether this threshold is reached
at any point during the period. To classify the data, our model
compares the performance of various classifiers, including
the K-Nearest Neighbors Classifier (KNN), Support Vector
Machine Classifier (SVM), Random Forest Classifier (RF),
and Voting Classifier.

The preliminary findings of this study indicate the potential
for identifying favorablemarket entry points using ourmodel,
which uniquely incorporates constituent stocks and relative
indicators on the stocks and indices. While the market’s
unpredictability often makes entry timing challenging, our
model provides valuable insights by indicating not only
when to enter but also when to avoid the market. This dual
capability enhances the strategic decision-making process for
investors seeking medium-term opportunities.

II. LITERATURE REVIEW
Upon review of various papers, it has been observed that most
of the existing research focuses on short-term predictions.
This is due to the inherent difficulty in predicting outcomes
over longer time frames. As a result, many researchers have
focused on short-term predictions, often limited to a few days
ahead. However, this approach may not satisfy the needs of
most investors who seek to stay in the markets for several
months or even years. This study aims to address this gap.
In this literature review, we will explore some studies that do
refer to longer time frames in some way.

One study by Chen and Hao [9] classified the direction
of Chinese stock markets from 2008 to 2014 across different
prediction horizons ranging from one day to 30 days ahead.
Common technical indicators were used as features in a
weighted manner with SVM and KNN machines.

Another study by Milosevic [13] predicted the rise of
1298 different stocks in a year by using the stock prices and
various financial indicators as input features. They achieved
an F1-score of around 0.75 for selecting the right stocks.

Mittal and Nagpal [14] attempted to identify stocks in the
Indian market (BSE SENSEX) that would yield good returns
in the medium to long term, up to one year ahead. The study
used financial indicators derived from the intrinsic health of
the stock, along with price and sector indicators and other
economic data, to create a regression model with fuzzy sets
that provided credible gains.

Most studies in the field provide only short-term forecasts,
typically the direction of the next day or several days ahead.

Zheng and Jin [4] note that studies achieving long-term
prediction accuracy of around 70% often rely on company-
specific information not widely available to the public. For
short-term classification, such as predicting market direction
for a few days, it is reported that most models typically
exhibit an accuracy range of 50% to 60%. Higher reported
accuracies are often attributed to problematic evaluation
metrics.

Zheng and Jin [4] focused on the short term, from one day
to 20 days ahead. They used 82 stocks traded on the New
York Stock Exchange along with their prices, trade volume,
and 17 commonly accepted technical indicators. Those were
used as input features for various classifiers such as Logistic
Regression, Bayesian Network, Simple Neural Network, and
SVM. Their results showed that predictability decreases as
the forecast horizon increases. SVM was found to be the best
classifier for predicting the direction in the short term, with
accuracy, which is not very high and is up to 70%. These
results emphasize the complexity and difficulty of predicting
market direction.

In another study, Qiu and Song [15] attempted to predict
the direction of theNikkei 225 index for the next day, between
2007 and 2013, using common indicators on the prices
together with Artificial Neural Networks (ANN), which was
tuned according to genetic algorithm. They reported a hit ratio
(i.e., accuracy) of 81%.

Persio and Honchar [3] used different Neural Network
architectures, such as Long Short-Term Memory (LSTM),
ANN, and Convolutional Neural Networks (CNN), to predict
the direction of the S&P500 for the next day, based on the last
30 days. Their results showed an accuracy of around 0.55 and
supported the Random Walk Theory [7], emphasizing the
difficulty in providing a reliable forecast.

Zhong and Enke [2] attempted to forecast the next
day’s movement direction of the S&P500 using around
60 different financial and economic data. Despite using
a large number of explanatory variables, the accuracy
was around 0.55, emphasizing the random nature of the
markets.

In a study by Lei [16], researchers attempted to predict
the next-day trend for five well-known indexes. They used
indicators and statistics on the prices, which were used
as input features. The features were then entered into a
neural network along with wavelet transform on the index
prices to predict the trend. The study, which used data
from 2009 to 2014, found that the average precision of the
predicted directions was, at best, around 66%.
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In another study, Hu et al. [12] tried to predict the next day’s
opening direction of the Dow Jones and the S&P500 using an
optimized neural network and data from Google-Trends. The
sample data was from the period of 2010 to 2017, and the
researchers reported a hit ratio in predicting the next day’s
opening direction as close to 90%.

It is worth mentioning that there are considerable differ-
ences between the above studies and the study presented
here. Our study, as detailed below, focuses on the mid-term
time frame and demands a gain of the index over a certain
significant threshold of percentages. Additionally, our study
sets the classification results not just on a target day at the end
of the time frame but also allows for the target day to be any
day during the medium-term of the 70 trading days ahead.
Furthermore, our study employs different input features and
models, and due to the fact that the market is indeed random
most of the time, our model attempts to determine when it is
the right time to use it and when not to use it at all.

III. COMPUTATIONAL TOOLS AND DATA RETRIEVAL
For this study, we employed Python 3.9.7, complemented
by the Spyder 5.1.5 IDE environment. The classification
processes utilized a range of algorithms from the sklearn
package. We acquired our dataset from Yahoo Finance [17],
utilizing the yfinancemodule in Python [18] for data retrieval.
The analysis of classification outcomes was facilitated by the
tools available in the sklearn.metrics package [19].

IV. DATA DESCRIPTION
A. GROUPS OF DATA
Three different groups of data were downloaded, each group
consisting of the daily closing prices of one main index,
followed by the daily closing prices of a list of stocks that
make up that index, selected according to their relative weight
in the index and their last 100 days’ correlationwith the index.
The list contains the most weighted stocks as well as the most
correlated ones. The correlation was calculated for the time
point at which the test period begins, as described below,
as well as the relative weights.

The first group’s main index is the NASDAQ 100 (NDX).
The second group’s main index is Dow Jones Industrial
Average (DJI), and the third group’s main index is DAX
(GDAXI). Table 1 displays the list of selected stocks for
the NASDAQ 100, sorted by weight, corresponding to
the train-test division which is detailed in the following
subsection. Table 2 shows the list of selected stocks for
NASDAQ 100, sorted by correlation for the last 100 days,
with secondary sorting by the weight. Table 3 and Table 4
show the same for the DOW, while Table 5 and Table 6 for
the DAX.

B. DATA COLLECTION PERIOD AND METHODOLOGY FOR
TRAIN-TEST SPLIT
Our study sourced daily closing values from January 1, 2010,
through September 15, 2022, for the NASDAQ 100, Dow
Jones, and DAX indices, encompassing significant market

TABLE 1. Chosen stocks for NASDAQ 100, sorted by weight.

TABLE 2. Chosen stocks for NASDAQ 100, sorted by correlation. (and
secondary sorting by weight).

TABLE 3. Chosen stocks for Dow Jones, sorted by weight.

fluctuations over approximately 12 years. The NASDAQ
100 and Dow Jones each accounted for 3198 trading days,
while DAX had 3222 days in this period.

For the training and testing division, the initial bulk of the
data was used for model training. The final 350 days of this
period, representing about 11% of the entire dataset, were
set aside for the testing phase across all three indices. This
approach ensured a comprehensive analysis while adhering
to computational and methodological considerations. It’s
important to note that certain segments of the training
data were not entirely utilized for keeping analytical and
computational requirements.
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TABLE 4. Chosen stocks for Dow Jones, sorted by correlation. (and
secondary sorting by weight).

TABLE 5. Chosen stocks for Dax, sorted by weight.

TABLE 6. Chosen stocks for Dax, sorted by correlation. (and secondary
sorting by weight).

C. NEW TECHNICAL INDICATORS
Technical indicators represent some type of memory since
they encapsulate information from the past in their various
calculations. Various studies have shown that using technical
indicators can improve predictability [20], [21], [22], [23].
In this research, we created a new form of technical
indicators based on relationships between existing indicators.
Our rationale was that technical indicators like simple
moving averages do not provide meaningful information on
their own. The same values of a simple moving average
can occur in different market situations, and its value

alone does not contribute enough information for accurate
predictions. Therefore, we developed new indicators based
on relationships to make the predictability more robust for
different times and situations in the market. We tested various
technical indicators and their relationships and eventually
developed our indicators based on the formulas below. In the
formulas, n represents the time periods, and t represents the
data point at period t.

The Triple Exponential Moving Average (TEMA) is
defined below. First, we define the Exponential Moving
Average (EMA) as follows:

EMAt (n) = (closet − EMAt−1(n)) · k + EMAt−1(n) (1)

where k = the smoothing constant, equals to 2
n+1 , and closet

is defined as the close price at period t, as Equation (7) states,
and the First EMA is calculated as a simple average over the
first n periods.

By denoting

EMA1t (n) = EMAt (n)

EMA2t (n) = EMAt (EMA1t (n))

EMA3t (n) = EMAt (EMA2t (n)) (2)

the Triple Exponential Moving Average (TEMA) is computed
as follows:

TEMAt (n) = 3 · EMA1t (n) − 3 · EMA2t (n)

+ EMA3t (n) (3)

Following this, we will define our new relative indicators:

MomTemat (n, ofs) =
TEMAt (n)

TEMAt−ofs(n)
(4)

where ofs is the offset, representing the number of periods
back from the current time t .

RCTemat (n) =
closet

TEMAt (n)
(5)

Another indicator to be used, is defined as:

LogReturnt (n) = ln(closet ) − ln(closet−n) (6)

We use the natural logarithm (ln) of the closing price to
enhance classifiers’ performance while mitigating the impact
of outliers and normalizing the data.

In our experiments, we used only 4 different indica-
tors, with the following parameters: MomTemat (300, 15),
MomTemat (350, 15), RCTemat (350) and LogReturnt (50),
as found to be most effective for our tested data-sets.

D. INDICATOR SELECTION PROCESS
Our selection of the final four indicators was driven by a
strategic focus on trend responsiveness and comprehensive
market dynamics. Given our goal to detect significant market
rises within the next 70 trading days, we needed indicators
that help the classifier understand the general trend and its
potential continuation or reversal, along with the current
market state relative to this trend.
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We prioritized indicators that could quickly react to trend
changes to enhance the probability of correctly following
trends, each providing unique and complementary informa-
tion perspectives to the classifier. We chose TEMA for its
ability to follow trends with minimal lag, as evidenced by
its mathematical formulation (see Equation 3), which reduces
the lag compared to other moving averages. To capture
general trend momentum in a relative way that is meaningful
for the classifier, we selected MomTema indicators. RCTema
was included to provide insights into price positioning rela-
tive to the trend, aiding the classifier in identifying optimal
market entry points. LogReturn was used to assess recent
price changes, helping predict potential trend continuations
or reversals.

We conducted extensive empirical testing to validate these
choices, comparing various configurations of the initially
selected indicators, as well as other new relative indicators
we created and other common indicators used in the field.
This involved systematic testing across different indices
and timeframes to ensure robustness. Each indicator and
different combinations of them were evaluated across various
timeframes and indices, focusing on periods where the model
showed predictive power. The final combination was selected
based on the best average performance during these periods.
We fine-tuned parameters through optimization to enhance
predictive power. Performance metrics were evaluated based
on accuracy, the F1-score of the positive label (i.e., the ’1’
label), and Cohen’s kappa. Combining the indicators showed
synergy, resulting in enhanced predictive performance.

In our study, the final four indicators,MomTemat (300, 15),
MomTemat (350, 15), RCTemat (350), and LogReturnt (50),
demonstrated superior performance, providing better pre-
dictive accuracy and robustness across different market
conditions. These choices were empirically validated, show-
ing that the past 350 days were sufficient and effective for
making accurate predictions for the next 70 trading days,
which represent an addition of 20% of that period. Applying
these indicators to both the selected stocks and the index itself
resulted in a sufficient number of input features (12 to 16,
as will be discussed later), proving effective for our model.

These indicators capture different market aspects, offering
a holistic view. Slightly different periods for MomTema
provide nuanced trend understanding. They perform well
across stable and volatile conditions, which is crucial for
medium-term forecasting. Extensive historical data testing
validated their effectiveness, and they generalize well across
datasets, reducing overfitting risk.

In summary, our strategic approach and empirical valida-
tion led to selecting indicators aligned with the medium-term
focus, providing a robust method for predicting significant
upward movements in stock indexes.

V. METHODOLOGY
A. CLASSIFICATION DEFINITION
We developed a binary classification model to predict
whether the price of an index will reach a ‘meaningful rise

target’within the medium-term of 70 trading days, equivalent
to about 3.5 months.

The ‘meaningful rise target’ for each index was established
by considering 25% of the standard deviation relative
to the index mean, calculated from the training periods
pertinent to each index. This approach aims to set a
significant yet attainable threshold over a medium-term
period, reflecting the index’s inherent volatility. Adjustments
to these thresholds were empirically driven based on the
training data to ensure a practical balance between predictive
accuracy and a sufficient occurrence of the ’1’ label,
thereby aligning with typical market behaviors over the long
term.

For the NASDAQ 100, the target was set at 10%, for
the DOW JONES at 8%, and for the DAX at 6%. The
classification model uses two labels: label 1 is assigned
to states where the index reaches the target at least once
during the 70 trading days and does not drop more than
one-third of the target value in the opposite direction.
In other words, any close at time t, denoted as closet ,
will have a label of 1 if the following condition is
satisfied:

∃i ∈ 1..70 : closet+i(closet · (1 +
target
100

) ≤ closet+i)

∧ ∀i ∈ 1..70 : closet+i(closet · (1 −
target
3 · 100

) ≤ closet+i)

(7)

In the classification model, we are looking for bottoms, but
not too strictly like exact bottoms, since such points are rare
and thus more difficult to classify. Conversely, label 0 is
assigned to states where the above condition is not met.
We use this binary classification to predict whether the index
will experience a significant increase in price in the medium
term.

B. FEATURE GENERATION AND NORMALIZATION
For each main index and its list of stocks, we generated all
the indicators mentioned above. In some cases, there were
companies that were initially traded after other stocks on the
list for a given period of time. In such cases, the train set was
set to start whenever there was complete data for all stocks
involved. All the indicators created were then transformed
by scaling each feature to a given range of [0, 1] using the
Python MinMaxScaler. Normalizing the data is important
because not all features are in the same units or magnitude,
and scaling can help increase the accuracy of the models [24],
[25]. Finally, all the normalized indicators of the main index
and its list of stocks were set to be the input features for our
classification model.

C. AI MODEL COMPARISON
We used 4 different classifiers and compared their perfor-
mance effectiveness on the model. In this section, we will
briefly review the classifiers used.
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1) K-NEAREST NEIGHBORS CLASSIFIER
The K-nearest neighbors (KNN) algorithm is commonly
used for classification and has been extensively applied in
predicting stocks and indices [9], [26], [27]. The assumption
behind KNN is that similar points can be found near one
another. A class label is assigned based on a majority vote.
For each single vector of input features in the test dataset,
we look for the K vectors of input features in the train dataset
that have the shortest distance from the test vector, among all
other vectors in the train dataset. The label with the majority
of the K vectors is set to be the classification label for the test
vector.

To determine the distance, several methods can be used,
with the most commonly used being the Euclidean distance
between vectors, defined as

d (u, v) =

√∑n

i=1
(vi − ui)2

where u and v are vectors in the with n-dimensional space.
In our study, we used the Python KNeighborsClassifier [28]
with standard Euclidean distance, and K was usually set to 7,
as this value showed the best performance.

2) RANDOM FOREST CLASSIFIER
The Random Forest Classifier (RF) is another important
tool for predicting stocks and indices [29], [30], [31].
This classifier works by utilizing a collection of decision
trees, each trained on a distinct part of the data, known as
bootstrap sampling. Feature bagging is also applied, where
different feature subsets enhance the model’s robustness.
Our method focuses on continuous indicators and their
relationship, where this classifier analyzes them for the
most effective division point and features on each level
of the tree for achieving optimal node purity. We use the
Python RandomForestClassifier [32] for our implementation.
To measure the quality of a split in each tree, we use the
default parameter criterion, which is set to Gini impurity.
Gini impurity is a measure of the impurity of the nodes in
the decision tree. It is calculated as Gini = 1 −

∑n
i=1 P

2
i ,

where n is the number of classes, and Pi is the probability of
a data point being classified as class i. Regarding the number
of trees in the forest, we use a value of 30, which has shown
better performance on average than the default parameter of
100.

3) SVM CLASSIFIER
SVM has been extensively used for predicting stocks and
indices [9], [26], [27]. It is particularly well-suited for
binary classification when the data is non-linearly separable.
The SVM algorithm operates by locating a hyperplane that
maximizes the separation between the data points of distinct
classes. Its primary objective is to enlarge the margin between
the samples and the boundary delineating the classes. When
the separation is complex and not linear, the input features are
transformed into a higher-dimensional space, which makes
it easier to create a linear boundary. This is done by using

the kernel trick to enlarge the feature space. There are many
different kernel functions that can be used, depending on the
nature of the data.

In our research, we used the Python Support Vector
Classification (SVC) [33]. Since we deal with non-linearly
separable data, the kernel function of RBF was used. The
tuning parameters resulted inC , the regularization parameter,
being set to 200, and gamma, the kernel coefficient in the RBF
function, being set to 1.0 after checking values from 0.01 to
10. The gamma coefficient should be positive, and a smaller
value of gamma will lead to a decision boundary that is less
sensitive to individual data points, and vice versa.

4) VOTING CLASSIFIER
The Voting Classifier is a commonly used ensemble method
for stock predictions that combines the predictions of
multiple classifiers to improve the accuracy and robustness
of the model [34], [35], [36]. In our study, we used the
Python implementation of the VotingClassifier from scikit-
learn. The voting parameter is set to ‘‘soft’’, which means
the prediction is based on the class probabilities rather than a
simple majority vote.

D. ASSESSMENT OF CLASSIFICATION QUALITY
The assessment of classification quality is crucial in eval-
uating the performance of the models used. In this study,
the F1-score was used to assess the precision and recall
for the positive label (i.e., the ’1’ label). The precision and
recall are equally important, but their significance depends
on various factors such as the investor’s trade preferences and
the amount of resources available. For instance, if an investor
has limited resources, she/he might prioritize precision over
recall to minimize the risk of making mistakes. Conversely,
if the investor has more resources and can afford to make
more trades, she/he might prioritize recall over precision to
maximize the number of profitable opportunities.

Furthermore, a high F1-score for the negative label (i.e.,
the ’0’ label) can give the investor useful hints when it’s
better NOT to enter the market, or in other words, when the
probability of the index rising beyond the defined threshold
is low.

In addition, the Cohen kappa score was employed to
evaluate and compare different models in the presence of
class imbalance. The Cohen kappa score is particularly
useful as it adjusts for the probability of random agreement,
providing a more robust indicator of model performance
when classes are unevenly distributed.

VI. EXPERIMENTAL SETUP
For the three stock indices mentioned earlier, we tried
different approaches and evaluation methods, as follows:

1) Using most correlated stocks with the index.
2) Using most weighted stocks that make up the index.
3) Using stock prices with generally accepted indicators.
4) Testing on different time periods.
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TABLE 7. Dummy classifier, test results. (The last 350 days between January 1, 2010 and September 15, 2022).

5) Determining under what circumstances the model can
be utilized.

6) Testing the Selected Model Using a Rolling Forecast
Approach.

In the following sections, we will detail the experiments
conducted for each of the approaches, as well as the results
obtained. It is important to note that we are dealing with
an unbalanced class weight, since the label of 1 is much
less frequent than the label of 0. This is because most of
the time, situations where the index reaches the ‘meaningful
rise target’ (label 1) are relatively infrequent compared to
instances where it doesn’t (label 0). The occurrence of
label 1 cases varies, ranging from approximately 3% to
17% of the test data, with an average of around 10%.
However, there are periods when these situations become
notably rare, particularly in instances where the market
experiences sustained downward trends. Recognizing these
rare label 1 instances presents a significant challenge in
our study, as their infrequent occurrence demands pre-
cise classification. We account for this class imbalance
by setting the class_weight parameter of the classifiers
accordingly, ensuring that our model is able to handle both
the prevalent label 0 instances and the less frequent label
1 instances effectively. The class_weight adjustment aims
to prevent the model from being overly biased towards the
majority class and to enhance its ability to identify the
rarer but significant upward movements that correspond to
label 1.

Support Vector Machines (SVMs) are particularly sensi-
tive to class imbalances, which can skew the hyperplane
towards the majority class, thereby impairing the classifier’s
performance. As noted by Batuwita and Palade [37], SVM
classifiers trained on imbalanced datasets tend to produce
models biased towards the majority class, resulting in
suboptimal performance on the minority class. They discuss
various strategies to mitigate this imbalance, including

adjusting class weights to compensate for disparities in class
frequencies. This is addressed in our SVMmodel by applying
the class_weight = ’balanced’ setting.
Since the classes are imbalanced, the touchstone will

be done by a comparison with the results obtained by a
‘‘dummy classifier,’’ which will serve as a simple baseline.
The dummy classifier will be activated in two different
strategies: The first is by classifying all labels in the test
set as the same as the most frequent label found in the train
set. The second strategy is known as known as stratified,
in which the classifier randomly selects labels according
to the distribution of labels in the training set. This means
that the ratio of each label’s occurrence in the randomly
generated predictions will be proportional to the ratio of
that label’s occurrence in the training set. Table 7 shows the
results of the dummy classifier on the various indices and
strategies.

VII. EXPERIMENTS AND RESULTS
A. MOST CORRELATED STOCKS WITH THE INDEX
Starting with NASDAQ-100, adding stocks in order accord-
ing to Table 2, yielded the best results when adding only the
first two stocks, i.e, Microsoft and Apple. This phenomenon
repeated itself with all of the above classifiers. A trial in
which the stock features were given more weight according
to the stocks’ relative weights in the index has not yielded
better results, either. The best classifier was found to be the
SVM in this case. For the Dow Jones, we acted according
to Table 4, and added stocks one by one each time. The
experiment reveals that the correlation approach is yielding
poor results in all cases. This experiment was repeated with
the DAX, according to Table 6 and as described before. The
results are similar to those of NASDAQ-100 in that even here,
using the first two stocks gave the best results, again using
SVM. Table 8 summarizes the best results from the above
experiments for the test set.
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TABLE 8. Chosen stocks, most correlated approach, test results. (The last 350 days between January 1, 2010 and September 15, 2022).

TABLE 9. Chosen stocks, most weighted stocks approach, test results. (The last 350 days between January 1, 2010 and September 15, 2022).

FIGURE 1. ROC curve for NASDAQ 100, using most weighted stocks that
make up the index. (Test set results, the last 350 days between January 1,
2010 and September 15, 2022).

B. MOST WEIGHTED STOCKS THAT MAKE UP THE INDEX
As previously mentioned, this approach involves adding
stocks to the training set in descending order of their weight
in the index. For NASDAQ 100, stocks were added according
to Table 1. The best results were obtained by including
only the two largest stocks, Apple and Microsoft, using the
SVM classifier. Note that similar results were obtained by
including the third stock, Amazon, and using the Voting
Classifier.

For the Dow Jones, stocks were gradually selected
according to Table 3. The best results were obtained by
including only the first three stocks: United Health, Goldman
Sachs, and Home Depot, using the KNN classifier. For the
DAX, the best results were obtained by including the first
three stocks: Linde, SAP, and Siemens, and using the Voting

FIGURE 2. ROC curve for DOW, using most weighted stocks that make up
the index. (Test set results, the last 350 days between January 1, 2010 and
September 15, 2022).

Classifier. It should be noted that the best cumulative weight
for all indexes is around 25 percent, achieved by selecting
only the first two to three stocks in the list.

We also observed that considering the relative weight of
the input features did not contribute to predictability. Using
the Voting Classifier yielded similar results to those obtained
by the other classifiers.

Table 9 summarizes the best results from the above
experiments for the test set.

Fig. 1, Fig. 2, and Fig. 3 show the ROC curves obtained
for the three indexes. Fig. 4 and Fig. 5 show the classification
results for this experiment on the charts of NASDAQ 100 and
Dow Jones.

The test period (the orange line) is characterized by sudden
ups and downs and with different lengths. The green circles
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FIGURE 3. ROC curve for DAX, using most weighted stocks that make up
the index. (Test set results, the last 350 days between January 1, 2010 and
September 15, 2022).

represent successful classification, while the red circles
represent unsuccessful ones. Although it is a stormy and
volatile period, it can be seen that the classification succeeds
many times. Moreover, we can see that even in the red circles,
most of them will gain profits, which usually takes more
than the defined 70 trading days to achieve, or sometimes
we have to settle for more modest profits than what was
defined. Furthermore, during the long descending period of
the markets (around the last half of the test set), almost no
circles are found, as if the classification feels that it is not the
appropriate time to enter the markets.

C. COMPARISONS WITH STATE-OF-THE-ART METHODS
In our comprehensive analysis, we have explored a range of
state-of-the-art machine learning models, including Artificial
Neural Networks (ANNs), Convolutional Neural Networks
(CNNs), Long Short-Term Memory (LSTM) networks, and
Logistic Regression.

Utilizing the MLPClassifier from sklearn [38], our ANN
model integrates best practices and deep learning principles
by Lecun et al. [39], along with recommended structures
validated for efficacy in stock market prediction.

Our optimal ANN configuration utilized two hidden layers,
with each layer sized at four times the number of input
nodes, activation = ’relu’ and solver = ’adam’, for enhanced
efficiency and speed. To mitigate overfitting, we set alpha =

0.01, complemented by a learning_rate_init of 0.001.
Our findings indicate that although ANNs deliver com-

mendable results, they are slightly less favorable than the
initially selected SVM model. For succinctness, we present
the comparison for the NASDAQ 100 index; however,
it is crucial to note that observations for other indices are
analogous. The ANN achieved an F1-score for the ’1’ label
of 0.62 and a Cohen Kappa score of 0.5, compared to the
0.66 F1-score and 0.58 Cohen Kappa achieved by the SVM
model.

In addressing the challenges posed by a class imbalance
within the context of time series data, we also considered

using the Balanced Bagging Classifier from the imbalanced-
learn library [40]. Given our data’s nature and reliance
on relative indicators to reflect the current market state,
we proceeded with caution. The temporal integrity of our data
is paramount. Thus, our primary evaluation focused on robust
metrics such as Cohen’s Kappa and the performance on the
’1’ label. Interestingly, integrating the BalancedBaggingClas-
sifier did not substantially improve the outcomes and, in some
instances, led to comparable or diminished performance.

Further emphasizing the SVM’s effectiveness, we observed
robust performance even without adjusting for class
imbalances using the class_weight = ’balanced’ setting. The
Cohen’s kappa showed minimal variation, underscoring the
model’s stability and reliability in handling unbalanced data.
This consistent performance highlights the SVM’s suitability
for our dataset, where class imbalances are prevalent.

ANNs were chosen for their proficiency in modeling
complex patterns, like financial time series. While initial
comparisons reveal a marginally lower performance than
SVMs, the flexible architecture of ANNs presents opportu-
nities for further optimization. This makes it an appropriate
classifier to be selected dynamically, where it might show the
best result in other timeframes or indices.

Our CNN model builds on established methodologies,
utilizing the Keras deep learning API [41] for optimal
sequential data processing. Inspired by the work of Chen
and He [42] and Hamoudi and Elseifi [43], we tailored
our approach to harness the predictive power of CNNs for
financial time series, with data organized into sequences
using a window size of 5. The model incorporates two
Conv1D layers with 128 filters each, designed to extract
significant patterns from the data. To counteract overfitting,
we integrated a 0.2 dropout rate. The architecture progresses
to two Dense layers, concluding with a sigmoid activation
for binary classification, demonstrating a balanced approach
between model complexity and generalization capabilities.
Despite its robust design, the CNN model did not surpass
the performance of our previously selected classifiers. With
the NASDAQ 100, it achieved an f1-score of 0.54 for the ’1’
label and Cohen’s Kappa of 0.4, compared to the superior
results of the SVM. Potential improvements could include
experimenting with alternative architectures or integrating
broader or different features.

In our exploration of LSTM models for stock price
prediction, we utilized the Keras deep learning API [41],
drawing upon a wealth of existing research that demonstrates
the efficacy of LSTMs in this domain. The studies by
Hamoudi and Elseifi [43], Moghar and Hamiche [44],
and Gülmez [45] were instrumental in establishing the
foundational insights that guided the architecture of our
model. These works highlight the LSTM’s capability to
capture temporal dependencies in stock market data, a critical
aspect we aimed to harness.

Our LSTM model was specifically designed with dual
layers and integrated L2 regularization to address the
challenges of overfitting while effectively managing the

84976 VOLUME 12, 2024



A. Bareket, B. Pârv: Predicting Medium-Term Stock Index Direction

FIGURE 4. NASDAQ 100, Classification results. (Test results, the last 350 days between January 1, 2010 and
September 15, 2022).

FIGURE 5. DOW JONES, Classification results. (Test results, the last 350 days between January 1, 2010 and
September 15, 2022).

sequential nature of our dataset, which was organized into
sequences using a window size of 5. Despite a rigorous
process of hyperparameter tuning and the implementation
of class weight adjustments to tackle class imbalance, our
LSTM model’s performance on the NASDAQ 100 index,
marked by an f1-score of 0.4 and a Cohen’s Kappa of 0.23 for
the ’1’ label, did not meet the efficacy of our baseline SVM
model. This observation was consistent with other indices
examined in our study.

In addition to our primary analysis, which utilized
SVM as our best-performing model, we integrated Logistic
Regression to refine our baseline comparisons and further
explore the landscape of machine learning approaches.

Rigorously optimized to achieve the best possible F1-score
for the ’1’ label, Logistic Regression’s performance on the
NASDAQ 100 index demonstrated notable improvements
over simpler baseline models like the dummy classifier.
However, it still lagged behind more complex models
such as SVM and CNN. While the recall for the ’1’
label was high at 0.84, the precision was only 0.25,
resulting in an F1-score of 0.38. Similar patterns were
observed with the Dow and DAX indices, confirming the
model’s consistent performance limitations across diverse
market conditions. This performance illustrates that Logistic
Regression struggled to fully capture the complexity of
market dynamics, primarily due to its linear nature, which
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is generally insufficient for modeling the nonlinear and
dynamically changing relationships characteristic of stock
market data.

1) RATIONALE BEHIND MODEL SELECTION
Our dynamic selection of SVM, KNN, Voting Classifier,
and RF is driven by their proven performance, consistently
outperforming more complex models like CNNs and ANNs
in our dataset. SVM is valued for its ability to prevent
overfitting and efficiently manage high-dimensional data,
which is crucial for our study. KNN offers simplicity and
effectiveness, capturing repeating patterns in the relative indi-
cator values over time. The Voting Classifier integrates these
models to enhance reliability and reduce bias. Moreover,
CNNs andANNs, while robust, require greater computational
resources to achieve comparable results. The efficiency of
SVM and KNN is particularly advantageous in our rolling
forecast evaluations, which are inherently time-consuming,
ensuring that our model selection is not only effective but also
practical.

2) CHALLENGE OF DIRECT COMPARISONS
Our study’s unique objective of predicting significant
stock index rises over a defined medium-term renders
direct comparisons with other studies challenging due to
the diverse methodologies, classification definitions, and
datasets employed across the financial machine-learning
domain.

In comparing various machine learning models, we
observed significant variability in methodologies and
objectives.

Pagliaro [46] explored the effectiveness of the Extra Trees
Classifier in predicting significant stock price movements
over a short period of 10 trading days across 120 companies.
He achieved an accuracy of 86%, highlighting the model’s
ability to handle large datasets enriched with numerous
technical indicators. While his definition of ‘significant,’
tailored to short-term changes, is based on exceeding set
percentage thresholds appropriate for a 10-day period,
our study extends the forecasting horizon to the medium
term. This differentiates our approach and provides a
general benchmark for assessing the effectiveness of other
state-of-the-art models in predicting significant market
movements.

Milosevic [13] utilized advanced machine learning tech-
niques, including RF, Logistic Regression, and SVM,
to forecast significant long-term stock price rises, defined as
a minimum 10% increase over one year. His study spanned
1,298 stocks, employing financial indicators like the Price-
to-Earnings (P/E) ratio and Earnings Per Share (EPS) to
label stocks that met this criterion as ‘good’ in a binary
classification setup. He achieved a notable F1-score of 0.75,
demonstrating robust predictive capability in a long-term
investment context. This approach, on the one hand, provides
a pertinent comparison to our study, but on the other

hand, it differs significantly since our study concentrates
on medium-term market movements, employing a distinct
classification definition and a specific subset of stocks.

Mittal and Nagpal [14] developed a regression-based
supervised learning model to predict stock returns over the
medium to long term, defined as up to one year. They
crafted a stock health index using a range of financial
indicators, such as price-to-earnings ratios and earnings per
share, coupled with fuzzy logic for actionable investment
advice. This approach highlights their integration of advanced
machine-learning techniques, providing a detailed perfor-
mance validation with nearly 100% precision during a test
period from May 3, 2020, to July 12, 2020. This period
demonstrated substantial gains across all recommended
stocks, validating the model’s predictive accuracy and the
reliability of the generated investment advice. While their
study offers valuable insights into long-term investment
strategies, it contrasts ours, concentrating on medium-term
market movements with specific thresholds for significant
financial events. This juxtaposition not only underscores the
diversity within machine learning applications in financial
forecasting but also enhances the comparative framework
of our analysis, situating our methodology among varied
approaches in the field.

D. STATISTICAL VALIDATION OF MODEL PERFORMANCE
To compare our selected models (SVM, KNN, Voting Clas-
sifier, RF) against baseline models (dummy classifiers) and
more complex models (ANNs, CNNs, LSTM), we utilized
the Mann-Whitney U test [47]. This non-parametric test,
ideal for non-normally distributed data, assessed differences
across multiple performance metrics, including Cohen’s
kappa and AUC, which are crucial given our dataset’s
imbalanced nature. The analyses were conducted across
various experimental setups, including different timeframes
and configurations. Our findings indicated significant per-
formance enhancements with our primary models over the
baselines (Mann-Whitney U = 144.0, p = 1.46e-05 for
Cohen’s kappa; Mann-Whitney U = 144.0, p = 1.28e-05 for
AUC). Similar improvements were observed when compared
to more complex models (ANNs, CNNs, LSTM), reinforcing
the effectiveness and appropriateness of our model selection
for predicting significant stock index rises.

E. USING STOCK PRICES WITH GENERALLY ACCEPTED
INDICATORS
The majority of studies in the field of stock classification use
prices themselves as input features, together with commonly
used indicators in their customary form [9], [15], and [48].
Accordingly, we used the prices of the index and the stocks
that make up the index, together with indicators in their
customary form. Stocks were selected according to weights
and, in another experiment, according to their correlationwith
the main index. After many trials, we found that using only
one indicator, the simple moving average (SMA), yielded the
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best results. The SMA is generally accepted and is defined as
follows:

SMAt (n) =
1
n

t∑
i=t−n+1

closei (8)

where n represents the time periods and t represents the data
point at period t . We used three different parameters for the
SMA: SMAt (5), SMAt (7), and SMAt (10). The input features
thus contain the closing prices of the main index, the closing
prices of the selected stocks, and the three SMAs with the
above parameters.

Although this approachmay seem unlikely on the face of it,
since it suggests that the prices themselves have predictability
without the patterns they exhibit, trying this approach on
the NASDAQ 100 yielded the best results so far. The best
results were obtained when the selected stocks were chosen
according to their weights, with the first 10 stocks selected
from Table 1, and the KNN classifier was used (see Table 10).
However, trying the approach on the Dow and the DAX
yielded only poor results, as expected, which were similar
to those obtained by the dummy classifier and hence are not
shown in Table 10.

F. TESTING ON DIFFERENT TIME PERIODS
At this stage, we tested the models on different time periods
with the above indexes. The results reveal the following:
1) The best model is still the most weighted stocks with

the newly created relative indicators
2) For different time periods, the best classifier might

sometimes be changed for better performances
3) The model has good predictability in many different

time periods with the above indexes
4) In many cases, the model has less favorable predictabil-

ity, but it can still giving us useful information for
better entry points, hence reduce trade risks. Consider,
for example, the Dow between the time periods of
January 01, 2000 to July 21, 2015. This is a time
period with completely different economic data and
different patterns in the markets. Table 11 shows the
model performance using RF with a test size of 350 as
before. It can be seen that the F1-score for the positive
label (i.e., the 1 label) is only around 0.5. Although
the results are less favorable than those achieved in
the previous period, they can still give a strong hint
when it’s a better time to enter the market, or more
than it, when NOT to enter. For the sake of comparison,
the dummy classifier for this period of time gives a
F1-score for the positive label around 0 to 0.1,
depending on the strategy.

5) In some cases, the model demonstrates predictive
capabilities that are similar to those demonstrated by
the dummy classifier. This is expected because of the
random nature of the markets. So, our study shows that
many times the model is efficient, hence the markets
are not completely random in certain periods of time,

FIGURE 6. Cross-validation of the model’s predictability over time using a
sliding window technique. Each line represents a different experiment,
and the blue area denotes the train set while the red area denotes the
test set.

and on the other hand, in other periods of time the
markets are indeed random and behave according to
the Random Walk Theory [7]. Therefore, at this stage,
the goal is to know in which time periods the model can
be used and when not. For this purpose, we performed
the experiment described in the next section.

G. DETERMINE UNDER WHAT CIRCUMSTANCES THE
MODEL CAN BE UTILIZED
The testing size we used, 350 days, actually represents a
wide range of time, around a year and a half of trading
in the markets. Our assumption is that when the model
has acceptable predictability in such a wide period of time,
we will be able to use it with similar capabilities also in the
following short period of time, i.e., the near unknown future
right after the test period. To investigate this assumption,
we used different periods of time with different indexes
using the model described above. The experiment was done
using a technique similar to cross-validation of time series.
This time, the test size was set to an even shorter period,
200 days (around 10 months), and represents the last known
completed classification test set. The next two months from
there (about 40 trading days) represent the unknown near
future. Since the model is defined for 70 trading days ahead
(around 3.5 months), and in addition to that, the positive label
is relatively rare, it’s not enough to check only two months
ahead, so we moved the test period forward in a sliding
window, each step of two months (about 40 days) ahead, and
we rechecked the results of the new test period each time.
As usual, when dealing with time series, no information was
‘leaked’ from the future to the past, since the window is
sliding forward only. The goal of this experiment was to track
the auc score, i.e., the area beneath the ROC curve. Fig. 6
depicts the process used to evaluate the auc score over time.
It turns out that the predictability represented by the auc is
usually changed gradually while the window is sliding, i.e.,
we can use the model for the next short period as long as the
results of the last test were satisfactory enough for us. When
the quality of the results starts to deteriorate, it is usually a
good idea to temporarily leave the model and wait until the
quality of the results will get improved above a threshold
of randomness. These results were obtained for the various
indexes aforementioned as well as for different periods of
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TABLE 10. Using stock prices with generally accepted indicators, test results. (The last 350 days between January 1, 2010 and September 15, 2022).

TABLE 11. Dow, test results of the last 350 days between January 01, 2000 and July 21, 2015.

FIGURE 7. Dow, auc over time, January 01, 2013 to January 01, 2015.

time. As an explanation, it seems that the random nature of
the markets takes place in the descent part of the time, but our
goal is to identify periods when the market is less efficient;
hence, we can use our model since those periods are usually
built gradually and fade gradually. As an example, consider
Fig. 7, which depicts the auc score of the Dow Jones during
the period of time between January 01, 2013 to January 01,
2015. It can be seen that only after February 2013, the auc
score signals predictability, where it is consistently above the
0.5 threshold of randomness. It is worth mentioning that this
period lasted until April 2014, a significant period of time,
which is more than a year of trading in the market.

Analysis of AUC trends reveals that periods characterized
by relatively stable market volatility, alongside clear and
long-lasting trends, correlate with higher predictive accu-
racy, where AUC consistently surpasses the 0.5 threshold.
In contrast, during times of increased or unstable market
volatility, AUC scores typically decline, indicating reduced
model effectiveness. These observations suggest that the
model is most effective during times when the market
shows inefficiencies, offering potential profit opportunities.
However, in highly efficient, randomly behaving markets, the
model’s predictive reliability diminishes.

Therefore, while the primary strategy for deploying the
model involves closely monitoring the AUC scores, it is also

FIGURE 8. Rolling forecast process description.

beneficial to observe market volatility and prevailing trends.
This combined approach enhances investment decisions
by leveraging periods that are optimal for the model’s
capabilities, with AUC scores serving as the principal guide
supported by additional market condition insights.

H. TESTING THE SELECTED MODEL USING A ROLLING
FORECAST APPROACH
At this stage, the model will be tested using a rolling forecast
approach, where the training set increases in size during
each testing phase as it extends over an increasing range.
This means that the model is tested for each new day in the
original test set while the training set is updated to include all
previously known classification information up to that day.
This approach creates more accurate testing, as it leverages
all the information already known and predicts only the
next day each time. This process is repeated for the entire
original test set, with a new testing process for each new
day.

Fig. 8 depicts the rolling forecast process used. The
original test set of size n is shown at the top, and the
rolling process is depicted below. In previous stages of this
research, the entire test set was evaluated as a whole after
the model was trained. However, with the rolling forecast
approach, only the next day in the test set is tested in each
iteration after refitting the growing training set. In the end,
the individual results of each day are combined into one result
that represents the result of the entire original test set The
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TABLE 12. Rolling forecast, most weighted stocks approach, test results. (The last 350 days between January 1, 2010 and September 15, 2022).

FIGURE 9. Rolling forecast. ROC curve for NASDAQ 100, using most
weighted stocks that make up the index. (Test set results, the last
350 days between January 1, 2010 and September 15, 2022).

FIGURE 10. Rolling forecast. ROC curve for DOW, using most weighted
stocks that make up the index. (Test set results, the last 350 days
between January 1, 2010 and September 15, 2022).

results show that, on average, this rolling forecast approach
outperforms the previous approach. Consider the experiment
shown in Table 9. Repeating this experiment using the
rolling forecast approach yielded the results depicted in
Table 12. Additionally, Fig. 9 and Fig. 10 depict the ROC
curves obtained for NASDAQ 100 and DOW with these
experiments. We can see that by using this method of rolling
forecast, the results are outperforming the previous method,
which refers to the test set as one whole set. For more

FIGURE 11. NASDAQ 100, Classification results by rolling forecast. (Test
results, the last 350 days between January 1, 2010 and September 15,
2022).

FIGURE 12. DOW JONES, Classification results by rolling forecast. (Test
results, the last 350 days between January 1, 2010 and September 15,
2022).

FIGURE 13. DAX, Classification results by rolling forecast. (Test results,
the last 350 days between January 1, 2010 and September 15, 2022).

comparison, Fig. 11 Fig. 12 show the classification results
as circles on the NASDAQ 100 and the DOW charts. Fig. 4
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and Fig. 5, as shown earlier, depict the same experiment
results in an unrolling manner. The differences between the
two pairs of charts are evident: the rolling forecast approach
shows more green circles and fewer red ones, indicating an
improvement in accuracy. In addition, Fig. 13 depicts the
classification results for the same period of time for the DAX
index, with the rolling forecast. Again, it can be seen that
although it is a very turbulent period in that market, still there
are almost no red circles at all, with a lot of successful green
circles.

VIII. CONCLUSION AND FUTURE WORK
A. AN OVERVIEW OF THE BENEFITS AND
CONTRIBUTIONS OF OUR RESEARCH AND MODEL
Overall, our research and model make several contributions
to the field. Firstly, we address the issue of predicting
stock index direction in the medium term, an area that has
received little attention in the existing literature. Secondly,
we introduce new relative indicators that are specifically
designed to predict upward significant movements in the
stock indexes. Thirdly, we demonstrate that selecting stocks
based on their relative weight in the index yields better results
than other selection criteria, such as correlation with the
index.

Our experiments on three different indexes - the Dow Jones
Industrial, NASDAQ 100, and the German DAX - show that
our model can be very effective in predicting the positive
label (i.e., upward significant movement) with an F1-score
of up to 0.8 and an AUC of around 0.8 to 0.9. In addition,
we demonstrate that our model can be useful even in periods
of less predictable market behavior by providing clues as
to when it is not a good time to enter the market or when
significant moves are not likely to happen.

Furthermore, we show that the choice of classifier should
be tailored to each period and index, although some classifiers
may be more fitting for certain indexes. Our research also
supports the random walk theory in that predictability can
be extremely difficult in decent parts of the time. However,
we demonstrate that following the AUC over time with our
proposed model can give us insight into when the market
deviates from its typical random path, and predictability
becomes possible.

Finally, we show that our model’s performance can be
improved by using a rolling forecast method to test the
data. By dividing the test set into single days and refitting
the training set for each day, we obtain more accurate
results that outperform the common testing procedure.
By implementing the rolling forecast in conjunction with
the most weighted stocks approach, previously demonstrated
as highly predictable, our model demonstrates predictive
accuracy for the positive label, achieving F1-score as high
as 0.9 and AUC values ranging from 0.9 to 0.95 across
various indices. Importantly, our study introduces a novel
methodology for medium-term stock index prediction that
can be practically applied by investors of all types looking
to enhance their risk/reward ratio.

B. FUTURE RESEARCH DIRECTIONS
Looking ahead, our research opens the door to several
exciting opportunities. A primary direction involves applying
our model to a wider range of stock indices and the
individual stocks comprising those indices since, as pre-
viously described, our investigation was conducted on a
select few but major global indices. This extension could
yield deeper insights and potential enhancements to the
model. Experimenting with alternative classifiers and diverse
combinations of relative indicators could further enhance the
model’s predictive strength. An additional intriguing area
to explore is investors’ sentiment within indices and their
constituent stocks. This exploration could include developing
a new indicator to analyze shifts in investor sentiment,
independent of price movements, serving as an additional
feature to enrich the model.
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