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ABSTRACT This paper addresses the problem of semantic communications (SemComs) in intelligent
machine-to-machine (M2M) applications. Although M2M applications may employ other languages as the
communication medium, natural languages are commonly used as the medium between machines and robots.
One favorable characteristic of using natural languages is that it allows humans to inspect communication
contents easily, which caters to the needs of security and quality of service for M2M communication.
Currently, no exact solutions are available for quantifying and measuring the understanding of M2M com-
munication. This paper identifies three specific challenges in the field: inconsistent knowledge base (KB),
cross-domain interpretation, and a measure for understanding the meaning of messages. We propose a model
to address these challenges in two steps. First, we propose an evidence-based shared-KB communication
model for cross-domain meaning interpretation using Dewey Decimal Classification. Second, we propose a
measure to quantify the understanding level through a two-stage validation between the sender and receiver.
Real-life datasets and numerical experiments are used to evaluate the model’s performance. The results
show that the degree of understanding (DoU) can be successfully measured by observing the performance
of the sender and receiver under the same conditions. The proposed method can effectively improve mutual
understanding between the two machines.

INDEX TERMS Cross-domain interpretation, degree of understanding, machine-to-machine, semantic
communications, two-stage validation.

I. INTRODUCTION

With advanced technologies like the Internet of Things and
artificial intelligence, communication applications go beyond
the classic communication theory. Decades ago, Weaver [1]
pointed out that communication consists of three levels of
goals. The first is on bit transmission. The other two are
the meaning interpretation of transmitted symbols and the
effectiveness of semantic communications (SemComs). The
latter two are the next steps in classic communications [2].
SemCom concerns the process of transmitting the meaning
of messages from a sender to its receiver [3], [4], [5], [6],
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which could be conducted between different parties, such as
Human-to-Human (H2H), Machine-to-Human (M2H), and
Machine-to-Machine (M2M). M2H communication conveys
the meanings between humans and machines. On the other
hand, M2M communication concerns the interactions among
machines for effective task execution [3].

A. TYPICAL SEMANTIC COMMUINCATION SYSTEM

The typical SemCom system is shown in Fig. 1 [3], [7],
[8]. A sender transmits messages to a receiver. At first, the
sender encodes the messages at the semantic- and bit- levels
to combat semantic or physical noise over a channel. A KB is
usually included in the process of semantic encoding. Then,
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FIGURE 1. Main components of a typical SemCom system.

the encoded signal propagates from the sender to the receiver
via a physical channel. The receiver decodes the received sig-
nals at both the bit- and semantic- levels for reconstructing the
transmitted message. A human being or intelligent machine
consumes the messages and executes the task accordingly.
In the existing models, text is the mainstream data source
supported in SemComs. However, image and speech can also
be supported [4], [7].

There are two types of channels in SemCom systems.
The first is the physical channel, which deals with data
transmission at the bit level. The second is the semantic chan-
nel, in which semantic noise needs to be addressed during
transmission because it might cause interpretation errors or
misunderstandings.

Compared to traditional communication, SemCom aims
to maximize the expected faithfulness in representing the
observed worlds and minimize the amount of data transmit-
ted [7]. As a result, the sender and receiver must perform
various highly intelligent algorithms [3], [4] in addition to
the functions of traditional communication terminals.

A SemCom system is a knowledge-based system [4]. Both
the sender and receiver rely on a separated or shared back-
ground KB for the meaning interpretation of messages [3],
[4], [6], [9]. Depending on the types of KB, the performance
metrics used to measure SemCom systems are diverse, such
as semantic error based [4], [8], age of information (Aol), and
value of information [8], [9], [10].

Numerous information representations are available
for semantic communication, such as natural languages,
propositional logic, graphic-based, and neural-network-based
languages [11], [12]. In particular, neural network-based lan-
guages incorporate semantic information into deep networks
by training networks to set appropriate connection weights.
In addition to the weight assignment, choosing an appropriate
network structure and size is also critical [13].

B. MAIN APPLICATIONS OF SEMANTIC COMMUNICATONS
Quantifying semantic interpretation is required in many
applications, such as the Internet of Things (IoT) [4], [8],
artificial intelligence (Al) [4], [8], robotics [8], the Web [9],
[14], extended reality [8], and big data [15]. We highlight
some of the major applications as follows.

1) AIAND IOT
The information consumption of intelligent machines and
Al robots is growing unprecedentedly. A simple and general
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solution is needed for quick semantic information consump-
tion and processing [16]. Semantic knowledge reasoning
framework can provide these applications with more auto-
mated data quality management [17]. Besides textual-data
applications, SemCom is also demanded by non-text and
entangled-data applications. For example, to improve com-
munication reliability in the aviation industry, the semantic
meaning of radiotelephony communication is extracted and
represented with a semantic vector, which is then used to
verify the semantic consistency [18]. In visual applications,
images are encoded with the GAN-based coding method to
allow semantic exchange [19]; a semantic enhanced encoder-
decoder framework [20] is proposed to recognize low-quality
scene texts in images robustly.

2) BIG DATA

Achieving big data analytics’ full potential requires reconcil-
ing data distribution and modeling principles. Some attempts
have been made. For example, the semantic-empowered
communication paradigm (SCP) is proposed to address the
problem. Uysal et al. [21] pointed out that a significant perfor-
mance improvement can be made with simple modification
of SCP for the Aol applications. Kountouris and Pappas [22]
used SCP to significantly reduce reconstruction errors and
cost of actuation errors in data processing.

3) SEMANTIC WEB

Semantic web technology enhances machines’ ability to
self-manage data in different aspects [14], [23]. However,
new methods are required to address the issue of meaning
interpretation in changing environments when retrieving data
from various sources [24].

C. CONTRIBUTIONS AND PAPER OUTLINE

Our paper aims to address the problem of Cross-domain
M2M SemCom, and the contributions can be summarized as
follows:

« We identify three specific challenges in the field: incon-
sistent KB, cross-domain interpretation, and a measure
for understanding the meaning of messages.

o We propose a shared-KB communication model for
cross-domain meaning interpretation using Dewey Dec-
imal Classification. Our proposed model differs from the
existing solutions: (1) It embeds semantic information in
the message to enable accurate cross-domain interpreta-
tion. (2) It supports evidence-based communication by
measuring the DoU at both ends. (3) A unified reasoning
framework is adopted to minimize the semantic errors in
the process.

o We propose a measure to quantify the DoU through a
two-stage validation between the sender and receiver,
differentiating from the existing methods: it is a
two-level hierarchical approach for narrowing the search
space effectively during reasoning.
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To the best of our knowledge, the proposed model is the
first attempt to explore the application of an existing library
knowledge management system in domain classification.
Regarding the characteristics and benefits of the proposed
model, we highlight the following.

o This model uses a feedback-based and evidence-based
method to improve the mutual understanding of the
sender and receiver iteratively in M2M communications,
where decisions are made, and actions or activities are
undertaken deriving from objective evidence.

o The model can quantify the DoU in sentence-based com-
munications.

o The two-stage method can significantly reduce the
search space.

o The model minimizes the cumulative errors of under-
standing in M2M communications.

o The model can be extended to other communication
contexts, such as M2H and H2M applications.

The remaining parts of this paper are organized as follows.
Section II formulates the problem. Section III highlights
related work and research challenges. Section IV describes
the design of a universal model for cross-domain SemComs.
Section V explains the steps to convey meaning from the
sender to the receiver at the word level. Section VI proposes
a method to measure the DoU at the sentence level (SDoU).
Section VII gives a solution for optimizing the objective func-
tion. Section VIII evaluates the performance of the proposed
method. Section IX concludes this paper.

Il. PROBLEM FORMULATION

This study adopts natural languages as the communication
medium among machines and robots. A more detailed dis-
cussion of the language used is given in the Related Work
section. The goal is to minimize the semantic understanding
difference between the sender and receiver, and quantify the
mutual understanding of transmitted messages. To quantify
the DoU, we propose a hierarchical approach in which a mes-
sage is separated into sentences and words. The mathematical
formulation is as follows.

We consider a message consisting of e sentences, T =
{Tl, T2, ...TI, .. ~Te}, and its corresponding meaning M =
{MI,MZ, CoME ~Me}. A sentence T' consists of |Ti|
words or tokens (for simplicity of expression, we use the term
“word” in this paper), such that 7% = {t{ th, - tj’, . -thi| }
The meaning of 7" is derived from a set of its word meanings,
M = Ymi,mb, - m]‘, . -miTi|}, where mjl is the original
meaning of word j in sentence i. During the transmission,
suppose the interpretation of 7' by the sender and the receiver
are M and M'", respectively. Intuitively, senders only send

messages they fully understand. We assume ’M M ”‘ <A,
where sentence meanings are represented as vectors [25], and
A = 0is negligible. In the literature, various sentence models

can compute a representation vector for a given sentence [26],
[27]. The meaning difference A is a user-defined parameter,
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TABLE 1. List of notations.

Variables Meanings
T Message T
M Meaning of message T
Ti Sentence i of message T
Mi Meaning of sentence i
tji Word j of sentence i
m]l Meaning of word j in sentence i
Mis Interpretation of sentence i at the sender
Mir Interpretation of sentence i at the receiver
Tj i Paraphrased version j for sentence i
Tis Best paraphrased version for sentence i at the sender
Tir Best paraphrased version for sentence i at the receiver
T (; Original version for sentence i

which should be customized in applications. Table 1 is a list
of major notations in this paper.

We formulate the quantification of DoU as a two-stage
stochastic programming problem. The goal, denoted by F,
is to minimize the misunderstanding between the sender and
the receiver, which can be expressed mathematically as

F =minf (T) + g(T), 9]

subject to
0<f(T) =<1, (2a)
0<g(T) <1, (2b)

where the sub-functions f (T') and g (T) can be seen as the
average of the misunderstanding of the sentences in message

T:f(T) = ¢ Xpierf (T) and g (T) = { X picy (T, and
their values range from O to 1.

£ (T") and g(T") are the misunderstandings of sentence
T! at the word and sentence levels, which can be further
broken down. Let sim() be a function calculating the distance
between two representation vectors of the sentences [26],

[28]. Denote sim,, (t}s , t;’ ) as the meaning similarity for
word tj’ between the sender and the receiver. Similarly, let
simg (T, T") be the meaning similarity for sentence 7".
Then quantifying the misunderstanding at the word and sen-
tence levels can be expressed as follows

! (Ti) =12 pregs i (tfs’ 5) .
J
g (Tl‘) — 1 — simy (Ti“', T"’) . (3b)

The full expression of (1) is written as:
_ . 1 . is Lir
F = min (ZM (1 =3 s (i57)
1 . is ir
4y Dy (1= (12.77)) @
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subject to
0 < simy, (t}s, t]’r) <1, (5a)
0 < sim, (T”, Tir) <1, (5b)
e,i,j>1,e,i,jeN, (5¢)
i <e. (5d)

The challenge of this problem is to design suitable methods to
quantify the two similarity scoring functions and to develop a
method to find the optimal solution for the objective function
efficiently.

Ill. RELATED WORK AND RESEARCH CHALLENGES

In this section, we highlight and discuss recent works closely
related to our research in different aspects. Then, we iden-
tify three research challenges that will be addressed in the

paper.

A. SYSTEM DESIGN

Weaver, Carnap, and Bar-Hillel were among the first to intro-
duce the concept of SemComs [1], [29]. A shared knowledge
framework is usually proposed to facilitate universal com-
munication [4], [29]. Some papers use the term background
knowledge instead of shared knowledge [7]. Such a frame-
work captures changes in the real world and formalizes them
into common knowledge. Along with such a concept, several
existing works also proposed connecting the real world with
a central database of the word or sentence level, such as
WordNet [30].

Qin et al. [7] highlighted the major challenges for the
system design of SemCom, such as system components,
semantic noise, and performance metrics. Lan et al. [3] dis-
cussed the approach for designing SemCom systems based
on knowledge graphs. SemCom integrates users, applica-
tion requirements, and the meaning of information into data
processing and transmission. It is predicted to be the core
paradigm in 6G networks [8].

B. CROSS-DOMAIN INTEROPERABILITY

Cross-domain interpretation is another open issue for Sem-
Com. In the most challenging applications, the context’s
domain is unspecified. Existing solutions for domain clas-
sification are usually based on concept detection [31], [32],
[33]. The difficulty is that the real world is vast and hetero-
geneous, and the sender and receiver must share the same
knowledge domains. Classifying knowledge accurately into
domains is extremely difficult [4]. Some attempts have been
made in the past few years. For instance, Zheng [15] defined
new methods of cross-domain data fusion, which focus on
knowledge fusion rather than traditional scheme mapping and
data merging. Lakka et al. [17] proposed using semantic inter-
operability mechanisms to enable semantic cross-domain
interactions among different systems. However, exist-
ing works are still limited in addressing this particular
issue.
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C. NATURAL LANGUAGES VS. CODED LANGUAGES

Coded languages have clear and concise rules that determine
how computers should interpret and execute the symbols [34].
However, the rules of natural languages, on the other hand,
depend on the context and the speaker’s intention, which
change dynamically. Natural languages have an almost infini-
tive and dynamic set of words, rules, and conventions that can
be used to create texts.

Some researchers suggested that semantic languages
should be developed for better automatic processing by
allowing semantic languages to mimic natural languages and
be less focused on syntax and pragmatics [35]. However,
in many situations, communications aim to exchange natural
languages [7]. Natural language is still the mainstream work-
ing language for robots or autonomous machines. The reasons
are as follows.

Currently, the world is managed by humans, who develop
and maintain natural languages to describe the world and
use them to communicate with each other. In this per-
spective, natural languages are the best mediums for world
representation. Secondly, humans must regularly inspect
communication contents among robots for security concerns.
In this regard, the selected communication languages should
be easily understandable by humans. In the long run, semantic
languages should be developed. However, it is challenging
to require every human to learn semantic languages. New
technologies may offer a solution to bridge the gap by
automatically translating the neural signals of humans into
semantic languages in the future.

D. SEMANTIC METRICS AND SENTENCE SIMILARITY
MEASUREMENT

When there is a need to ensure text alignment among com-
munication parties, a high-level similarity measurement is
usually performed between the receiver and the sender [36].
Semantic metrics are measures to compare the semantic sim-
ilarity between text corpora, such as computing the similarity
and dissimilarity among their ontological entities.

The metric aims to provide a broad representation of dis-
tance across specific linguistic aspects, such as syntactic or
semantic [37]. Text semantic metrics depend on the form
of the text representation, such as token-based or vector
embedding, that can be distinguished into three aspects:
lexicographical statistics, distributional metrics, and discrim-
inability metrics [37].

Recently, Getu et al. [38] analyzed the performance of
semantic metrics for text quality assessment. The quality can
be evaluated at the word level using semantic distance or word
error rate. At the sentence level, the quality is evaluated by
variant semantic metrics, such as semantic similarity metrics
(SSMs), machine-translation-based metrics (Bilingual Eval-
uation Understudy and Metric for Evaluation of Translation
with Explicit Ordering), and consensus-based image descrip-
tion evaluation. Moreover, Kour et al. [37] proposed seven
criteria to evaluate the robustness of metric measures.
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Recent studies have shown that integrated metric
approaches can improve the accuracy of sentence semantic
similarity [25], [27], [28], [39], [40]. These methods consider
both semantics and syntax (in terms of word order). Let
two input texts be represented in two vectors [26], [28],
and the symbol sim, (T?, T/) € [0, 1] represents the similar-
ity measurement between two sentences (7, /). Then, the
overall sentence similarity between 7' and 7V is defined
as a combination of semantic similarity and word order
similarity with weight § [27], [40]. Some researchers sug-
gest that the weight § should be chosen in the range of
(0.5, 1] [40].

sim; (T" , T-i) = Ssimge + (1 — 8)simy., (6)

where simg, and simy, are the similarity measurements for
semantic and syntactic, respectively.

E. SENTENCE GENERATION AND PARAPHRASING
Sentence generation and paraphrasing are two essential
requirements for M2M SemCom. Sentence generation [41],
on the one hand, is a computational process of automat-
ically generating sentences in certain human languages
based on specific communicative intentions. In most current
approaches for sentence generation, the input is either a
logical form or a set of facts in some knowledge represen-
tation language [41]. On the other hand, paraphrasing is a
restatement of a text, paragraph, or work, giving meaning
in another form. There are different approaches for generat-
ing sentences or paraphrases, such as the VAE model [42],
the encoder-decoder method [43], [44], and other methods
[45], [46].

F. RESEARCH CHALLENGES

Solutions to SemCom have remained largely unexplored.
Due to various challenges, existing works are limited only to
addressing some fundamental problems in communications.
In the literature, many researchers have highlighted several
common challenges in SemComs. For example, Luo et al. [4]
summarized that insufficient theoretical research, inconsis-
tent KBs, multi-user interpretation, and implementation are
open issues for future investigations. Moreover, Yang et al. [8]
pointed out that further explorations are needed into system
effectiveness, sustainability, and trustworthiness for SemCom
in 6G.

In this paper, we focus on three fundamental problems
in M2M communications: (P1) Why is interpretability so
challenging in SemCom? (P2) What is the ideal framework
for cross-domain interpretation? (P3) Is it possible to measure
the DoU among the communication parties?

1) EVER-CHANGING WORLD (P1)

Interpretability in SemCom is so challenging because the
world is changing. Languages are the mediums of commu-
nication, and understanding the meaning behind words is
a basic requirement for humans. However, every language
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evolves continuously. The meaning of the same word may
change over time. For instance, before the invention of Al,
the phrase ‘‘neural network” was primarily used in the biol-
ogy domain. The rate of change in each language may vary
considerably due to internal and external factors [47]. In fact,
the English language has changed greatly since Old English,
and about 4,000 new words are added to the dictionary each
year [48].

The rapid pace of technological advancements further
compounds the challenge of interpretability in SemCom. The
real world, including its objects and phenomena, is far from
static. Cultures, for instance, evolve and change continuously
in terms of their products, practices, and values [49]. Techno-
logical innovations, from smartphones to social media, have
revolutionized our society and daily lives in the past two
decades [50]. New words and terminologies are invented to
accommodate these changes every year. Therefore, learning
the changes in the real world’s representation regarding the
languages we use and the new things or objects we describe
is a challenge.

2) CROSS-DOMAIN INTERPRETATION (P2)

One major challenge of SemCom is the structural heterogene-
ity of cross-domain applications. There are several definitions
for a domain, but in this context, a domain is defined as the
area of knowledge or activity the system covers in an appli-
cation (e.g., healthcare management and stock forecasting are
two different application domains) [51].

M2M communications consist of largely distributed,
autonomous, and diverse machines in different applications
or domains. Existing solutions can only infer the meaning of a
specific message within a limited context domain [52]. Due to
the lack of core knowledge shared by machines, they cannot
correlate information across domains like humans [4].

3) MEASURE THE DOU (P3)

Understanding is different from learning facts. It is the ability
to form an opinion or reach a conclusion through reasoning
and information, and actions can be taken accordingly [53].
Different receivers may have different DoUs of the same
message, which might cause unexpected actions to be exe-
cuted. Measuring the DoU can ensure the correctness of task
execution. To our knowledge, existing works do not offer such
solutions.

IV. EVIDENCE-BASED CROSS-DOMAIN SEMCOM MODEL
A KB is a conceptual presentation of the real world. Intel-
ligent machines rely on KBs to understand the world. It is
necessary to constantly learn about the changes in the
world, in which factual knowledge will form a common
KB for reasoning. In this section, Sub-section A gives an
overview of the communication model. Sub-sections B and
C introduce the concepts of the knowledge domain. Sub-
section D highlights the main idea of the word semantic
database.
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FIGURE 2. (a) Typical SemCom Model; (b) Proposed SemCom Model.

A. GENERAL MODEL

The real world is highly heterogeneous, and it may not always
be possible to map all the aspects of context into a single
formalism. One way to deal with this is to build up a common
framework to restrict all semantic definitions to be expressed
in a particular formalism [52].

In general, there are three critical steps in relation to
understanding a message in natural languages. Both commu-
nication parties need to (1) specify the knowledge domain
for the message in order to reduce semantic ambiguity [54];
(2) figure out each word’s meaning, which is the basic unit of
a sentence, and (3) interpret the meaning of each sentence as
a whole.

Figure 2 illustrates a model of SemCom proposed in this
paper in comparison with the typical model. In the model,
knowledge reasoning relies on a unified semantic reason-
ing framework (USRF), which has two modules: knowledge
domain (KD) and word semantic database (WSD). KD is used
to specify a sentence’s domain, while WSD is used to look up
the semantic meanings of each word in the sentence. USRF
is fully shared by all the communication parties. A typical
SemCom session consists of six main steps:

(1) The sender first breaks down a message into sentences.
The communication is on a sentence basis.

(2) The sender sends a sentence to the message generator
(MG) for reasoning.

(3) MG specifies the knowledge domain using DDC, looks
up the proper meaning for each word, and then produces
a semantic checksum for the sentence.

(4) MG sends the encoded sentence to the receiver’s mes-
sage interpreter (MI).

(5) MI decodes the message using USRF and gives feed-
back to MG. MG and MI iteratively improve the DoU
based on the feedback.

(6) Upon achieving a good DoU, MI passes the sentence
together with its meaning to the receiver.

The sender and the receiver share the USRF in support of

cross-domain interpretation. Based on the iterative feedback,
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the DoU between two parties can be measured and quanti-
fied. The measuring of understanding (MoU) is initiated and
evaluated by the sender, who is responsible for ensuring the
faithful transmission of meaning for the sentence.

Usually, the KD can be specified once in each communi-
cation session. To improve efficiency, the paraphrasing and
MoU can be conducted only in the critical sentences of the
communication session. According to Weaver [1], the effi-
ciency of SemCom is the third level of communication, which
is our future research direction.

Although the proposed communication model is designed
for textual data, the semantic features of images [19] and
speeches [18] can be converted into text-based descriptors in
some applications. However, the conversion of forms might
introduce semantic noises. Nevertheless, the proposed model
can be scaled up to accommodate a broader scope of data
and information by splitting the description of an object into
layers and adding a feedback loop to reduce semantic errors.

B. KNOWLEDGE REPRESENTATION AND REASONING
Knowledge representation and reasoning are two essential
elements in SemCom systems. To represent knowledge, for-
mal languages, such as rule-based and decision trees, are
used [11].

Knowledge reasoning is used to infer facts from existing
data. Many methods have already been proposed for rea-
soning with knowledge. The most common approaches are
probability-based, logic-based, and case-based [55].

C. SPECIFYING KNOWLEDGE DOMAIN

The knowledge domain refers to the descriptions of objects,
actions, functions, and other instances. It defines possible
classes and/or instances of things in the world. An object
or instance may belong to multiple domains. The challenge
of cross-domain interpretation is resolving the ambiguity of
domain-dependent word semantics. For instance, the word
“bank” has several meanings, such as a commercial bank or
ariver bank. Also, the semantics in each domain evolve with
time. Specifying the domain for a sentence can greatly reduce
the search space in meaning interpretation.

1) FRAMEWORK OF DEWEY DECIMAL CLASSIFICATION
Dewey Decimal Classification (DDC) originally is a book
classification in library systems to designate a knowledge
domain, which is built on sound principles that make it ideal
as a general knowledge organization tool. It uses meaningful
notation in universally recognized Arabic numerals, with
well-defined categories, well-developed hierarchies, and a
rich network of topic relationships [56]. At the broadest level,
the DDC has ten main classes, as shown in Table 2, that cover
the entire world of knowledge. Each main class is divided
into ten divisions, and each division is further divided into
ten sections. Since the parts of the DDC are arranged by
disciplines, not subjects, a subject may appear in more than
one class.
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TABLE 2. Ten main classes of DDC.

No. | Section No. | Section
000 | Computer science, 500 | Science
information & general
works
100 | Philosophy & psychology 600 | Technology
200 | Religion 700 | Arts & recreation
300 | Social sciences 800 | Literature
400 | Language 900 | History & geography

TABLE 3. lllustration of the concept of a lexical matrix.

Word Word Forms
Meanings F, F, Fq F, |
My | Ey | Ey,
M, A\ I_Ezé LY
M, \‘ ‘\[Polysemous words

[ s ds |
ynonyms woras
Mn \ | | / Em,n

Three digits of Arabic numerals are used to represent each
class in the DDC hierarchically. The first digit represents the
main class. The second digit indicates the division. A dot
follows the third digit in a class number, after which divi-
sion by ten continues to the specific degree of classification
needed. For instance, the history of England is placed under
942, the history of the Stuart period at 942.06, and the history
of the English Commonwealth at 942.063. The structural
hierarchy represents all topics in a tree structure. With this
characteristic, DDC exhausts the entire world of knowledge.

D. SELECTION OF WORD MEANINGS USING WORDNET
Words are the basic components of a sentence. Analyzing
word meanings is the key to understanding a sentence. Differ-
ent tools for word meaning reasoning exist, such as WordNet,
Harvard General Inquirer, and Celex. We chose WordNet
since it has been commonly adopted in many applications.

WordNet is a large online lexical reference system,
an expert-built English-language network [57]. English
nouns, verbs, adjectives, and adverbs are organized into syn-
onym sets (called synsets), which are groups of synonyms
with similar meanings.

The lexical matrix is the mapping between forms and
meanings, as shown in Table 3. Word forms are listed as the
headings for the columns, and word meanings are the head-
ings for the rows. The letter £ denotes an entry in the matrix.
The word form is polysemous if two entries are in the same
column (e.g., Eq,; and E;2). The mappings are many-to-
many relations. Some forms have several meanings, while
some meanings can be expressed in several forms.

The new version, WordNet 3.1, contains more than 117,659
synsets organized into 206,941 lexicalized items [57].
Synsets and lexical items are connected to each other by
various semantic and lexical relations in a hierarchy [30],
[57]. Synsets form relations with other synsets to form a
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FIGURE 3. Calculation of semantic checksum.
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hierarchy of concepts, starting from the most general con-
cepts, moving on to moderately abstract ones, and concluding
with the most specific ones. WordNet provides a query inter-
face to humans and machines for interactions with the central
database. WordNet has been ported to many different com-
puter systems [30].

V. SEMANTIC CONFIRMATION AT THE WORD LEVEL

This section describes the steps to ensure DoU at the word
level (WDoU). First, a sentence is tokenized for semantic
checksum calculation. Second, the sentence is paraphrased
into several versions, and only the best paraphrasing sentence
is selected. Lastly, we propose a scoring function to measure
the WDoU.

A. SEMANTIC CHECKSUM FOR WORDS

Each sentence is decomposed into words. WordNet is
used to look up each word’s meaning [30]. For exam-
ple, we look up the Synset for ‘bank’ in Python using
“wn.synsets(‘bank’)[0]’, where the WordNet object is
imported as ‘wn’. Then Name method is used to get the
unique ID for the synset directly: “bank.n.01”. If multiple
synset_IDs are returned, the sender or receiver must choose a
proper ID for each word.

The DoU at the receiver is measured by checking whether
both the sender and the receiver choose the same meaning for
each word. Figure 3 shows the details of the implementation
of how the sender encodes a sentence.

The sender performs stop word removal, tokenization, and
stemming for the sentence, and removes the words with only
one meaning because there is no need to make any choices
on their meanings. Then, the sender specifies a KD using
DDC, and the proper meaning of each word is looked up
using WordNet. The domain ID and synset_IDs are encoded
as a semantic checksum, which is appended at the end of
the message. There are different ways for message checksum
computation, such as the hash function Cyclic Redundancy
Check (CRC).

The above steps are repeated at the receiver to compute
the checksum, which is then compared with the sender’s
checksum. If the two checksums are the same, the semantics
is verified at the word level. Otherwise, the weighted average
of the semantic similarity is calculated.
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Information & ‘All around the room is a bank of snow next to the wall of the house‘
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FIGURE 4. Example of sentence encoding.

The following is a real example to demonstrate the imple-
mentation. Suppose the sender sends the sentence, ‘“All
around the room is a bank of snow next to the wall of the
house” to the receiver; then the sentence is encoded, as shown
in Fig 4. If both the sender and receiver fully understand the
meaning of the sentence, they should choose the same Synset
IDs for the selected words.

B. SELECTION OF THE BEST PARAPHRASING SENTENCE
To minimize the understanding difference, the sender first
paraphrases multiple versions of a sentence so that 7! =
]L‘Tl’, TZ’, T‘ --~Tdi], where d is the number of versions.

ach Vers10n s difference from the original meaning is less
than or equal to a negligible value A. The best paraphrasing
sentence Tli o5 18 chosen based on both sides’ understanding
and the similarity between the paraphrasing sentence and the
original sentence. The mathematical expression for selecting
the best paraphrasing version of sentence i is:

Tlﬁest = argminTjieTf {T]l lf (T]l) <f (T]i) s VT]i € Ti} .
@)

Let > /e, simy (t}s, tj”) denote the total understanding at
the word level, and n is the sentence length of Tj’. The sim-
ilarity between Tji and Té is denoted as simy (Té, T]’) Then
the scoring function is expressed as:

f (Tll) =1- (Zjerz ity (tjs’ t;r)) o (Té’ T]l) @

The different versions’ WDoUs are stored in a set E! as

follows:

= () (13) s (1) oor ()} O
Then E! is used in the verification of SDoU. If a version
cannot fulfill the sentence understanding requirement, then
that version will be removed from E'.

C. MEASUREMENT OF THE DoU

We propose a factor-based method to evaluate whether the
receiver can correctly select the same word meanings as the
sender. The factors are the matching of meaning selection,
the importance of words in the sentence, and the difficulty
of meaning selection. They are denoted by the vectors V, U
and D, separately.
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Let sim,, (t}s, t]”) denote the scoring function of word t;’s
understanding.

. is Lir) _ n i i i
Sim,yy, (tj 5 tj ) = Zk:l (ij . Mjk . jk) ) (10)

where vj’:k, uj’:k andd ?}c are the elements of vectors V, U, and D,
respectively. The value of each element is defined as follows:

o« Vi k= = 1 if two parties select the same meaning; other-
wise, the value is 0.

« 0 < ujk < 1L uj’:k can be computed using
numerous schemes, such as smooth inverse fre-
quency (SIF), inverse document frequency (IDF), term
frequency-inverse document frequency (TF-IDF), and
POS tag [25].

o The difficulty level of selection is proportional to the
number of word meanings (f; k) available to be chosen,

then jk = where >}, d

l
n 9
k= 1131

A higher score reflects a deeper DoU of word meanings.

VI. SEMANTIC ASSURANCE AT THE SENTENCE LEVEL
This section proposes a model to measure the SDoU. We call
it Multiple Guesses Under Changing Constraints (MGUCC).
Assume that a sentence has the true meaning Mé. The sender
intuitively knows the sentence’s original meaning, such that it
can produce another version of the sentence so that its mean-
ing Mj"s is very close to Mé. Based on this assumption, the
next step is to test whether the receiver can obtain the value
of Mé. The problem is that Mé is not directly measurable.
However, we can indirectly get it by comparing the sender’s
and receiver’s performance in the measurement.

To do so, we conduct multiple tests or guesses, as the
name of our model MGUCC states. In each test, we apply
different constraints and ask both the sender and the receiver
to paraphrase a new sentence. If the receiver knows the true
value, he or she should be able to produce a sentence that is
very close to Mé (as well as to Mjis). Then, we measure the
DoU difference between the sender and the receiver. If the
receiver consistently produces a very similar meaning value
to that of the sender in the various tests, we can say that the
receiver has successfully understood the meaning. The main
advantage of our proposed method is that the receiver can
produce evidence to show its understanding. This approach
can also be generalized to other similar applications.

Let sentence T {t{ té, .- t;{ .- t,‘l} be the version
with the best WDoU, with n being the sentence length.
We conduct / tests for T' under different constraints. For
each test, a subset 7'' of the word elements is randomly
selected from T, where T”'CT!. Then both the sender and
receiver are asked to produce a new sentence based on the
constraint such that the meaning is as close as possible to
the original meaning Mé. Suppose we have the following
sentence outputs after [ tests for the sender and receiver

respectively: T% = {T’is, TS ... -T’fs}, Tr =

{T”{, T/g, .- -T’;{r, . T”r} Then we compute the average
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sentence DoU difference M for sentence 7" as follows:
. 1 1 . .
i1 _ 2 . /is 7ir
Mi=1 lzkzlszms(T ,Tk). (11)
The average DoU of the whole message is the average DoU
of sentences.

VII. SOLUTION METHOD
In this section, we derive how we actually compute the
solution. In the objective function, we minimize the DoU
difference between the sender and receiver for the whole
message. A sentence is a basic unit in a message. Then,
the problem becomes minimizing the DoU difference for
individual sentences.

To optimize the DoU on both sides, sentence T/ is para-

phrased d versions, T! = {Tf, Tz", .- TJ’ .. ~T0’é}, with

simyg (T;S, Tji’) < g, where j € [1,d]. Our objective is to

select an T! such that the DoU difference between the sender
and the receiver is minimized. The revised objective function

1S:
F = min (1 - theT; Simy, (t}s, tj’r))
+ (1 _ sim, (T"S, T”)) . (12)

In (12), the first part minimizes the DoU difference at the
word level, while the second minimizes the DoU difference at
the sentence level. The equation can be rewritten as follows:

_ . _ . IY g‘r
F = min (2 (th"eT_} sim,, (tl o1 )
sim; (T"S, T”))) . (13)

Minimizing F is equivalent to maximizing the second part
in (13). So, we further revise the objective function as a
maximization function:

F' = max (Zt’eTi sim,, (l‘;s, [;r) + simy (TiS’ Tir)) ’
J=
(14)

where sim,, is dependent on variable T/, and the input of the
second part in the modified objective function is dependent on
the output of the first stage. So, the function can be rewritten
in the standard form of a two-stage optimization. Figure 5
illustrates this two-stage validation method [58], [59],
[60], [61].

For the paraphrase T/’ we can express the similar-

ity between the sender and receiver as sim,, (t}s, t}’) =
ZZ: 1 (v}k . u}k . d;k), where (ujl:k.djik) can be considered the
no.rma.lized intc?grated weight wj’:k With Iy wj’:k = 1. The
objective function (14) can be rewritten as the form of the

two-stage optimization problem by introducing variables x
and y. Let

xXj =V, (15a)
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FIGURE 5. Framework of two-stage validation for sentence DoU.

(15b)
(15¢)

y = simg (T"S, Tir) , and
i

Then we rewrite the objective function (14) as follows:

max wixy +waxy + - -+ wpxy, +, (16)
subject to:
WIX1 +woxp + -+ wpxy < 1, (172)
wixy +waxa + -+ wux, > B, (17b)
y<1, (17¢)
y = fo, (17d)
(wixy +woxg + -+ + wux, +¥)/2 > Bs, (17e)
ZJ’; wi=1,¥w; € [0, 1], (176)
x; € {0, 1}, (17g)
B1, B2, B3 € [0, 11, B1, B2, B3 € R.
(17h)

In the above formulation, the first and the second constraints
ensure that the word similarity is within the range of [, 1].
The third and the fourth constraints ensure the sentence
similarity is within another range of [85, 1]. The fifth con-
straint ensures the combined similarity meets the minimum
requirement. The sixth and seventh constraints require the
summation of w; as 1 and x; as a binary variable. Lastly, the
constants B1, B2, and B3 are application-specific values that
range from O to 1.

The objective function consists of two parts, reflecting the
two decision stages in the whole process. In the first stage of
the formulation, both the sender and receiver negotiate back
and forth the proper version of M’s expression, maximiz-
ing the WDoU in the first stage. The optimal second-stage
decision is dependent on the output of the first stage. That
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means the output of the first stage is a decision variable in the
objective function of the second stage.

To solve this problem, we further transform the above
objective function into the standard form of the two-stage
adaptive optimization problem as follows:

max ¢’ x + bTy, (18)
subject to
Fx <f,Vx € {0, 1}, (19a)
Hy < h,Vy € [0, 1], (19b)
Ax +By <g,Vx €{0,1},V¥y € [0, 1]. (19¢)

where ¢, b7, F, f, H, h, A, B, and g in (18) and (19) are
defined as follows:

CT = [W11W29"' swn]stT = [1]9
[ w1 wy - Wy 0 i
F = s = s
[ 1 1
H = 3 h = )
SIS
1 1 1 1
A= _Ewl’_§W21"'s_§W}’L ’B= -E 7g=[_ﬁ3]'
(20)
Then the formulation (18) can be rewritten as:
max ¢’ x + f(x), 21
subject to
Fx <f, (22a)
x>0, (22b)

where f (x) = ma())( {bTy |Ax + By < g}. The function f (x)
¥z
has a dual function f” (x) as follows:

f' () = min {uT (¢ — Ax) | B u > bT} @)

So that the original problem (18) could be equivalently rewrit-
ten as follows:

max ¢ x + o, 24
subject to
Fx <f, (25a)
¢ > f'(x), (25b)
x > 0. (25¢)

In the above new formulation, we can see that the feasible
region of f’(x) does not depend on x; only the objective
function depends on the input value of x. Then f'(x) can be
described as a set of extreme points and extreme rays. Let P
be the set of all the extreme points of f/(x) and R be the set of
all the extreme rays of f'(x). Then, an equivalent formulation
of the original problem is expressed as the following full mas-
ter problem (FMP). In the FMP, the variable y is eliminated
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from the original problem. A single scalar variable ¢ and a
large number of constraints are added.

max ¢’ x + o, (26)
subject to
Fx <f, (27a)
¢ > u'(g— Bx),Yu € P, (27b)
0> u’(g — Bx),Vu € R, (27¢)
BTu> ", (27d)
x>0, (27¢)

where BT = | 1 | and b7 = [1].

The original problem is now transformed into a linear
programming problem. However, since the sets P and R are
exponential in size, we need to use a delayed constraint gen-
eration algorithm to gradually reduce the search space. Using
delayed constraint generation, we solve the FMP with only a
small subset of the constraints while no other constraints are
violated.

The feasible region of the dual is:

Dual = {u|BTu < bT} , (28)

with the extreme points and extreme rays enumerated as
follows: P = {p',p?,--- ,p'} are the extreme points, and
R = {rl, P2 ... ,rl} are the extreme rays. The solution
to (26) is either optimal or unbounded.

o If it is unbounded, the algorithm will return one of
the extreme rays 7 = r/ for some j, such that
(rj)T (g — Bx) > 0 in which case f (x) = 4o00.

o If it is optimal, the algorithm will return one of the
extreme points p = p' for some i, such that f (x) =

,,,,,

For T!, e]’: is a version’s score of Ei. Let UB and LB be the
upper bound and the lower bound of the solutions, respec-
tively. Then the implementation of the delayed constraint
generation algorithm is the following:

VIil. PERFORMANCE EVALUATION

This section conducts four experiments to evaluate the
proposed model’s performance. Subsections A and B exper-
iments show that selecting synonyms and paraphrasing can
improve the DoU between two independent machines at word
and sentence levels. The third experiment in C demonstrates
the effectiveness of the two-stage validation method using a
study case. The fourth experiment in D evaluates the mea-
surement effectiveness of meaning understanding.

A. ANALYSIS OF WORD UNDERSTANDING

In this experiment, the two machines have different reasoning
abilities. The sender uses the T5_Paraphrase_Paws model
based on the Google PAWs dataset, while the receiver uses
the PEGASUS model based on the C4 & Hugenews dataset.
The sender is able to understand the original meaning of the
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Algorithm: Delayed Constraint Generation

Let LB = —o0 and UB = +0o0;

while UB LB > ¢ do
solve the master problem (FMP) and obtain
x, 9);
let LB be the lower bound obtained from the
optimal objective value of the master problem;
for w e A do
solve the subproblem Q,, (X);
if Q,, (x) has an optimal solution, then
let u and y be the optimal and dual

solution of Q,, (X);

if u’ (g — Bx) > ¢, then

add the constraint: i’ (¢ — Bx) > ¢ to the
restricted master problem;

end

if ’x +d"y < UB, then

Best-Solution < (x, y);
UB < min {UB, "%, d"3};

end

end

if Q,, (x) is unbounded from the above, then
let 7 be the extreme ray that solve Q,, (x);

add the constraint: 77 (g — Bx) < 0 to the
restricted master problem;

end

end
end

words in the sample sentence well. In contrast, the receiver’s
DoU ability at the word level is not as good as the sender’s.
This experiment aims to show that a better performance at the
receiver can be achieved by selecting better synonyms.

In the experiment, the following sample sentence is given:
“I will show you how to build a web application in Python
using the SweetViz and its dependent library”, and the fol-
lowing four tokens (keywords) are selected (i.e., “show”,
“build”, “using” and “‘dependent’’). In Section V, we pro-
posed that there are three factors related to the understanding
level of words: matching of meaning selection (V'), the impor-
tance of words in the sentence (U), and the difficulty of
meaning selection (D). In this experiment, let U and D con-
tribute equally to the four keywords, while V has a different
value for each keyword.

The following steps are performed to evaluate the DoU
of the receiver. A set of synonyms are looked up for
each keyword. For instance, the keyword “‘show”” has three
other synonyms: “see”, “display”, and ‘““demonstrate”. The
WDoU can be obtained by calculating the similarity between
the receiver’s synonym candidates and the sender’s synonym
candidates for each keyword. Table 4 shows the different
WDoUs in ascending order for the keyword “show” at the
receiver.

The details of the experiment’s configuration are given in
Appendix A. The results are shown in Fig. 6.
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TABLE 4. Different levels of understanding for the keyword “show”.

Level Synonym Similarity between the synonym and
the sender’s understanding
Level-1 see 0.7374398438420945
Level-2 display 0.8522812866553033
Level-3 demonstrate 0.8703482097489922
Level-4 show 1.0 (fully understand)

A sentence understanding
atthe word level (Z)

~
4
3 (fully understand)

i Y:
Word ur\ders{ar\d\r\g \evel ( )

FIGURE 6. Example for the WDoU measurement.

Four boundary points are selected and respectively
described to facilitate the understanding of Fig. 6. In particu-
lar, Point A (X: 1, Y: 1, Z: 0.9872) refers to the case that one
keyword, “show”, is chosen from the sample sentence with
Level-1 understanding, the similarity between the sender’s
and receiver’s WDoU is 0.9872; Similarly, Point B (X: 1, Y: 4,
Z: 1.0) is the case that one keyword ‘““show” is chosen from
the sentence with Level-4 understanding, and the similarity
between the sender’s and receiver’s sentence understanding
is 1.0. In Point C (X: 4, Y: 1, Z: 0.8994), four keywords,
“show”, “build”, “using”, and ‘““dependent”, are selected
from the sentence with Level-1 understanding, so the similar-
ity between the sender’s and receiver’s WDoU is only 0.8994.
While the four keywords of Point D (X: 4, Y: 4, Z: 1.0) are at
Level-4 understanding, the understanding level between the
sender and receiver reaches 1.0.

Based on the experiment results, the overall SDoU
improves when the WDoU increases. When more keywords
are selected, a more reliable understanding of the sentence
can be achieved.

B. UNDERSTANDING MEASUREMENT AT

SENTENCE LEVEL

In this experiment, we demonstrate the use of paraphrasing
to improve the DoU between two independent machines
in a natural language environment. Each machine individu-
ally paraphrases the most-equivalent sentence based on the
input sentence. Then, we measure the similarity between
these two paraphrased sentences, which reflects these two
machines’ DoU.
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The objective of this experiment is to evaluate the effec-
tiveness of sentence paraphrasing. In this experiment, two
machines process the same original sentence. However, they
have different paraphrasing models and reasoning abilities.

We set different knowledge reasoning abilities for the two
machines by applying two different NLP paraphrasing mod-
els (i.e., PEGASUS and T5_Paraphrase_Paws models) that
are trained based on different datasets (i.e., C4 & Hugenews
corpora and Google’s PAWs dataset). Details of the sample
sentences are given in Appendix B.

For the case of “without Sentence Paraphrasing (SP)”, the
two machines each generate one paraphrasing sentence from
the original sentence using their own paraphrasing models.
The similarity between the two generated sentences is com-
puted by the module en_core_web_sm from Spacy in Python.

For the case of “with SP”’, each machine generates 2 to 7
paraphrases from the original sentences. Then, the best
meaning-matching paraphrase is selected. As expected, the
more paraphrases the machine generates, the more likely a
better version will be chosen.

Two factors influence the DoU between two machines. One
is the number of generated paraphrases from each machine,
and the other is the length of the original sentence. In addition,
different lengths of original sentences are generated from the
same meaning.

Figure 7 illustrates the DoU between two machines in
M2M communication with the given number of generated
paraphrases for each machine and different lengths of sen-
tences. In all four sentences, the DoU between two machines
generally increases with more paraphrases generated (hori-
zontal axis). Meanwhile, with the same context, the longer
original sentences generally result in a better DoU between
the two machines. Sentence 4, with 40 words (top line), has
the highest DoU, while Sentence 1, with 10 words (bottom
line), has the lowest. This is because the longer original sen-
tences have more unchanged words, increasing the similarity
value in their meaning-match calculation. Interestingly, for
Sentence 2 and Sentence 4, the two machines separately
selected a better meaning-match paraphrase, but the DoU
between the two machines performed lower than the case of
“without SP”. This is because the two machines paraphrase
sentences according to their different databases and reference
models, which cannot guarantee that a better-generated para-
phrase for each entity can show better compatibility between
the two machines’ DoU.

Experiment B clearly shows that, under the same con-
ditions, more paraphrases and longer sentences produce a
higher DoU in a natural language environment. This outcome
coincides with the numerical simulations in Experiment D:
the performance of long-sentence is better than that of
short-sentence.

C. PERFORMANCE OF TWO-STAGE VALIDATION METHOD
This experiment is an integrated evaluation for DoUs at the
word and sentence levels, respectively. The experiment has
two goals: (1) to reveal the relationship between WDoU and
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FIGURE 7. Performance versus a number of paraphrased versions.

SDoU, and (2) to evaluate the wholistic performance of SDoU
using Sentence Paraphrasing (SP) under different WDoUs.
The experiment was implemented on a workstation using
Python 3.10 on Windows 10 with an Intel Xeon 3.6 GHz
CPU and Nvidia Geforce RTX2080Ti GPU. The versions
for Transformers and Sentence Piece are 4.30.0 and 0.2.0,
respectively. The sender and receiver use two independent
tools for sentence paraphrasing: T5_Paraphrase_Paws and
PEGASUS. To further verify the robustness of the pro-
posed model, we use a different tool, the transformer-based
MiniLM, to measure sentence similarity. All the tested sen-
tences are from a publicly available dataset, SemEval [62].

1) PART A

The experiment’s Part A evaluates the relationship between
WDoU and SDoU with two tests: Tests 1 and 2. We assume
the sender possesses the exact meaning of each word in the
sentence and can always generate the best paraphrasing ver-
sion. On the receiver side, if it knows the exact meaning of the
word, it can accurately look up the meaning’s corresponding
synonym word using WordNet. However, if the receiver does
not know a word’s meanings exactly, it picks one from the
semantic meanings based on its understanding and then maps
it to the corresponding synonym word. Then, the revised set
of words is formed, and a paraphrasing sentence is generated
using PEGASUS. Finally, this sentence is compared with the
sender’s version.

Some words are masked in the sentence during the test.
In the NLP, a similar technique called the masked language
model is used [63]. Words are randomly masked from the
training data, forcing the model to guess the missing words.
If a word is masked, the receiver may have different WDoUs
on its meaning. We assume all words in the sentences are
equally important and set the levels of WDoUs to 0%,
50%, and 100%, which are calculated based on (10). When
WDoU = 50%, various combinations are available; the clos-
est one is chosen.

In Test 1, the sentence length is set to 5, 12 same-length
sentences are generated, and the results are taken as average.
The overall results are shown in Fig. 8. The observations
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FIGURE 9. Relationship between WDoU and SDoU in long sentences.

are (1) a higher WDoU can result in a higher SDoU. For
instance, when five words are masked, the SDoU is about
39% when WDoU = 0%, whereas the SDoU can reach 72%
when WDoU increases to 100%. (2) When the number of
words masked increases, the SDoU decreases.

In Test 2, the sentence length increases to 15, and the results
are shown in Fig. 9. Similar to the previous test, we observe
that the higher WDoU can achieve a better SDoU. Secondly,
the SDoU increases under the same conditions when the
sentence length increases.

2) PARTB

The experiment’s Part B shows how the SDoU can be
improved using SP, includes another two tests: Tests 3 and 4.
During the tests, all words in the sentence are masked. Three
levels of WDoU are set to 0%, 50%, and 100%, respectively.

The SP is implemented as described in Section V-B. In the
test, 35 different versions are generated for each sentence
using Chatgpt_paraphraser_on_T5_base, and the top 20 sen-
tences closest to the original sentence are filtered using
MiniLM. The highest performance score is then selected as
the final score.

In Test 3, the sentence length is set to 5, and the results are
shown in Fig. 10. Without using SP, the SDoU is about 72.2%
when the WDoU is 100%. With SP, the SDoU can reach
96.7% under the same conditions, improving performance
by 33.9%.

The sentence length increases to 15 in Test 4. We observe
that when sentences get longer, the difficulty level of
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FIGURE 11. SDoU can be improved using SP in long sentences.

understanding increases; when the WDoU increases, the
SDoU increases, as shown in Fig. 11. In the test, the perfor-
mance of SDoU can be improved by at least 36.8% using SP.

D. QUANTITATIVE EVALUATION OF SENTENCE
INTERPRETATION

Building a suitable dataset for performance benchmarking
is very challenging due to subjectivity in language inter-
pretation. However, language is technically just a set of
formulas [64]. We designed the following special experiment
to validate the results obtained in previous subsections. The
main idea is to treat a message as a set of formulas. This
special setting allows us to quantify the meaning of each
sentence under different scenarios.

A sentence is generated based on the following structure:
X = x;0xp- - -Ox;- - -Oxy,, where x; is an integer, x;€ [1, 100]
and the arithmetic operator e {+, —, *, /}. If the receiver
knows the meaning (i.e., denote it as M) of the terms,
it should be able to make a good guess for any missing terms.

Given a set of sentences containing a mean number of
terms from 6 to 26, in each test, the simulation randomly
chooses a set of terms or joints, making them unknown to
the receiver. Then, the receiver is asked to guess the possible
missing terms or joints. Finally, the difference (in absolute
value) between the best possible outcome (of the sender’s
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version with Machine A) and the receiver’s guess (with
Machine B) is measured.

Example: To further explain the main idea behind the
experiment, the following example is given to illustrate the
details of the implementation. Suppose a sentence contains
a formula like this:2 + 4 x 6 + 10 = 2 — 3, and the
true value My is 28. Machine A knows the true value, while
Machine B does not. First, the last term, ‘3’, is made unknown
to both machines and asks them to guess. Machine A has
no difficulty giving the best answer (say, 3), so the resulting
meaning M* = 28. However, Machine B does not know the
value My, so it guesses a number randomly (say, 9), resulting
in the meaning M" = 22. To evaluate the performance,
we compare M*® and M"with M.

The interpretation of a sentence is tested under the follow-
ing four constraints, as shown in the equation at the bottom
of the page.

1) EVALUATION OF SHORT SENTENCES

We first consider short sentences. The message length ranges
from 3 to 9, with 6 as the average length. Each time, an integer
is randomly chosen from [3, 9].

Both Machines A and B are put for testing under the same
constraint. For a clearer view of the test results, only the
two major performance categories (the best and lowest) are
selected for comparison in the following figures. Without
knowing the true value, the receiver is expected to have more
difficulty making a good guess.

In each iteration, Machines A and B calculate the sen-
tence’s values (i.e., meanings). Then, these values are com-
pared with the true value My. If the difference is less than
5%, this case is placed into the best performance category.
If the difference is more than 100%, that case is placed into
the lowest-performance category. We set the number of itera-
tions to 10,000. Then, we count the frequencies of these two
categories for machines A and B under the same constraints.

Since Machine A knows M, it always finds a value that
is very close to M. In Fig. 12, the outcome of Machine A’s
best performance category (top line) is very close to 1 (89.2%
to 97.3%). In contrast, the outcome of Machine B’s best
performance category (second line from the bottom) ranges
from 3.4% to 12.7%. Moreover, the outcome of Machine
B’s lowest-performance category (second line from the top)
ranges from 48.8% to 78.5%, while the result of Machine
A’s lowest-performance category (bottom line) is negligible
(0.05% to 0.2%).

To further inspect the sensitivity of A and B under different
constraints, we classify the performance into six categories
based on the deviation from the true value M. The boundaries
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FIGURE 12. Comparison of the best and lowest-performance categories
for short sentences. ID1 is Constraint 1, ID2 is Constraint 2, etc.
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FIGURE 13. Machine A’'s performance for short sentences.

of the categories are 0%, 5%, 25%, 50%, 75%, 100%, and
>100%. Fig. 13 shows that Machine A performs consis-
tently well under different constraints. In most cases, its
performance deviates by less than 5%. Understandably, the
performance is a little lower when a harsh constraint (Con-
straint 3 or 4) is applied. Fig. 14 shows that Machine B
performs poorly because the resulting deviations are larger
than 100% in most cases.

2) EVALUATION OF LONG SENTENCES

In this experiment, the settings are similar to those used to
simulate the short sentence, except that the sentence’s length
ranges from 13 to 19, with an average of 16.

Fig. 15 shows that Machine A performs even better in
the long-sentence scenario under the same constraints. The
outcome ranges from 93.9% to 98.9% in the best performance
category (top line) because the impact of the constraints
is diluted with the increase in sentence length. The same
observation occurs in Machine B, and its lowest-performance

Constl :
Const2 :
Const3 :
Const4 :
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one keyword is removed from the full set, X.
one keyword and one joint are removed from X .
two keywords and one joint are removed from X.
two keywords and two joints are removed from X.
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FIGURE 15. Comparison of the best and lowest-performance categories
for long sentences. ID1 is Constraint 1, ID2 is Constraint 2, etc.

category ranges from 23.4% to 53.2%, which is considerably
lower than the 48.8% to 78.5% for the short sentences in
Fig. 12.

3) EVALUATION OF DIFFERENT CONSTRAINTS

The following experiments evaluate the effect of constraints
at various sentence lengths. In Fig. 16, when Constraint 1 is
applied, Machine A performs consistently well under differ-
ent lengths. In contrast, Machine B’s performance improves
significantly as the length increases. The best category’s per-
formance increases as the sentence length increases, while
the lowest category’s performance decreases as the length
increases.

When Constraint 2 is applied, Machine A still has out-
standing performance, as shown in Fig. 17. In comparison,
Machine B’s performance is affected slightly by the new
constraint.

When Constraint 3 is applied, as shown in Fig. 18, Machine
A’s performance is slightly affected. It cannot always get
the best answer for each test. In comparison, Machine B
is severely affected by the constraint. Its best performance
category ranges from 4.5% to 35.5% because many unknown
elements prevent Machine B from making a good guess.

In Fig. 19, when Constraint 4 is applied, Machine A’s
performance decreases a little bit, but it is still very close
to 1. In comparison, Machine B’s performance downgrades
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FIGURE 18. Constraint 3: comparison between A and B.

significantly, as its lowest-performance category increases
from 40.1% to 78.5%.

4) EVALUATION OF DOMAIN SPECIFICATION

We set up another experiment to evaluate the performance
with and without domain specification, as discussed in
Section III-C. The harshest constraint (Constraint 4) is
the default configuration. Given the following structure of
a sentence: x1Uxp- - -Ox;- - -Ux,, we group integer x; into
three combinations: all: Ipe[1, 100], first-half: I1€[1, 50],
second-half: I,e[51, 100]. We also group operator [] into
another three combinations: all: Oge {+, —, *, /}, first-half:
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O1€ {+, —}, and second-half: O,€ {*, /}. A sentence can be
generated using any combination of the above terms and
joints. The objective is to check whether the performance can
be improved when the combination (domain) is specified in
advance.

In Fig. 20, we see that when the knowledge domain is
specified, the performance improves significantly by 18.2%
and to 82.7% in the best performance category. This perfor-
mance difference may be difficult to see in Fig. 20 because
we also plot the performance of Machine A’s best category
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in the same graph. However, one can see in the graph that the
“with domain specification” case is higher than the ““without
domain specification” case for Machine B.

A similar improvement is also observed in the lowest
category, as the percentage of trials reduces from 31.4% to
42.7% in Fig. 21. We can clearly see that Machine B’s lowest
performance category for the “with domain specification”
case (middle line) is much lower than the ‘“‘without domain
specification” case (top line). So, with domain specification,
the best category is higher, while the worst category is much
lower.

IX. CONCLUSION

This paper investigated the DoU problem in M2M SemComs.
Three related sub-problems were studied: (a) inconsistent
KB, (b) cross-domain interpretation, and (c) measurement of
understanding. We proposed a novel model of cross-domain
M2M SemCom to deal with (a) and (b). This model is the first
to explore the application of an existing library knowledge
management system in domain classification. For (c), we pro-
posed a feedback-based method to quantify and optimize the
DoU. We evaluated the performance of the proposed model
using four experiments: analysis of word understanding, the
understanding level and paraphrasing, the performance of the
two-stage validation method, and the quantitative evaluation
of sentence interpretation. The results look encouraging. The
benefits of the proposed model are (1) improvement in the
accuracy and efficiency of task execution in M2M appli-
cations, (2) minimization of cumulative semantic error in
M2M communications, and (3) extendibility to other appli-
cations, such as M2H communications. In the future, we will
continue investigating other relevant aspects of the studied
problem, such as performance optimization, supporting a
broader scope of data and information (images and speech),
and semantic languages [35]. We will extend our research to
the SemCom of multi-model [8] and structural heterogeneity
applications.

APPENDIX A
Keyword: show

o A: Sender word understanding: show

o B.1 Level-1: Receiver Synonym 1: see
Similarity between Receiver’s Synonym 1 and sender’s
understanding: 0.7374398438420945

o B.2 Level-2: Receiver Synonym 2: display
Similarity between Receiver’s Synonym 2 and sender’s
understanding: 0.8522812866553033

o B.3 Level-3: Receiver Synonym 3: demonstrate
Similarity between Receiver’s Synonym 3 and sender’s
understanding: 0.8703482097489922

o B.4 Level-4: Receiver Synonym 4: show
Similarity between Receiver’s Synonym 4 and sender’s
understanding: 1.0 (fully understand)

Keyword: build

« Sender word understanding: build
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o B.1 Level-1: Receiver Synonym 1: make
Similarity between Receiver’s Synonym 1 and sender’s
understanding: 0.8376394675571577

o B.2 Level-2: Receiver Synonym 2: create
Similarity between Receiver’s Synonym 2 and sender’s
understanding: 0.9299666424408446

o B.3 Level-3: Receiver Synonym 3: build
Similarity between Receiver’s Synonym 3 and sender’s
understanding: 1.0

o B.4 Level-4: Receiver Synonym 4: build
Similarity between Receiver’s Synonym 4 and sender’s
understanding: 1.0 (fully understand)

Keyword: using

o Sender word understanding: using

o B.1 Level-1: Receiver Synonym 1: with
Similarity between Receiver’s Synonym 1 and sender’s
understanding: 0.6039345547755669

o B.2 Level-2: Receiver Synonym 2: using
Similarity between Receiver’s Synonym 2 and sender’s
understanding: 1.0

o B.3 Level-3: Receiver Synonym 3: using
Similarity between Receiver’s Synonym 3 and sender’s
understanding: 1.0

o B.4 Level-4: Receiver Synonym 4: using
Similarity between Receiver’s Synonym 4 and sender’s
understanding: 1.0

Keyword: dependent

« Sender word understanding: dependent

o B.1 Level-1: Receiver Synonym 1: dependency
Similarity between Receiver’s Synonym 1 and sender’s
understanding: 0.7752782449611502

o B.2 Level-2: Receiver Synonym 2: subordinate
Similarity between Receiver’s Synonym 2 and sender’s
understanding: 0.8873387828048966

« B.3 Level-3: Receiver Synonym 3: dependent
Similarity between Receiver’s Synonym 3 and sender’s
understanding: 1.0

o B.4 Level-4: Receiver Synonym 4: dependent
Similarity between Receiver’s Synonym 4 and sender’s
understanding: 1.0

Analyze word understanding in a sentence

Context = “I will show you how to build a web application
in Python using the SweetViz and its dependent library.”

Sender’s understanding = Context = “‘I will show you how
to build a web application in Python using the SweetViz and
its dependent library.” o

+ 1 keyword (show)

“I will see you how to build a web application in Python
using the SweetViz and its dependent library.”

Overall understanding of Level-1: (The sentence similarity
between the sender’s understanding and receiver’s paraphras-
ing on the word level):0.9872218461917805

“I will display you how to build a web application in
Python using the SweetViz and its dependent library.”

VOLUME 12, 2024

Overall understanding of Level-2: (The sentence similarity
between the sender’s understanding and receiver’s paraphras-
ing on the word level):0.9878798343505247

“I will demonstrate you how to build a web application
in Python using the SweetViz and its dependent library.”

Overall understanding of Level-3 (The sentence similarity
between the sender’s understanding and receiver’s paraphras-
ing on the word level):0.9881971324627044

“I will show you how to build a web application in
Python using the SweetViz and its dependent library.”

Overall understanding of Level-4 (The sentence similarity
between the sender’s understanding and receiver’s paraphras-
ing on the word level):1.0

+ 2 keywords (show, build)

“I will see you how to make a web application in Python
using the SweetViz and its dependent library.”

Overall understanding of Level-1 (The sentence similarity
between the sender’s understanding and receiver’s paraphras-
ing on the word level):0.968083827228167

“I will display you how to create a web application in
Python using the SweetViz and its dependent library.”

Overall understanding of Level-2 (The sentence similarity
between the sender’s understanding and receiver’s paraphras-
ing on the word level):0.9800206569662756

“I will demonstrate you how to build a web application
in Python using the SweetViz and its dependent library.”

Overall understanding of Level-3 (The sentence similarity
between the sender’s understanding and receiver’s paraphras-
ing on the word level):0.9871971324627044

“I will show you how to build a web application in
Python using the SweetViz and its dependent library.”

Overall understanding of Level-4 (The sentence similarity
between the sender’s understanding and receiver’s paraphras-
ing on the word level):1.0

+ 3 keywords (show, build, using)

“I will see you how to make a web application in Python
with the SweetViz and its dependent library.”

Overall understanding of Level-1 (The sentence similarity
between the sender’s understanding and receiver’s paraphras-
ing on the word level):0.9122574543443046

“I will display you how to create a web application in
Python using the SweetViz and its dependent library.”

Overall understanding of Level-2 (The sentence similarity
between the sender’s understanding and receiver’s paraphras-
ing on the word level):0.9800206569662756

“I will demonstrate you how to build a web application
in Python using the SweetViz and its dependent library.”

Overall understanding of Level-3 (The sentence similarity
between the sender’s understanding and receiver’s paraphras-
ing on the word level):0.9871971324627044

“I will show you how to build a web application in
Python using the SweetViz and its dependent library.”

Overall understanding of Level-4 (The sentence similarity
between the sender’s understanding and receiver’s paraphras-
ing on the word level):1.0
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+ 4 keywords (show, build, using, dependent)

“I will see you how to make a web application in Python
with the SweetViz and its dependency library.”

Overall understanding of Level-1 (The sentence similarity
between the sender’s understanding and receiver’s paraphras-
ing on the word level):0.8993971396851741

“I will display you how to create a web application in
Python using the SweetViz and its subordinate library.”

Overall understanding of Level-2 (The sentence similarity
between the sender’s understanding and receiver’s paraphras-
ing on the word level):0.9706632439501583

“I will demonstrate you how to build a web application
in Python using the SweetViz and its dependent library.”

Overall understanding of Level-3 (The sentence similarity
between the sender’s understanding and receiver’s paraphras-
ing on the word level):0.9871971324627044

“I will show you how to build a web application in
Python using the SweetViz and its dependent library.”

Overall understanding of Level-4 (The sentence similarity
between the sender’s understanding and receiver’s paraphras-
ing on the word level):1.0

APPENDIX B
In the experiment, there are three numbers for each out-
come. The first number refers to the similarity between
the original sentence and its generated paraphrase (P1) by
using the PEGASUS model based on the dataset of C4 &
Hugenews. Similarly, the second number is the similarity
between the original sentence and its generated paraphrase
(P2) by using T5_Paraphrase_Paws model based on the
dataset of Google’s PAWSs. The third number is calculated
by comparing P1 and P2. In addition, P1/P2 is the biggest
value selected from all generated phrases for each original
sentence.

Sentence 1

context = “‘I will be showing you how to build web appli-
cations in Python.”

Long sentences (10 words)- orig

P1: 0.8588469290308214 I will show you how to use
Python.

P2: 1.0 I will be showing you how to build web applications
in Python.

P1/P2: —- 0.8588469290308214

Long sentences (10 words)-orig+1

P1: 0.9252235167403953 I will show you how to build
applications in Python.

P2: 1.0 I will be showing you how to build web applications
in Python.

P1/P2: —- 0.9252235167403953

Long sentences (10 words)-orig+2

P1: 0.9252235167403953 1 will show you how to build
applications in Python.

P2: 1.0 I will be showing you how to build web applications
in Python.

P1/P2: —- 0.9252235167403953
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Long sentences (10 words)-orig+3

P1: 0.9252235167403953 I will show you how to build
applications in Python.

P2: 1.0 I will be showing you how to build web applications
in Python.

P1/P2: —- 0.9252235167403953

Long sentences (10 words)-orig+4

P1: 0.9252235167403953 I will show you how to build
applications in Python.

P2: 1.0 I will be showing you how to build web applications
in Python.

P1/P2: —- 0.9252235167403953

Long sentences (10 words)-orig+5

P1: 0.9252235167403953 I will show you how to build
applications in Python.

P2: 1.0 I will be showing you how to build web applications
in Python.

P1/P2: —- 0.9252235167403953

Long sentences (10 words)-orig+6

P1: 0.9252235167403953 1 will show you how to build
applications in Python.

P2: 1.0 I will be showing you how to build web applications

in Python.
P1/P2: —- 0.9252235167403953
Sentence 2
context = “I will be showing you how to build a web

application in Python using the SweetViz and its dependent
library.”

Long sentences (20 words)-orig

P1: 0.9200722397699096 I will show you how to use the
SweetViz and its dependent library to build a web application.

P2: 0.9580654747817575 1 will show you how to build a
web application in Python using SweetViz and its dependent
library.

P1/P2: —- 0.9280881781674782

Long sentences (20 words)-orig+1

P1: 0.9200722397699096 I will show you how to use the
SweetViz and its dependent library to build a web application.

P2: 0.980780594295261 1 will be showing you how to
build a web application in Python using SweetViz and its
dependent library.

P1/P2: —- 0.9145645868070892

Long sentences (20 words)-orig+2

P1: 0.9626324488165116 1 will show you how to build a
web application using the SweetViz and its dependent library.

P2: 0.980780594295261 1 will be showing you how to
build a web application in Python using SweetViz and its
dependent library.

P1/P2: —- 0.9390893530779642

Long sentences (20 words)-orig+3

P1: 0.9626324488165116 I will show you how to build a
web application using the SweetViz and its dependent library.

P2: 0.980780594295261 1 will be showing you how to
build a web application in Python using SweetViz and its
dependent library.

P1/P2: —- 0.9390893530779642
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Long sentences (20 words)-orig+4

P1: 0.9626324488165116 I will show you how to build a
web application using the SweetViz and its dependent library.

P2: 1.0 I will be showing you how to build a web applica-
tion in Python using the SweetViz and its dependent library.

P1/P2: —- 0.9626324488165116

Long sentences (20 words)-orig+5

P1: 0.9626324488165116 I will show you how to build a
web application using the SweetViz and its dependent library.

P2: 1.0 I will be showing you how to build a web applica-
tion in Python using the SweetViz and its dependent library.

P1/P2: —- 0.9626324488165116

Long sentences (20 words)-orig+6

P1: 0.9626324488165116 I will show you how to build a
web application using the SweetViz and its dependent library.

P2: 1.0 I will be showing you how to build a web applica-
tion in Python using the SweetViz and its dependent library.

P1/P2: —- 0.9626324488165116

Sentence 3

context = “I will be showing you how to build a web
application in Python using the SweetViz and its dependent
library and you will be showing me an IoT application.”

Long sentences (30 words)-orig

P1: 0.9761649434335236 1 will be showing you how to
build a web application in Python using the SweetViz and its
dependent library and you will be showing me an internet of
things application.

P2: 0.944880806637361 I will show you how to build a
web application in Python using SweetViz and its dependent
library and you will show me an IoT application.

P1/P2: —- 0.9073555985295011

Long sentences (30 words)-orig+1

P1: 0.9761649434335236 1 will be showing you how to
build a web application in Python using the SweetViz and its
dependent library and you will be showing me an internet of
things application.

P2: 0.9904880122368274 I will be showing you how to
build a web application in Python using SweetViz and its
dependent library and you will be showing me an IoT appli-
cation.

P1/P2: —- 0.969455844483223

Long sentences (30 words)-orig+2

P1: 0.9797133399303349 I will be showing you how to
build a web application in Python using the SweetViz and its
dependent library and you will be showing me an Internet of
Things application.

P2: 0.9904880122368274 1 will be showing you how
to build a web application in Python using SweetViz and
its dependent library and you will be showing me an IoT
application.

P1/P2: —- 0.9699896129014628

Long sentences (30 words)-orig+3

P1: 0.9797133399303349 1 will be showing you how to
build a web application in Python using the SweetViz and its
dependent library and you will be showing me an Internet of
Things application.
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P2: 0.9904880122368274 1 will be showing you how to
build a web application in Python using SweetViz and its
dependent library and you will be showing me an IoT appli-
cation.

P1/P2: —- 0.9699896129014628

Long sentences (30 words)-orig+4

P1: 0.9797133399303349 I will be showing you how to
build a web application in Python using the SweetViz and its
dependent library and you will be showing me an Internet of
Things application.

P2: 0.9904880122368274 1 will be showing you how
to build a web application in Python using SweetViz and
its dependent library and you will be showing me an IoT
application.

P1/P2: —- 0.9699896129014628

Long sentences (30 words)-orig+5

P1: 0.9797151055012149 1 will be showing you how to
build a web application in Python using the SweetViz and its
dependent library and you will be showing me an internet of
Things application.

P2: 1.0 I will be showing you how to build a web applica-
tion in Python using the SweetViz and its dependent library
and you will be showing me an [oT application.

P1/P2: —- 0.9797151055012149

Long sentences (30 words)-orig+6

P1: 0.9797151055012149 I will be showing you how to
build a web application in Python using the SweetViz and its
dependent library and you will be showing me an internet of
Things application.

P2: 1.0 I will be showing you how to build a web applica-
tion in Python using the SweetViz and its dependent library
and you will be showing me an IoT application.

P1/P2: —- 0.9797151055012149

Sentence 4

context = “I will be showing you how to build a web
application in Python using the SweetViz and its dependent
library and you will be showing me how to build an IoT
application in Python using the SweetViz and its dependent
library.”

Long sentences (40 words)-orig

P1: 0.9724433246320807 I will show you how to build a
web application in Python using the SweetViz and its depen-
dent library and you will show me how to build an internet
of things application in Python using the SweetViz and its
dependent library.

P2: 0.9562216055149231 I will show you how to build a
web application in Python using SweetViz and its dependent
library and you will show me how to build an IoT application
in Python using SweetViz and its dependent library.

P1/P2: —- 0.9663017868971506

Long sentences (40 words)-orig+1

P1: 0.9724445311092788 1 will show you how to build a
web application in Python using the SweetViz and its depen-
dent library and you will show me how to build an Internet
of Things application in Python using the SweetViz and its
dependent library.
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P2: 0.9799679805090751 T will be showing you how to
build a web application in Python using SweetViz and its
dependent library and you will be showing me how to build an
IoT application in Python using SweetViz and its dependent
library.

P1/P2: —- 0.9489028152872432

Long sentences (40 words)-orig+2

P1: 0.9905452465636423 1 will be showing you how to
build a web application in Python using the SweetViz and its
dependent library and you will be showing me how to build an
Internet of Things application in Python using the SweetViz
and its dependent library.

P2: 0.9799679805090751 I will be showing you how to
build a web application in Python using SweetViz and its
dependent library and you will be showing me how to build an
IoT application in Python using SweetViz and its dependent
library.

P1/P2: —- 0.9693359206599423

Long sentences (40 words)-orig+3

P1: 0.9905452465636423 1 will be showing you how to
build a web application in Python using the SweetViz and its
dependent library and you will be showing me how to build an
Internet of Things application in Python using the SweetViz
and its dependent library.

P2: 1.0 I will be showing you how to build a web applica-
tion in Python using the SweetViz and its dependent library
and you will be showing me how to build an IoT application
in Python using the SweetViz and its dependent library.

P1/P2: —- 0.9905452465636423

Long sentences (40 words)-orig+4

P1: 0.9905452465636423 1 will be showing you how to
build a web application in Python using the SweetViz and its
dependent library and you will be showing me how to build an
Internet of Things application in Python using the SweetViz
and its dependent library.

P2: 1.0 I will be showing you how to build a web applica-
tion in Python using the SweetViz and its dependent library
and you will be showing me how to build an IoT application
in Python using the SweetViz and its dependent library.

P1/P2: —- 0.9905452465636423

Long sentences (40 words)-orig+5

P1: 0.9905452465636423 1 will be showing you how to
build a web application in Python using the SweetViz and its
dependent library and you will be showing me how to build an
Internet of Things application in Python using the SweetViz
and its dependent library.

P2: 1.0 I will be showing you how to build a web appli-
cation in Python using the SweetViz and its dependent
library and you will be showing me how to build an IoT
application in Python using the SweetViz and its dependent
library.

P1/P2: —- 0.9905452465636423

Long sentences (40 words)-orig+6

P1: 0.9905452465636423 1 will be showing you how to
build a web application in Python using the SweetViz and its
dependent library and you will be showing me how to build an
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Internet of Things application in Python using the SweetViz
and its dependent library.

P2: 1.0 I will be showing you how to build a web applica-
tion in Python using the SweetViz and its dependent library
and you will be showing me how to build an IoT application
in Python using the SweetViz and its dependent library.

P1/P2: —- 0.9905452465636423
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