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ABSTRACT Clustering has proved to be a successful classification method when it comes to dealing
with multiview data. Each method and technique tries to achieve efficiency and accuracy in classifying the
multiview data. Multi-source data contains noise and divergence. Another problem is that each view contains
many features, so usually the multiview dataset is multi-dimensional. This raises basic problems like the
need for a dimensionality reduction technique for optimal selection of features, fusing the data of different
views, and maintaining the inter- and intra-consensus of the multiview dataset. The fusion technique should
merge the complementary information efficiently. The goal of this study is to use a promising technique for
dimension reduction that reduces the noise but maintains the inter-view and cross-view consensus. A self-
organizing map is one of the well-known unsupervised neural network algorithms used for preserving
typologies during mapping from the input space (high-dimensional) to the display (low-dimensional).An
algorithm called Local Adaptive Receptive Field Dimension Selective Self-Organizing Map 2 is a modified
form of a self-organizingMap to cater different data types in the dataset. It calculates the dimension relevance
with various data instances. These further place the relevant dimension samples in one group. The method
does not need to know the number of clusters before hand, as it dynamically determines it during the process.
Finally, this study proposed a novel multi-view learning framework that analyzes multi-source data and
generates fine clusters efficiently.

INDEX TERMS Self organizing map, multiview, clustering, classification, pipeline.

I. INTRODUCTION
Any information that has multiple production or representa-
tion is known as multi-view data. For example, flood disaster
reports are published by many new channels in the area.
Each channel represents information about the same incident.
So here the targeted area of the information is the same but it
is produced and represented by each channel either similarly
or differently. Therefore in this Era of big data, there are many
other multi-source and multi-view real-world examples like
multimedia content: video with audio, an image with caption
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and written script in a different format, or handwriting a web
page with meta tags, textual and contextual information, etc.

Using single-model learning algorithms to explore multi-
source data is inappropriate. In a uni-modal approach, all
the views will be combined to analyze as a single unit
of study. As the multi-source data is heterogeneous, each
view is considered as a different domain. Multiview analysis
deals with partitioned and sample data. Each sample contains
features that are different in each view. So, the value of
each sample in the view is calculated to specify the role
of the view in analyzing Multiview data. Hence, each view
is weighted differently, participating more or less in the
knowledge discovery hunt. Moreover, a lot of recent work
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done in this field proves the superiority of multi-modal
learning approaches over uni-modal learning. The multi-
model methods achieve much better accuracy and efficiency
as compared to uni-model methods.

Due to the fact that a large number of applications
today use unsettling, highly diverse information sources,
it becomes necessary to effectively handle and analyze the
information gathered in order to uncover and make use
of hidden knowledge. Numerous techniques for machine
learning have explored the possibilities of Multiview data
analysis. In the area of multiview knowledge discovery, there
is still opportunity for development.

Multi-view classification techniques are divided into two
major categories: supervised and unsupervised. Although
some proposedmethods also work on hybrid approaches. The
supervised method does not work well on large-scale multi-
domain data. In an unsupervised approach, the main focus
of this study is clustering. Clustering is the unsupervised
method of grouping a set of data objects into multiple groups,
so that the objects within a cluster have high similarity, but
are very dissimilar to the objects in other clusters. Many
Multi-view clustering approaches have been proposed so
far. The categorization of these methods is done based on
their operation mechanism. In this study, clustering has been
divided into four categories.

• Graph-based Multiview clustering.
• Kernel-based Multiview clustering
• Subspace-based Multiview clustering
• Deep-learning based Multiview clustering
For multi-view clustering, graph-based methods draw

multiple graphs and try to form a connection or network
between these graphs using different approaches. Some
methods use a similarity matrix to trace similar data nodes
between different graphs. A unified graphs matrix is another
approach to trace the uniformity between different graphs.
The fusion process fuses the information from each view
and uses different network-based or spectral methods to
extract the Knowledge clusters from it. Some researcher
adds a clustering step to produce final clusters. Some other
uses are pre-fusion clustering for anchor point or centroid
initialization.

To address the issue raisd in [1], a novel approach called
One Step Multiview Spectral Clustering (OMSC) has been
introduced. In this technique, the low dimensional feature
space and optimal affinity matrix are learned in an iterative
manner improving the quality of resultant clusters. The
auto-weighted technique is used to rank views according
to their usefulness i.e., high values for more useful views
and low ranks for less useful views. Another graph-based
system called Graph-based Multiview Clustering (GMC) [2]
is proposed. Different Hyper Parameters have a vital impact
on the final clustering result. They can be the regularization
parameter for the weighting scheme or threshold values.
In an ideal case, we will have no hyper Parameters involved.
An effort was done by Wang et al. [3] in the structured
graph same direction. They proposed two parameter-free

approaches for Multiview clustering. One is named Divisor
weighted Multi-view Projected Clustering (DwMPC) where
divisor weights are assigned to different views and the
other is called Self-weightedMulti-view Projected Clustering
(SwMPC).

A spectral embedding space is used by the researcher to
generate noise and redundancy-free low dimensional space.
The inner product of the normalized embedded matrix is used
in the third-order tensor [4]. The real-world multi-view data
contain high divergence. Divergence not only indicates the
noise and corruption but also the view-specific data that is
undesirable for consistent learning among multiple views [4].
In 2021 research [5] a unified framework called Consistent
and Divergent Multi-view Graph Clustering (CDMGC) is
presented. The approach addresses the fused graph diversity
problem by separating consistent and divergent parts. Dealing
with large-scale data is another problem of Multiview real-
time applications. Huge datamay directly affect the execution
and processing speed of clustering systems. To increase
the system efficiency, researcher in [6] introduced a novel
spectral clustering approach using bipartite graphs (MVSC).
This method forms a bipartite graph between chosen centroid
called the silent point and the data node. It generates final
clusters using the K-mean algorithm. Maintaining view con-
sensus information is also important for generating unbiased
clustering results [7]. Bipartite Graph-based Multiple-view
Clustering (BIGMC) generates initial anchor points using
a clustering algorithm to represent each view consensus.
An efficient joint learning framework using a bipartite graph
is presented.

Method of Multiviewmachine learning and data extraction
is necessary to understand the characteristics of multiview
data. Each view is a multiview data set consisting of multiple
features. So, the Multiview dataset usually contains high-
dimensional data. Each view in the Multiview data set
is a complete source of information, containing sufficient
knowledge. Combining several points of view reveals hidden
patterns in multi-source data while also producing compli-
mentary information.

Let’s say a multi-view dataset consists of three views:
V1, V2, and V3 as shown in Figure 1. The information
that is shared by two or more views shows the underlying
information, which is called the consensus of two or more
views. The unshared part may contain two types of data:
complementarity information and divergent information.
This is the view-specific information that may complement
and support some information, i.e., increasing the accuracy.
Divergent information is contradictory information between
multiple views. The data can be noisy and the noise can be a
machine error, faulty information, redundant data, or a piece
of incomplete information.

A. OBJECTIVE OF STUDY
The objective of this study is to comprehend a comprehensive
review of modern developments in the field of multiview
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FIGURE 1. Generalized graph-based multiview clustering model.

clustering. Secondly, incorporate the state of art proved
dimensionality reduction technique to handle diversity and
noise. The main objection is to design a novel efficient
framework for Multiview clustering without the loss of
consensus information among each view.

B. MAJOR CONTRIBUTION
Clustering has proven its significance in the field of
Multiview unsupervised classification. The main purpose of
the study is to maintain the underlying relationship among
multiple views while reducing dimensionality and fusing the
complementary information present in them in an efficient
manner. There is still a need for a more optimized and
improved solution.

C. MOTIVATION OF THE STUDY
Clustering has proved to be a successful classificationmethod
when it comes to dealing with Multiview data. Each method
and technique tries to achieve efficiency and better accuracy
for classifying theMultiview data. Multi-source data is full of
noise and divergence. Another problem is each view contains
many features, so usually, the Multiview dataset is high
dimensional, which raises the following basic problems.

• There is a need of a dimensionality reduction technique
for optimal selection of features.

• While fusing the data of different views, the inter
and intra-consensus of the Multiview dataset should be
maintained.

• The fusion technique should merge the complementary
information efficiently.

D. ORGANIZATION OF STUDY
The rest of the article is organized as follows: Section II
presents a literature review. The proposed methodology
is presented in Section III. The results are discussed in

Section IV. Section V describes the experimental dataset, and
Section VI presents the conclusion of the study.

II. LITERATURE REVIEW
In Multiview datasets, each view contains view-specific
information. Integrating all the views with similar weights
may affect the final results, This study [8] presents experi-
ment on rectal cancer and human colon datasets with view-
specific weights with the Multiple Kernel Learning (MKL)
algorithm. The algorithm shows the individual importance
of each view in the Multiview dataset. Extended K-mean
clustering algorithm in Kernel space incapable of finding
arbitrary shaped clusters [9]. However, kernel initialization
choice still highly affects the clustering results. Determining
L (2,1) norm for distance measurement between the node
and its centroid. The Robust Multi kernel K-Mean algorithm
(RMKKM) increases the overall robustness of the sys-
tem [9].The researcher in [10] used a novel kernel-based rank-
ing technique that completely excludes uninformative views
but keeps the less informative contributors. Furthermore,
two different model approaches are proposed. Multi-View
Kernel k-means (MVKKM) used a distance-based scheme for
model training and Multi-View Spectral Clustering MVSpec
used a trace-based spectral method to reduce the intra-cluster
variation. By considering the neighborhood structure of the
multiple-derived kernel, the clustering performance can be
can highly improve [11]. The researcher proposed a three-
step procedure to construct kernel neighbour structure. First,
find the neighbour node using K-nearest in kernel space.
Secondly, construct the neighbouring structure through space
metric and finally normalize and group through subspace
segmentation. To increase multiple kernel diversity, [12] uses
matrix-induced regularization. The cost function is used to
measure the co-relation between each pair of kernels in
the dataset. Hence the approach leads to better clustering
results. The fusion of multiple kernels and high optimization
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FIGURE 2. Complementary information among multiple views.

increases the computational complexity of the system. There-
fore, most of the procedures are difficult to understand.Multi-
view Clustering via Late Fusion Alignment Maximization
(MVC-LFA) deals with the complexity issue by increasing
alignment between weighted basic partitions. The results
show a significant improvement in clustering results.

Most subspace methods use a separate affinity matrix
for each view in the Multiview dataset. An alternative
method was presented by [13], that uses joint subspace by
constructing a shared affinity matrix. The unified matrix is
shared among all the views in the multiple view dataset. The
approach is named Multi-view Low-rank Sparse Subspace
Clustering (MLRSSC). The Learning Process of hidden
representation from an individual view normally affects
the original structure of data within that single view. This
may cause the loss of valuable structural information.
Zhang et al. [14] proposed a novel LatentMultiview Subspace
clustering method. The method learns and exposes the
common features from the latent space and represents them
in a common subspace. The architecture in [15], prevents
the underlying data structure through Alternating Direction
Minimization Method (ADM) optimization approach. The
method is called Flexible Multiview Representation (FMR).
It uses Schmidt Independence Criterion (HISC) to get the
nonlinear, high-order relation between multiple views to
uncover hidden clustering data structures. The Consensus
One-Step Multi-View Subspace Clustering (COMVSC) [16]

is a novel method proposed to eliminate the effect of
noise by optimally integrating each partition information
in Multiview Subspace Clustering. An iterative learning
method claims to preserve the local view structure and
jointly learn each partition. The researcher [17] uses the
two-layer approach to recover the hidden low-dimensional
subspace and identity relationship between different views.
This approach is called Reciprocal Multi-layer Subspace
Learning (RMSL). In the first layer, the Hierarchical Self-
Representative HSRL method is used to identify hidden
relations among the different views whereas in the second
layer, Backward Encoding Network (BEN) is used to
explore the complex relationships between all the views in
multiple views. This method led to a more efficient and
optimal display of the relationship between data in different
views. The author in [18] represents the soft clustering
approach using an enhanced version of Self Organizing
Maps (SOM). The structure used is called a time-varying
structure. Both the topological structure of latent space and
the final number of clusters is determined through the thought
process. Clusters are created by calculating dimension
relevance based on network-learned relevant features. The
relevance is compared by setting the threshold value. The
method is called Local Adaptive Receptive Field Dimension
Selective Self Organizing Map 2 (LARFDSSOM2), which
is the enhanced version of LARFDSSOM [19]. The main
disadvantage of this approach is the need for parameter
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FIGURE 3. Generalized subspace-based multiview clustering model.

tunning to increase clustering accuracy. Split Multiplicative
View Subspace Clustering (SMSC), proposed by [20], used
to extract components that are consistent with the subspace
structure. These valuable components from each view will
preserve the consensus structure of the subspace.

Multi-view Spectral Clustering Network (MvSCN) [5]
claimed to be the first spectral-based deep approach. Here
the author uses deep metrics for learning views local
in variance instead of computing pairwise similarity. The
method works well on real-world large-scale datasets.
Another approach is to use subspace learning with a
self-representation matrix [21]. The method called Multi-
view Deep Subspace Clustering Network (MvDSCN) is a
network-building approach. It creates two networks called
Diversity Network (Dnet) and Universality Network (Unet).
Dnet forms self-representation matrices for all the views
in the Multiview dataset whereas Unet learns a common
representation matrix for each of the views in the Multiview
dataset. One of the popular approaches for clustering
high-dimensional data is Non-negative Matrix Factorization
(NMF) [22], [23]. A novel fusion approach is adopted by the
researchers [22], [24]. Later decomposed matrices are fused
to learn a common partition. Joint optimization strategies
such as Deep multi-view Joint Clustering (DMJC) [25]
overcome the disadvantages of disjoint learning strategies.
The major disadvantage of disjoint learning are that it
ignores the underlying relationship between feature selection
and clustering. To handle the nonlinear correlation among
different views of a multi-view dataset, Deep Adversarial
Multi-view clustering (DAMC) [26] network is proposed.
This method generates the discriminator network using a
deep autoencoder for each view. The network perceives the
data distribution and untangles the latent space. Appropriate
parameter selection also plays a vital role in simple clustering

as well as in Multiview clustering. Authors [27] proposed
a novel method that learns parameters without involving
any intensive parameter selection procedure. The method is
called Cross-view Matching Clustering (COMIC). It plots
data points of each view in projection space. Each data point
should satisfy two properties that are Geometric Consistency
(GC) for normalizing connections between data points and
Cluster Assignment Consistency (CAC) to minimize the
connection discrepancy of the graph. To retain consistency
among multiple views, it is essential to learn view-specific
information. The joint learning model called Autoencoder
in Autoencoder Networks (AE2-Nets) [28] is proposed. The
framework extracts each view’s inner information through
the inner autoencoder whereas the outer autoencoder model
degradation procedure encodes fundamental information of
each view to form a common complete representation. The
model evaluates the derived representation using the K-mean
algorithm for clustering.

Almost all the methods, no matter what category they
belong to, strive to achieve better clustering results while
increasing overall clustering performance. Few algorithms
emphasize the feature selection and dimensionality reduction
problem. However, through efficient feature selection, redun-
dant data such as noise can be avoided.

III. PROPOSED METHDOLOGY
A model has been designed and presented in Figure 4.
The model represents the basic pipeline architecture using
multi-SOM. The model has been implemented and tested for
performance evaluation. When data is high dimensional, con-
ventional methods to measure object distance can be affected.
Two methods are introduced to handle the dimensionality
issue: The Subspace clustering and Dimensionality reduction
techniques. In some applications, objects of data may consist
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FIGURE 4. Proposed multi SOM architecture for multi-view clustering.

FIGURE 5. Types of fusion processes.

of 10 attributes or more than that, such objects are referred to
as high dimensional data space. High-dimensional data space
can either be messy or big. Subspace Clustering methods
find clusters that exist in the subspace of the given high
dimensional data space where subspace is part of attributes
of full space. A good clustering algorithm should have the

ability to discover a cluster of arbitrary shapes. Clusters can
have any shape, not only spherical. So, a good clustering
algorithm should be able to detect any shape clusters. Some
application needs to have the related domain knowledge or
parameters for example the number of clusters required.
Sometimes these parameters are hard to determine because of
high dimensionality or the need for deep domain knowledge
requirements that burden users and make quality control
difficult. Robust-to-noise algorithms are needed. Incremental
clustering and insensitivity to input order are required.
Incremental data is where newer data may arrive at any time.
Some algorithms need to recompute clusters from scratch
on the arrival of new data or data updates. Most algorithms
work with low-dimensional data where data may have 2 or
3 dimensions only. High dimensionality is needed to be
handled well in Multiview clustering problems.

Different algorithms use different cluster separation the-
ories. Each data entry or object should belong to one and
only one cluster or in some algorithms, it may belong to
many cluster groups. The similarity between objects within
clusters can be measured differently using Euclidean space,
density, and contiguity. Cluster search space can vary, one
can search the whole data space for searching clusters. This
approach is good for low-dimensional data sets. With high
dimensional data, such an approach may not work as full
space clusters meaning unreliable similarities. In such a
case, it is better to divide the entire space into smaller low-
dimensional subspaces.
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FIGURE 6. Algorithm I MSOMPAMV .

TABLE 1. Statistics of real-time datasets.

A. FUSION OF SELF-ORGANIZING MAPS
Fusion is the process of combining multiple views. The
information should be merged in a way that maintains the
underlying relationship between the data nodes avoiding
noise. Each view can be seen as a separate domain. The
fusion process tends to ensemble each domain’s knowledge
to produce high-quality accurate results. During the learning
process fusion can be done at different times, depending upon
the strategy followed.

An early fusion that is done directly on data nodes
in the input space, is called data fusion. After pre-
processing the data, combining knowledge extracted from
individual domains instead of raw data is machine fusion.
The last one is late fusion, which is done in output
space by combining similar data nodes and is called
aggregation.

B. SELF-ORGANIZING MAP FOR MULTIVIEW CLUSTERING
Various unsupervised subspace learning methods are applied
to different fields to cater high dimensional data space.

Popular machine learning techniques are employed such as
spectral algorithms, statistics, and algebraic algorithms. One
of the popular category is Neural Networks (NN). Self-
Organizing Map is one of the well-known unsupervised
Neural Networks algorithms. It preserves the topologies
during mapping from the input space (high-dimensional) to
the display (low-dimensional).

An algorithm called Local Adaptive Receptive Field
Dimension Selective Self-Organizing Map 2 (LARFDS-
SOM2) is the modified form of an organizing Map to
cater different data types in the dataset. It calculates the
dimension relevance with various data instances. These
further places the relevant dimension samples in one group.
The method does not need to know the number of clusters
beforehand as it dynamically determines it during the
process.

C. RANKING METHOD AND ALGORITHM
Dun Index is the well-known Cluster Validity Index used to
check the goodness of clusters. It is used to calculate the
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FIGURE 7. Data flow for fusion among multiple SOM.

TABLE 2. Performance comparison Yale B.

internal and external validity of derived clusters. After SOM
classification, the multiple views data nodes are ranked using
the Dun Index. If the Dun Index drops from the threshold
value by adding up the node, the data node will be dropped.
After the process of Ranking, the MSOMPA_MV Generate
fused clusters using MSQA i.e., Mean Square Error. The
threshold value is set. The pairwise comparison is done, if the

calculated value passes the threshold, the data node will be
dropped, because it is negatively affecting the cluster quality.

D. DATASETS
1) SYNTHETIC DATASETS
For the evaluation of the proposed Multi Self-organizing
maps pipeline architecture, we used two synthetic Datasets
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FIGURE 8. Algorithm 2 Ranking MSOMPA-MV.

TABLE 3. Performance comparison WebKB.

TABLE 4. Performance comparison MFeat.

TABLE 5. Performance comparison Caltech-20.
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TABLE 6. Performance comparison Caltech-7.

TABLE 7. Performance comparison 100Leaves.

TABLE 8. Performance comparison 3Source.

FIGURE 9. Database sample images.

called the Two-Moon dataset and the Two-ring Dataset. The
two-Moon dataset has two views. Each view has 200 data
points. The following setting is being used for two-moon
dataset generation.

• No of sample = 200
• No. of views = 2

FIGURE 10. Fusion of two view.

• Noise= 0.047, 0.056 for view 1 and view 2 respectively.
• Random state = 42
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FIGURE 11. SOM final clustering of two views.

FIGURE 12. Stage 4 fusion of two views i.e., View 1 and View 2 for
two-rings datasets before and after fusion views.

The following specifications are used to generate Two-ring
dataset:

• No of sample = 200
• No. of views = 2
• Noise= 0.047, 0.056 for view 1 and view 2 respectively.
• Random state = 42

2) REAL TIME DATASETS
The following seven datasets have been used to analyze and
compare the performance of the proposed methodology. The
detailed Statistics of chosen datasets are stated in Table 1.

1) YaleB. (Extended) [31]
It is the extended dataset that consists of face images
with different expressions.

2) WebKB [32]
It contains web pages and hyperlinks. They are
collected from the computer science departments of

FIGURE 13. SOM final clustering of two views, i.e., view 1 and view 2 for
two-rings datasets before and after clustering.

four different universities: The University of Texas,
Cornell University, The University of Wisconsin, and
The University of Washington.

3) Mfeat [30]
It is the multivariant dataset consisting of handwritten
digits (0—9). These are collected from Dutch utility
maps.

4) Caltech-20 [29]
Caltech-20 is the subset of the original caltech101
dataset that contains 101 categories of objects. It con-
tains a subset of twenty categories that are faces,
leopards, motorbikes, binoculars, brain, camera, car
side, dollar bill, ferry, Garfield, hedgehog, pagoda,
rhino, snoopy, stapler, stop sign, water Lilly, Windsor
chair, wrench, and yin yang.

5) Caltech-7 [29]
This dataset is also the subset of the caltech101 dataset
of objects. It contains a subset of seven categories
which are faces, leopards, motorbikes, dollar bills,
Garfield, stop signs, and Windsor chairs.

6) 100Leaves [33]
It is the one hundred plant species dataset with the
shape descriptor, margin, and histogram of texture.

7) 3sources [34]
The 3source dataset is collected from the famous online
sources of news i.e. BBC, The Guardian, and Reuters.
It contains 948 different articles about business, health,
politics, entertainment sports, and technology.

IV. PERFORMANCE PARAMETERS
The machine used for the implementation of Multi Self-
organizing map pipeline architecture for Multi-viewMSOM-
PAMV is stated in Table 5.2. To evaluate the performance
results following common matrices are used:

• The Accuracy (ACC)
• The Normalized Mutual Information (NMI)
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FIGURE 14. Performance variation between five random iterations.

FIGURE 15. Performance comparison with baseline methods (Mean ±

Standard deviation) of YaleB extended dataset.

• The Adjusted Rand Index (ARI)
• The Precision (PRE)
• The Recall (REC)
• The F-Measure (F-M)
The performance metrics for every clustering technique

applied to the YaleB dataset are listed in a table. Accuracy
(ACC), Precision (PRE), Normalized Mutual Information
(NMI), Adjusted Rand Index (ARI), F-Score, and Recall are a
few of them. The effectiveness of each approach is displayed
as the average number over multiple runs, plus or minus the
standard deviation.

The performance metrics for every clustering technique
applied to the YaleB, WebKB, Caltech-20, Caltech-7
100Leaves, and 3source datasets are listed in the below tables.
Accuracy (ACC), Precision (PRE), Normalized Mutual
Information (NMI), Adjusted Rand Index (ARI), F-Score,
and Recall are a few of these. The effectiveness of each

FIGURE 16. Performance comparison with baseline methods (Mean ±

Standard deviation) of WebKB dataset.

FIGURE 17. Performance comparison with baseline methods (Mean ±

Standard deviation) of MFeat dataset.

approach is displayed as the average number over multiple
runs, plus or minus the standard deviation.
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FIGURE 18. Performance comparison with baseline methods (Mean ±

Standard deviation) of Caltech-20 dataset.

FIGURE 19. Performance comparison with baseline methods (Mean ±

Standard deviation) of Caltech-7 dataset.

V. RESULTS
A. RESULTS OF SYNTHETIC DATASETS
Figure 6.1 shows the initial dataset with 200 data points
and 0.047 and 0.056 Gaussian noise for View 1 and Vieww
2 respectively.

B. RESULTS OF REAL-TIME-SELF-ORGANIZING DATASET
The method is executed five times, using random nodes for
training and testing. Themean and the standard deviations are
calculated to analyze the result. Seven real-world datasets are
used i.e., Yale B, WebKB, Caltech07, Caltech20, 100 leaves,
and three sources.

The results across the seven datasets showcase the
performance of the proposed method. In the YaleB dataset,
the method achieved an average accuracy of around 61.8%,
indicating moderate performance with slight variability
across runs. Normalized Mutual Information (NMI) and
Adjusted Rand Index (ARI) also demonstrate moderate
agreement with the ground truth labels, suggesting a fair
clustering performance. Precision, recall, and F-score main-
tain a balanced performance, reflecting a consistent ability to
classify positive and negative instances.

Moving to the WebKB dataset, the proposed method
exhibits a higher average accuracy of approximately 78.2%

FIGURE 20. Performance comparison with baseline methods (Mean ±

Standard deviation) of 100Leaves dataset.

FIGURE 21. Performance comparison with baseline methods (Mean ±

Standard deviation) of 3Source dataset.

with consistent performance across runs. NMI and ARI
metrics indicate moderate agreement with the ground truth
labels, while precision, recall, and F-score highlight a robust
overall performance, striking a balance between precision
and recall.

On the MFEAT dataset, the method achieves a notable
average accuracy of 87% with no observed variability across
runs. NMI, ARI, precision, recall, and F-score collectively
show a strong agreement with the ground truth labels,
reflecting consistent and accurate clustering results.

Transitioning to the Caltech101-20 dataset, the method
achieves a moderate average accuracy of 78.2%, with some
variability observed across runs.While NMI and ARI suggest
moderate to strong agreement with the ground truth labels,
precision, recall, and F-score maintain moderate levels,
indicating a balanced performance in classification.

In contrast, the Caltech101-07 dataset presented a remark-
ably high average accuracy of 93.6% with no observed
variability across runs. Strong agreement with the ground
truth labels is indicated byNMI, ARI, precision, recall, and F-
score metrics, highlighting consistent and accurate clustering
results.

Examining the 100Leaves dataset, the method achieves
a moderate average accuracy of 68% with no observed
variability across runs. Strong agreement with the ground
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truth labels is indicated by NMI and ARI, while precision,
recall, and F-score maintain moderate levels, suggesting
consistent performance in classification.

Lastly, the 3sources dataset demonstrates an excellent aver-
age accuracy of 87% with low variability across runs. Strong
agreement with the ground truth labels is indicated by NMI,
ARI, precision, recall, and F-score metrics, underscoring
consistent and accurate clustering results.

In summary, the proposed method displays varying levels
of performance across the datasets, with some datasets
showcasing higher accuracy and agreement with ground truth
labels than others. Overall, the method demonstrates robust
and consistent performance across most datasets, with some
variability in performance observed across runs and datasets.

*

VI. CONCLUSION
The novel proposed architecture has proven its worth in
obtaining fine clusters from complex multiview datasets.
In this work, many challenges are being faced while
developing a worthy method that caters to the multiple views
data issues. We achieve the following goals. The Multi
Self organizing maps pipeline architecture for Multiview
MSOMPA_MV is a much simpler architecture than the
iterative joint learning methods. It achieves a significant
improvement in performance in multiple Multiview datasets
in comparison with other state-of-the-art methods. The Self
organizing map topology preserving nature maintains the
inner consensus of multiple views. The Self-organizing map
plots the high dimensional data to low dimensional space. The
novel fusion and clustering technique fuses the information
while maintaining the inner and outer consensus. Both the
Fusion and clustering stages significantly remove the noisy
data. The proposed method shows the success of Multiview
learning.

VII. FUTURE WORK
In the future, we are intended to expand the work by applying
parameter optimization techniques to ensure good perfor-
mance. This work can also be extended on incomplete and
missing Multiview datasets to cater to the data normalization
problem.
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