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ABSTRACT The usage of artificial intelligence and machine learning in wireless communications is the
stepping stone towards a technological breakthrough in the current limitations of wireless communication
systems. The trend of future coding schemes towards 6G appears to be based on rateless schemes
and machine learning. Channel coding is important when transmitting data or information reliably as
it provides error-correcting purposes. However, there is still a demand for more research regarding
machine learning for channel coding. There is also a lack of a specific term or classification for
existing machine learning applications for channel coding. This paper explores and compiles current
trending machine learning techniques for channel coding. We are also introducing and proposing a new type
of machine learning classification for channel coding purposes, as well as surveying some of the papers that
fall under the respective class. This paper also discusses current challenges and future machine learning
trends for channel coding, which are expected to impact future wireless communications development,
especially in channel coding advancements.

INDEX TERMS 6G, 5G advanced, wireless communications, artificial intelligence, channel coding,
machine learning, deep learning, reinforcement learning, federated learning.

I. INTRODUCTION
The 3rd Generation Partnership Project (3GPP) announced
the fifth generation-advanced (5G-A), which was started
during Release 18, as the next step in developing 5G. This
aims to enhance further 5G performance, flexible spectrum
use, diverse 5G devices, evolved network topology and
data-driven and AI-powered 5G. These main flagship or main
goals for 5G-A are key to the evolution of 5G and will
certainly make its path towards our goal of 6G in the future
release [1]. A 3GPP timeline for 5G-A and 6G roadmap,
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as well as the overview of 5G-A, is shown in Fig. 1 based
on [1] and [2].

Further enhanced 5G performance can be achieved by
improving network energy efficiency, coverage, mobility
support, multiple-input multiple-output (MIMO), multicast
and broadcast services, and positioning. Studies are focused
on reducing network energy consumption to achieve sustain-
ability and combat climate change. Release 18 also aims to
improve energy efficiency by studying techniques to reduce
network energy consumption in targeted deployment scenar-
ios. Another important consideration for further enhancement
is coverage, which will be enhanced by studying techniques
to extend uplink coverage. Another aim is to explore
ways to improve power efficiency, reduce power reduction
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and increase the power limit for user equipment. The
improvement of conditional handover support, in which an
instruction from the network for handover will be received
by the user equipment, is another significant topic for
Release-18 mobility support development. MIMO evolution
will continue with 3GPP Release 18 by exploring potential
CSI reporting enhancements and a larger number of orthog-
onal demodulation reference signal ports. The multicast and
broadcast services will be extended to support user equipment
in radio resource control inactive state and improve resource
efficiency in radio access networks (RAN) sharing scenarios.
Finally, positioning solutions will be investigated to improve
accuracy, integrity, and power efficiency for RedCap devices.

The key enabling features of flexible spectrum use in
the 3GPP Release 18 includes plans to support 5G deploy-
ments in spectrum allocations less than 5 MHz, improve
dynamic spectrum sharing performance by increasing phys-
ical downlink control channel capacity, allow for efficient
use of fragmented spectrum blocks, study the feasibility of
co-existing downlink and uplinkwithin a time division duplex
band, and handle cross-link interference better for dynamic
time division duplex in commercial deployments.

In the context of enhanced Mobile BroadBand (eMBB),
ultra-reliable low latency communications (URLLC), and
massive Machine Type Communications (mMTC) usage
scenarios, 5Gmust support a variety of device kinds. To better
support smartphones as well as other 5G devices, such
as extended reality (XR) and cloud gaming devices, low-
complexity user equipment, vehicular devices, and unmanned
aerial aircraft (UAV), 3GPP Release 18 will continue to
research and provide specialised functionality. The goal is to
improve and expand 5G connectivity for a range of gadgets
and uses. This is for user equipment devices, multi-SIM
devices, XR and cloud gaming devices, RedCap devices, and
devices for low-power transmission, thus enhancing in-device
coexistence (IDC). Additionally, Release 18 will improve
sidelink connectivity for devices mounted on automobiles
and aerial aircraft. Increased data rate, decreased latency,
less complexity, decreased power consumption, and support
for coexistence with long-term evolution (LTE) and New
Radio (NR) devices are among Release 18’s primary goals.
Additionally, Release 18 will have 5G NR compatibility
for UAVs.

The aim of achieving an evolved network topology
is to increase the split next-generation RAN (NG-RAN)
architecture’s resilience; 3GPP Release 18 makes use of a
variety of nodes, including integrated access and backhaul
nodes, radio frequency repeaters, relays, and interaction with
non-terrestrial networks. The splitting of a 5G Node B
into two pieces is supported by the next-generation RAN,
also known as the RAN for 5G. The study will emphasise
strengthening the control plane’s resilience of the centralised
unit and expanding the functionality of network-controlled
repeaters and integrated access and backhaul nodes.

To better manage the increasingly complex 5G networks,
3GPP Release 18 will use artificial intelligence (AI)

and machine learning (ML) technology. It will improve
data-collecting capabilities and investigate the use of AI to air
interface operations. In research onAI-enabledRAN,Release
17 identified methods for network energy conservation,
load balancing, and mobility optimization. Release 18 will
improve the NR QoE management framework for future 5G
services and handle SON/MDT data collecting. To enhance
performance and lower complexity/overhead, it will also
research AI/ML for the NR air interface and concentrate on
specific use cases like CSI feedback, beam management, and
location.

We can see that 5G Advanced will use AI and ML as
it is one of the main flagships in Release 18. ML is an
advancement of AI, also known as a subset of AI, which
is eventually bound to happen. It was suggested as early
as 1950 by Alan Turing, and it is known as the Turing
test. He suggested that if a machine is capable of proving
to humans that the machine is also human, the machine is
considered ‘‘intelligent’’ [3]. In 1959, Arthur Samuel wrote
a program that can play checkers on its own and improve
itself [4]. In 1967, the development of the nearest neighbour
algorithm opened up a new breakthrough for computers
to achieve basic pattern recognition to solve problems
such as the travelling salesman problem [5]. In 1979, the
backbone of all modern Deep Learning (DL), which is
the Artificial Neural Network (ANN), was introduced by
Kunihiko Fukushima for his works on neocognitron [6].
An early version of Recurrent Neural Network(RNN), which
is the Hopfield network, was popularized in 1982 [7].
In the 1990s, there was a lot of surges in ML development,
such as the TD-Gammon based on ANN [8], which beats
skilled players and also the famous Deep Blue project by
IBM [9], which defeated Garry Kasparov, world champion
of chess at the time. Other than that, there was also the
development of Support Vector Machines(SVM) [10] and
LSTM Recurrent Neural Networks [11], which are among
the current techniques in ML these days. At the end of
this decade, the famous dataset, MNIST (Modified National
Institute of Standards and Technology) [12], which is a
widely recognised benchmark of dataset until this day, was
released.

The 2000s is also important as the term Deep learning
was introduced by Hinton et al. [13]. This led to further
advancement of the recognition of text and images with DL
algorithms. Another famous database known as ImageNet
was also developed by Deng et al. [14]. This database aims to
help in image recognition development. Further development
of the ImageNet introduces ImageNet Classification [15],
which is a model that largely improves the performance
of ML and image recognition. In 2016, Google created an
AlphaGo programwhich is the first computer program to beat
a professional human player using ML techniques [16].
AI has grown immensely over the years and impactedmany

fields, providing a paradigm shift to existing technologies.
In the field of wireless communications, AI has been
implemented in various physical layer and network layer
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FIGURE 1. A timeline of 3GPP for 5G to 6G (indicative).

applications. Specifically, ML algorithms have been used for
different layers of wireless networks, such as traffic clustering
and resource allocation strategies [17].

Network management benefited a lot from ML research.
Resource management problems are often improved using
reinforcement learning, such as in [18] and [19]. Other than
that, network security and quality of experience optimization
also benefitted from ML research in wireless communi-
cations [20], [21]. An autoencoder for intruder detection
was also found to be able to perform better using ML
algorithm [22]. Reinforcement learning for routing protocol
design in underwater sensor networks was studied in [23]
to achieve an energy-efficient scheme. Numerous studies
have been conducted on AI for the wireless network layer,
including those on traffic flow prediction [24], and traffic
congestion control [25] utilising autoencoders and K-means
clustering, respectively.

In the physical layer, deep learning for channel estimation
and symbol detection has been conducted in [26]. Authors
in [27] also show that using deep learning for symbol
detection can achieve good performance with low complexity
in the design. Other deep learning application also includes
channel estimation accuracy in [28] and the development of
autoencoders in [29], which are able to reconstruct the signals
from an impaired channel.

Current 5G standards in the case of eMBB employed Low-
Density Parity-Check codes as standard. High throughput
is required by 5G deployment scenarios, particularly the

eMBB case. To manage this, the encoding and decoding of
5G channel codes specifically for data has to be created.
5G low-density parity check (LDPC) codes use a quasi-
cyclic (QC) LDPC coding structure [30]. However, there
is a potential to improve the channel coding aspect of
wireless communication using ML. This remaining problem
in wireless communication needs to be addressed as it will
improve the bit error rate (BER) for any transmitted signal
through an efficient channel coding scheme.

One of the challenges of 5G includes achieving a short
packet with high-reliability and low-latency service [31].
6G wireless communication networks will need significant
paradigm changes to address these shortcomings of 5G [32].
All spectra, including the sub-6 GHz, mmWave, THz, and
optical frequency bands, will be thoroughly investigated in
order to provide a better data rate [33]. AI technologies will
effectively be coupled with 6G wireless communication net-
works to provide comprehensive applications for enhanced
network automation and management [34]. The development
of 6G wireless communication networks will be significantly
aided by Internet of Things (IoT), energy-efficient wireless
network control, and federated learning systems.

Table 1 is a compilation of existing research and surveys
on AI for wireless communication systems. Articles in [35],
[36], [37], [38], and [39] reviewed the techniques of AI in
wireless communication without focusing on the implemen-
tation of the channel coding compared to the articles in [40],
[41], [42], [43], and [44]. Research in [35] and [36] reviews
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TABLE 1. Existing research and survey on artificial intelligence for wireless communication systems.

the techniques in federated learning (FL) and the challenges
for future FL implementation in communication systems. The
authors in [35] suggest that channel coding can be a suitable
solution for several challenges faced by FL.

Articles in [37], [38], and [39] provide insight into the
requirements of 5G and beyond for wireless communication
systems, including the implementation of ML. The authors
in [37] and [39] provide a minor overview of AI, which
includes reinforcement learning (RL) and deep learning (DL)
for wireless communication systems, whereas the authors
in [38] only discuss RL and FL for future developments of 6G.

Article [40] takes a comprehensive look at channel coding
techniques, especially for 5G wireless networks. Their
comprehensive survey on channel coding techniques does not
include any ML techniques for channel coding.

The articles in [41] and [42] review the implementation
of DL in channel coding, especially in current and future
wireless communication applications. Although other ML
techniques, such as RL and FL, are not discussed, they
provide a very comprehensive review of DL application and
research.

Deep learning implementation for channel coding is
thoroughly discussed in [43]. While the authors do not
cover other ML techniques, they provide valuable insights
into the specific use of DL in wireless communication
systems. Finally, The authors of [44] offer a comprehen-
sive analysis of the current and future implementation of
both DL and RL for wireless systems. The authors also
highlight some of the current research on deep learning for
channel coding, providing a broad overview of the current
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FIGURE 2. An overview of the content of this paper.

state of ML implementation in wireless communication
systems.

In conclusion, the works listed in Table 1 offer a variety
of viewpoints on the implementation of ML approaches
in wireless communication systems. While some works
provide exhaustive overviews of the various ML approaches,
others concentrate on certain topics or methodologies. Yet,
they contribute to a deeper understanding of the potential
benefits and problems of implementing ML in wireless
communication systems, with applications to channel coding
and other areas in wireless communication systems.

To the best of our knowledge, this is the first study to
present a classification for the application of ML for channel
coding, as shown in Table 1. Our contributions are as follows:

• We explore current trending ML techniques for channel
coding.

• We propose a new type of classification of ML for
channel coding purposes and surveyed papers that fall
under the class.

• We discussed the current challenges and future trends of
ML for channel coding moving forward.

The organisation of this paper is as shown in Fig. 2, which
consists of 5 sections. A brief introduction and motivation
of ML and channel coding is in Section I. Here, we explore

the history of ML or AI in general and the motivation for
applyingML for channel coding. Then, Section II provides an
overview of ML for channel coding. We start with a review
of recent channel coding methods and an overview of ML
techniques for channel coding, which we categorised into
reinforcement learning, deep learning and federated learning.
Our main contribution to this paper is in Section III, where
we present a new ML classification for channel coding.
Although there are similarities between the reviewed articles
on the application of ML in channel coding, there is still no
proper terminology or classification for them in the literature.
Therefore, we classify ML for channel coding into three
types: existing decoding with ML, new decoding with ML
and new code design with ML. In section IV, we discuss the
challenges and future direction of applying ML in channel
coding in terms of the different types of ML methods. Lastly,
the conclusion of this paper is drawn in Section V.

II. OVERVIEW OF MACHINE LEARNING FOR CHANNEL
CODING
A. CHANNEL CODING METHODS
The purpose of channel coding is to send data or information
bits more reliably [58]. Several types of channel coding
for wireless networks can be classified into algebraic block
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TABLE 2. Summary of some channel coding techniques.

codes, convolutional codes, turbo codes, LDPC codes,
fountain codes and polar codes [59]. In the case of 5G
standards for channel coding, LDPC codes and polar codes
are adopted [40]. There are many types of channel coding
techniques as well as their subtypes. Table 2 summarizes
some of the more common channel coding techniques used
in the history of wireless communication.

Early channel coding techniques, such as the algebraic
block codes, focus on error-correcting. It is memoryless
and easy to implement; however, the information cannot be
extracted until the whole message is received. Following the
leap to 3G communication, convolutional codes have become
the standard for 3G [60]. Convolutional codes significantly
improve BER performances compared to algebraic block
codes. However, the major downside of convolutional codes
is that the complexity of channel coding is very high.

The introduction of turbo codes realizes the capability of
achieving the Shannon limit [61]. The Shannon limit is used
to determine the maximum rate of error-free data that can be
transmitted theoretically [62]. Knowing this limit will allow
us to know the minimum required energy per bit to send
information reliably.

The first rateless erasure codes, LT codes, were intro-
duced to offer adaptive and efficient data transmission by
generating an unlimited stream of encoded symbols from a
finite set of source symbols. Due to the decoder’s ability
to retrieve the data using the fewest possible encoding
symbols, this indicates that LT codes are highly efficient
in erasure channels, approaching optimality [53]. Fountain
codes or rateless codes are advantageous because they
do not fix their code rate before transmission. Therefore,
they exhibit universality by being both nearly optimal
for any erasure channel and highly efficient as the data
length increases [63]. There are some applications of
fountain codes that include storage where many files can
be transmitted and recovered the same way at every storage
device [64].

FIGURE 3. Machine learning techniques.

Polar codes are a type of codes that has low complex-
ity in encoding and decoding, which was introduced by
Arikan [65]. It can achieve symmetry in any binary-input dis-
crete memoryless channel, allowing for the low complexity
structure. This also led to the implementation of interleaver in
the code design, which has the advantage of improving coding
performance, especially in 5G standards [66].

LDPC codes are a type of linear block code that is defined
by a parity-check matrix. It can also be represented by a
bipartite structure known as Tanner graph or protograph [67].
The main advantage of LDPC codes is that they can get good
error performance without using interleavers [68]. QC-LDPC
codes are a type of protograph code adopted in 5G wireless
communication standards [69]. Less memory is required for
QC-LDPC codes as compared to normal LDPC codes, and
QC-LDPC codes has the capability of being rateless, but
normal LDPC codes does not [70].

B. MACHINE LEARNING TECHNIQUES FOR CHANNEL
CODING
The usage of ML to improve channel coding methods is the
latest trend. Whether it is used for encoding or decoding
or even as an autoencoder, the aid of ML plays a crucial
role in overcoming the current limitations of channel coding
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FIGURE 4. MDP representation in a feedback loop between the agent and
environment.

techniques. We categorise ML for channel coding such as
shown in Fig. 3. For ML, there are two common techniques
under ML, which are RL and DL. Under RL, there is
deep reinforcement learning (DRL), which is considered a
sub-field of ML that incorporates both RL and DL. Under
DL, there is a convolutional neural network (CNN), RNN,
FL and others. We define others as any technique that uses
DL techniques but is not limited to CNN, RNN and FL
techniques in Section III. The theory and application of
these ML techniques listed here are further discussed in the
following sub-sections.

1) REINFORCEMENT LEARNING
RL is often used to apply learning agents to achieve specific
goals in a certain environment [71]. The Markov Decision
Process (MDP) is a model that is often used in reinforcement
learning. TheMDP can be described as an environment where
there is an action that an agent can take and be rewarded
and its expectation for the action and the next status after the
action. This process can be simplified in Fig. 4.

Reward system of an agent can be explained simply by ‘‘1’’
and ‘‘−1’’. When the action taken is desired or successful,
it will be rewarded with a positive value such as ‘‘1’’. If it is
an undesired action, the reward function will return a negative
value such as ‘‘−1’’. The more positive rewards the agent
is able to collect will reinforce the action take by the agent,
which enhances the policy of the agent.

The agent’s decision is often defined by a certain policy.
A policy is a function that allows the action to be taken by
the agent in the environment. This will in turn affect the
reward and state depending on the action taken according to
the policy. There are several components to learning a policy
in RL. One approach involves using a value-based model
that predicts the quality of each state. Another approach uses
a direct representation of the policy. Alternatively, a model
of the environment can be used, which includes estimated
transition and reward functions along with the algorithm.
Examples of model-based approaches are lookahead search
and trajectory optimization. When there is a model of the
environment, the planning process involves interacting with
the model to suggest an action. For discrete actions, this often
involves generating possible trajectories through a lookahead
search. In the case of a continuous action space, trajectory
optimization using different controllers can be utilized [72].

FIGURE 5. Q-learning structure based decoder.

The policy gradient method serves as a direct representa-
tion of the policy, providing an approach in which the policy
itself is optimized directly. Examples of policy gradient meth-
ods include stochastic policy gradient, deterministic policy
gradient, and actor-critic method. A policy is considered
deterministic if the probability of a chosen action is one in
all states. A deterministic policy is important because it will
determine the effectiveness of the RL algorithm in practical
situations as the behaviour is easier to predict [73].

Generally, the state space is defined by S, the action space
is A and the state is s.The state s will eventually transition to
the update state s′. R is the reward after transition from s → s′

triggered by a certain action, a.
Value-based methods involve constructing a value function

that can be used to determine an optimal policy. Examples of
value-based methods are Q-learning, deep Q-networks, and
multi-step learning. Q-learning or Q value is often known as
the optimal sum of rewards associated with the pair of action
and state. During the training of reinforcement learning,
the Q-learning algorithm denotes the optimal strategy for
achieving the best results [74]. The Q-learning algorithm is
denoted by

Q′(s, a) = Q(s, a) + α · [R+ γ · maxa′Q(s′, a′) − Q(s, a)],

(1)

where α is learning rate, γ is reward discount factor.
Fig. 5 describes the Q-learning algorithm when applied to

the MDP environment. This is an example of the usage of the
general RL idea in Fig. 4 when applied in channel decoding.
Utilization of Q-table is very common in most applications.
Q-table is used to store the highest reward value, which can
be referred to during the decoding process.

However, a unique Q-learning algorithm proposed in [75]
optimizedQ-learning for clustering. The clusteredQ-learning
aims to optimize clustered connecting sets of the Tanner
graph of LDPC codes to reduce the learning complexity of
decoding.

Advantages of RL include long-term multistep reward
optimization. Another reason is that metrics for RL can be
easily included. If there is no clear goal for a certain function,
an artificial reward can be introduced to aid in RL [76].

2) DEEP LEARNING
DL has wide, various applications in different fields and has
also found its way into channel coding applications. It is a
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FIGURE 6. An example of deep neural network with 3 hidden layers.1

subset of machine learning that employs ANN for learning
and is also known as a deep neural network. The DL approach
may express extremely nonlinear relationships between input
and output vectors by adding more neural processing layers
and giving it more training data. DL consists of several
neural network types; however, more notable ones for channel
coding include CNN and RNN applications.

The neural network may provide a better channel coding
solution compared to traditional methods in several ways.
These include coding performance, complexity in computing,
energy consumption and latency. The model of a simple
feed-forward neural network can be expressed as:

fW1,W2,...(x) = . . . ϕ2(W2ϕ1(W1x)) . . . , (2)

where f is the model function, x is a model input, and the
learnable parameters are denoted as W and scalar-valued
nonlinear activation function ϕ. In the cascade process of
the neural network, the linear equation becomes a non-linear
equation in shape due to the activation function in the hidden
layer. The nonlinear mapping and distributed processing
capabilities provide an advantage [77]. A suitable model for
channel coding is a feed-forward NN.

Although the distinctive operation of the human brain
served as inspiration for the creation of ANNs, these artificial
neural networks are not even close to their biological
counterparts. ANNs lack the complexity of the brain even
though they share two important characteristics with bio-
logical neural networks. First, both networks are composed
of basic computing units that are closely coupled. Second,
the network’s functionality is determined by connections
between neurons.

ANNs possess the capability to adapt their internal
configurations to attain optimal solutions when exposed to
sufficient data and appropriate initialization. From the inputs
to a system, an ANN is capable of assimilating knowledge
from its surroundings, emulating the cognitive processes of

1Normal deep neural network only refers to the structure above the dotted
line. The feedback only applies when mentioning a recurrent neural network
structure.

FIGURE 7. A convolutional neural network (CNN) structure.

the human brain, and subsequently enabling the retrieval of
this acquired knowledge at a later stage [78].

a: CONVOLUTIONAL NEURAL NETWORK
A feedforward artificial neural network known as a CNN
has also been used to analyze visual data effectively.
The convolution process dramatically decreases the number
of parameters, enabling the network to be deeper with
fewer parameters. The hidden layers of CNN are either
convolutional or pooling, which simulate the response of a
single neuron to a visual stimulus. One of the advantages
of CNN is the reduction of downsampling dimensions. This
allows the pooling layer to keep useful information while
reducing the amount of data [79].
The structure of a CNN is depicted in Fig. 7. In the example

of feature extraction, the CNN structure often consists of
many convolutional layers or pooling layers known as feature
maps. These feature maps obtain a part of the information
from the input layer, which is represented in a respective
feature map. This process cascades onto the next layer of the
feature map depending on the design of the CNN, which is
then finally represented as the output layer.

b: RECURRENT NEURAL NETWORK
A recurrent neural network (RNN) is a kind of artificial
neural network in which a directed cycle forms between
the connections of the neurons. It may display a dynamic
temporal behaviour as a result. RNNs, as opposed to feedfor-
ward neural networks like CNN, may process arbitrary input
sequences using an internal memory. This may thus be used
for tasks like voice recognition. The impressive performance
of RNN for time series applications may also be applied to
a neural network decoder (NND). The structure of RNN is
depicted in Fig. 6. There is a feedback signal among the
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FIGURE 8. Deep reinforcement learning structure.

FIGURE 9. Multiple agents interact with the same environment.

hidden layers of the neural network. This is what makes it
distinct from normal neural network structures, which are
typically feedforward neural network structures.

c: DEEP REINFORCEMENT LEARNING
DRL combines deep neural networks and reinforcement
learning. It employs the neural network concept to approx-
imate reinforcement parameters such as the value function.
In DRL, a typical structure which dictates the combination of
deep learning and reinforcement learning is that it employs
a deep Q network to produce a discrete action based on the
current state after training through a neural network [80]. The
action, in turn, works in the same principle as reinforcement
learning, where it will receive a reward for learning from its
decision. In essence, the reward updates the state estimate and
is updated into the network, as depicted in Fig. 8.
More advanced DRL employs multiple agents interacting

with the same environment to get respective state and reward
updates [73]. This cooperation between individual agents
speeds up the learning process as they interact through the
state and reward, as shown in Fig. 9. However, the main
challenge in a multi-agent environment is that an agent may
affect the behaviour of other agents because they interact
with each other. This will change an agent’s policy, which

FIGURE 10. A basic federated learning (FL) structure.

may affect the optimized policy of other agents and affect the
accuracy of action.

Generalization is the main idea in DRL, which is the ability
to obtain good performance in an environment with limited
data. The agent needs to perform just like how it performed
in a test environment. This is linked to the idea of sample
efficiency. Generalization also refers to the ability to achieve
good performance in a similar environment but with different
dynamics and rewards. This refers to the test environment
having certain noise or shifts in features. This is linked to
the idea of transfer learning and meta learning [72]. The
problem of overfitting arises when there is a limited number
of data. This can be solved by increasing the quality of the
dataset, allowing the algorithm to rely on the data and reduce
asymptotic bias [72].

C. FEDERATED LEARNING
The concept of FL was proposed by Google, with the idea
of building ML models based on data sets distributed across
multiple devices while preventing data leakage [81]. FL is
ideally suited for data analytics in the IoT and review research
addressing privacy concerns [82], bandwidth limitations [83],
and power or compute limitations [84].

In FL, mobile devices collaborate to train an ML model
that an FL server needs using their local data as shown in
Fig. 10. The model changes, i.e. the model’s weights, are then
sent to the FL server for aggregation. The steps are repeated
several times before a desired level of precision is reached.
This suggests that FL may be useful for training ML models
on mobile edge networks. According to the cloud-centric
ML methods, the implementation of FL has the following
advantages [85]:

1) Highly efficient use of network bandwidth: For
aggregation, participating devices only submit the
modified model parameters. It dramatically decreases
data communication costs and shortens the supply of
network resources.
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FIGURE 11. New classification of machine learning for channel coding.

2) Privacy: provides additional protection for user pri-
vacy and has the potential to lessen eavesdropping.
Also, more users can participate in collaborative
modelling, and thus, more reliable models can be
created.

3) Low latency: ML models can be trained and modified
on a consistent basis using FL.

In cases of processing and encoding, the server receives
a noisy version of the channel inputs transmitted by the
users, the transmission mapping and the channel character-
istics dictate the relationship between the channel output
observed by the server and the encoded model updates [86].
Implementing stochastic quantization and sparsification in
FL can reduce the communication load in the model updates.
Furthermore, FL models can be designed to boost privacy
preservation with respect to the data via, e.g., inducing local
noise perturbations relying on the algorithmic foundations of
differential privacy [86].

III. CLASSIFICATION OF MACHINE LEARNING FOR
CHANNEL CODING
The idea of this classification of ML for channel coding is
based on the application ofML for channel coding rather than
classification by ML techniques as discussed in the previous
section. Fig. 11 shows a new taxonomy that will allow the
readers to understand how different ML is applied in channel
coding. This is because classifying by ML techniques poses
a problem where we are unable to compare the performance
of the channel coding itself. For example, reinforcement
learning can be used for decoding. Therefore categorizing
based on ML can be unfair since the applications are not the
same even though they are using the same ML techniques.
Fig. 11 depicts a new taxonomy that enables readers to
comprehend how various ML algorithms are applied in
channel coding.

A. EXISTING DECODING WITH MACHINE LEARNING
Existing decoding with ML can be defined as using existing
decoding methods and optimising it with ML techniques
such as adjusting weights. This classification also applies to
existing channel codes with ML. Generally, a general flow of
decoding with ML is shown in Fig. 12. The log-likelihood
ratio (LLR) or weights are received by a model which
will execute an action, typically the decoding action. The
optimization parameters will determine whether to send the
updated weight value back to the model to perform a different
action. Existing decoding algorithms often is very complex

FIGURE 12. General structure for existing decoding with machine
learning.

at a low SNR value such as the number states transition
increases or in higher order modulation. Other decoding
algorithms also faces high complexity problems, such as the
Viterbi algorithm for convolutional codes.

A feed-forward deep neural network is proposed by the
authors in [87]. The decoder design consists of two structures;
a conventional belief propagation (BP) structure andM deep
learning blocks. The BP algorithm will update the LLR and
send it to the NND. After decoding it at the first NND block,
the result will be sent back into the BP decoder, and this
process repeats until all M NND blocks are successfully
decoded. The main contribution of their proposed method
is enabling non-iterative decoding, which has contributed to
reducing latency. However, the authors specifically learn to
decode polar codes and only investigate short codes. They
found that the performance is affected by the degradation
through partitioning.

The authors in [88] applied DL to improve the efficiency
of the decoding algorithm by identifying and predicting
noise samples through noise correlation. Although CNN
is often used in applications such as visual imagery and
classifications, they consider noise correlation as a feature
in their case. Here, CNN performs denoising with relatively
low complexity, which makes the decoding process more
efficient.

In [88], deep learning is used to improve the efficiency of
the decoding algorithm by identifying and predicting noise
samples through noise correlation. They applied this in BP
decoding for LDPC codes. The noise is modelled so that it
can be picked up as output for training. The model is denoted
as:

ŷ = y− ñ = s+ n− ñ = s+ r, (3)

where y is the output vector, s is the symbol vector, r is the
residual noise and n is the estimated noise.

Although CNN is often used in applications such as visual
imagery and classifications, they consider noise correlation
as a feature in their case. CNN can perform denoising with
relatively low complexity, which will make the decoding
process more efficient. In their works, the loss function
deployed is,

Loss =
∥r∥2
N + λ

(
S2 +

1
4 (C − 3)2

)
, (4)

where r is the residual noise,N is the length of the code block,
λ is the scaling factor, S is the skewness, and C is the kurtosis,
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which is defined as:

S =

1
N

∑N
i=1(ri − r̄)3

( 1n
∑N

i=1(ri − r̄)2)
3
2

, (5)

C =

1
N

∑N
i=1(ri − r̄)4

( 1n
∑N

i=1(ri − r̄)2)2
, (6)

where ri is the ith element in the residual noise vector, and r̄
is the sample mean.

This loss function was developed for training purposes
and incorporates a normality test, which models a Gaussian
distribution over the dataset. The authors of [88] showed
that the proposed BP-CNN decoder performs better than the
standard BP decoding algorithm and is effective at lessening
the effects of correlated channel noise. As the CNN acquires
knowledge of the noise correlation in order to rectify the
errors made by the BP decoder in estimating channel noise,
the BP decoder indirectly estimates the channel noise by
guessing the coded bits.

Thework in [89] proposes three designs of NND,which are
multi-layer perceptron (MLP), CNN and RNN. Their NND
design for MLP consists of three hidden layers of 64, 32 and
16 nodes, with the length of the encoded binary codeword
as the input layer and the length of the information bits as
the output layer. As for the NND design for CNN, the CNN
model, which is often used in image processing, is modified
by changing the input of the layers from 2-D data to 1-D
vectors. For the NNDdesign for RNN, RNN is usually used in
unsegmented, connected handwriting recognition or speech
recognition. They applied the LSTM technique to suit the
NND design. The authors found that CNN can achieve better
decoding performance against MLP and RNN but at the
cost of high computational time. Their work only achieves
near-optimal performance when the training data uses 90%
of the codewords and low block lengths. Direct use of CNN
as decoders is limited by dimensionality and is hard to
implement.

In [90], the researchers employ reinforcement learning for
bit-flipping decoding for linear block codes that is RM and
BCH codes. The researchers discovered that a reinforcement
learning method based on fitted Q-learning performed better
at bit-flipping decoding. The authors proposed a permutation
strategy which sorts the reliability vector and finds the set of
vectors which are linearly independent before the decoding
process. The authors found that fitted Q-learning provides
a better advantage over the standard Q-learning approach
because the standard approach uses large memory for the Q-
table. It is only useful for short or high rate codes for Q-table.

The authors in [91] exploit the advantage of CNN to train
data from a fixed encoding rule and channel probability law
so that it can be easily decoded at randomly sampled SNR
value. There are many loss functions applied in ML, such
as the square loss function, absolute loss function, hinge
loss function, and more [92]. We found that a common loss
function that is usually applied for channel coding is the
square loss function. In [89], the same loss function that is

theMean Squared Error (MSE) based loss function is applied,
which is similar to the loss function applied in [91]. However,
they model it differently. The loss function employed by [89]
is:

Loss =
1
K

K−1∑
i=0

(xi − x̂i)2, (7)

where K is the length of information bits, xi is the target
i-th information bit and x̂i is the estimated neural network
output.

However, the loss function employed by [91] is modelled
as:

Loss =
1
βℓ

β∑
i=1

ℓ∑
j=1

(xij − x̂ij)2, (8)

where β is the number of times for training, ℓ is the set of
SNR values, xij is the message and x̂ij is the neural network
output.

From these two loss functions, we can observe that (8) is
calculated across β and ℓ while (7) is calculated across K .
This is because in [89] the authors are using it for different
types of neural network such as MLP, CNN and RNN. They
use the same loss function for different types of neural
networks in their work.

In [91], the authors train by using valid codewords that
are generated in batches. They consider the training from
the information bits available regardless of SNR values.
It was found that codeword length affects the fitting in
deep neural network approaches, limiting learning capability.
The computational time of the neural network also becomes
a problem if a more complex neural network structure is
designed for a longer codeword length, such as increasing
layers or neurons.

The advantage of an RNN based decoder is that the weights
are tied and set to equal. In [93], RNN was used to optimize
decoding relaxation for linear block codes. The RNN decoder
strategy was used based on BP methods. The training goal of
the RNN is to minimize themulti-loss function. The proposed
scheme requires additional memory due to relaxation factors.
The RNN-based decoder proposed performs better than
conventional BP decoders. However, their study offers a
trade-off between implementation complexity and error-
correction performance. Another approach with RNN by [94]
is to share the decoder weights. Then it uses the quantization
of weights for the BP decoding, which can reduce the
memory occupied for decoding. A proposed codebook for
the quantization of weights in their decoding strategy helps
in maintaining high performance. Not only does this achieve
less memory overhead, but energy consumption is also
reduced. It can be inferred that memory will affect the energy
consumption for BP decoding.

A BP-based decoder with RNN is proposed in [93]
and [94]. The advantage of an RNN based decoder is that the
weights are tied and set to equal. The decoder output is given
as [93],
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The loss function are very similar as they both employ
a cross entropy type loss function. The objective is to
optimise the weight parameters to produce an N-dimensional
output word that approaches the zero codeword as closely as
possible. The cross entropy between codeword and output of
RNN-BP is given as (9) [94].

Loss = −
1
N

N∑
j=1

ujlog(oj,t ) + (1 − uj)log(1 − oj,t ), (9)

where N is the N -bit output word, u is the codeword and o is
the output in neural network layer at j-th component and time
step t .
For RNN, the loss can be computed by adding final

marginalization for every time step. Thus, a multiloss variant
was suggested in [93] that permits learning of the earliest
layers and utilises the gradient update of the backpropagation
through time algorithm, and given as (10).

Loss = −
1
N

T∑
t=1

N∑
j=1

ujlog(oj,t ) + (1 − uj)log(1 − oj,t ),

(10)

Optimizing decoding with reinforcement learning will
reduce the complexity of the algorithm. This is presented
by [75] for BP decoding of LDPC codes based on reinforce-
ment learning. Compared to the original Q-learning algorithm
in 1, their proposed clustered Q-learning, Q is denoted as:

1Q(su, au) = (1 − α)Q(su, au) + α(R(su, au, s′u)

+ γmaxu′,a′
u
Q(s′u, a

′
u)), (11)

where u represents the cluster index su and au represents the
state and action of cluster respectively, s′u represents the new
cluster state. They have shown that clustering the state space
efficiently can improve performance and reduce the learn-
ing complexity with their proposed clustered Q-learning.
The performance of scheduling BP decoders for short-to-
moderate length LDPC codes is greatly enhanced by the
proposed RL-based decoding framework.

The principle of exponential smoothing is expressed
in 11. For channel coding, exponential smoothing is suitable
because we want to estimate the average from a sequence
of observations [95]. Let Wn be the nth observation of the
quantity we a trying to estimate and let µn be the estimate of
the true mean µ after n observations. A widely used method
for computing µn+1 given µn and a new observationW n+1 is
given by:

µn+1
= (1 − αn)µn

+ αnW n+1, (12)

where α is the smoothing coefficient.
The authors of [96] also applied CNN in their decoding

algorithm. They used successive cancellation (SC) decoding
for polar codes. The authors demonstrated that the proposed
cascaded CNN-SC decoder overcomes the code length
restriction of previous deep learning models that used a single
polar decoder. It is discovered that employing the proposed

loss function significantly improves the network model’s
performance by increasing the network model’s training
accuracy. The loss function deployed in this work is similar
to that of [88]. This pattern makes us believe that the loss
function modelled by them is suitable for applications of
CNN in decoding, although this work applied SC decoding
for polar codes whereas in [88] used BP decoding for LDPC
codes.

The proposed algorithm in [97] attempts to model their
encoder and decoder for federated learning in wireless
networks. The model consists of systematic LDPC for error
correction at client-side or the transmitter side. The decoder
employed on the server-side utilizes a sum-product algorithm
to construct a factor-graph to extract the aggregated updates.
This is achieved by approximating the maximum probability
mass function (PMF) to recover the update and subsequently
update the global model. However, this process presents a
significant challenge, as the summation of distinct client
weights may lead to inaccuracies or errors.

Successive cancellation list (SCL) is also known for its
high complexity. Thus, the author in [74] proposed a suc-
cessive cancellation flip decoding algorithm with Q-learning
to overcome the issues, which were to reduce the decoding
delay. They also further investigated the decoding delay
and found that at high SNR, the decoding delay Q-learning
assisted successive cancellation flip decoding is less than
the conventional successive cancellation flip decoding, which
shows that reinforcement learning succeeded in reducing
decoding delay without compromising performance. Decod-
ing attempts of their proposed method is also lower than
other algorithms when SNR is low. The frame error rate
(FER) of the proposed method is also performing similar
to the performance of conventional successive cancellation
flip decoding and other decoding algorithms. However, the
complexity of the algorithm and the training time is not
presented in their paper.

The works in [98] found a new approach for achieving
decoder diversity in BP-RNN based decoding schemes
for short LDPC codes. The authors further improve the
BP-RNN decoding scheme by implementing ordered statis-
tics decoding (OSD) which is a post-processing step that
sorts the variable nodes in order to achieve maximum
likelihood decoding. TheOSDpost-processing step is applied
when the BP-RNN decoders fail to find a codeword. This
will effectively improve the error correction performance.
They found that the BP-RNN with OSD post-processing
outperforms the traditional BP-RNN decoder. The gain in
performance is observed for both different code rates.

The authors in [99] propose a neural network-based
approach for path splitting SCL decoder to decode polar
codes. They treat the path-splitting selection strategy as a
classification problem in which the neural network is able to
identify the non-frozen bits accurately. The non-frozen bits
are then split, allowing the selection process to be conducted
more efficiently. In their findings, they show that the block
error rate (BLER) performance are similar to conventional
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FIGURE 13. General structure for new decoding with machine learning.

SCL decoding methods at different code rates. However, they
found that their proposed strategy has lower complexity as
compared to other path splitting SCL decoders.

The researchers in [100] propose a BP decoding algorithm
that utilizes RL, which incorporates check nodes scheduling
policy through Q-learning. It is noted that this is an extension
of their previous work in [75]. Compared to their previous
work, this work introduces a meta-learning RL scheme for
decoding LDPC codes. The meta-training process includes
learning a global long-term expected reward or action value
function using LLR vectors corresponding to a mixture of
SNR values. The LLR vectors corresponding to the SNR
values are used to learn a local long-term expected reward
or action value function. They found that their proposed
algorithm outperforms traditional decoding schemes as it
requires fewer check nodes to variable node messages for
decoding. A deep Q-learning based scheme of their algorithm
was also used for a cluster size of 2, however, the usage
of deep Q-learning was not extensively explained in their
findings.

B. NEW DECODING WITH MACHINE LEARNING
New decoding with ML can be defined as usingML to design
a new decoding method for existing channel coding. The
general structure of the new decoding with ML is shown
in Fig. 13. The received signals are mapped and trained
to recognise the received symbols. The produced LLR or
weights will be used, along with ML, for training. Thus,
a new form of decoders can be constructed. This new form
of decoding with ML may or may not be performing better
than current decoding standards, as its performance is often
dictated by the loss function considered.

The authors in [101] employ a rectified linear unit (ReLU)
activation function in their NND by employing a sigmoid
activation function. It is a feed-forward deep neural network.
The normalized validation error (NVE) was proposed to
measure the NN decoding performance and compare it with
MAP decoding, which is given as:

NVE(pt ) =
1
S

S∑
s=1

BERMAP(pv,s)
BERNND(pt ,pv,s)

, (13)

where pt and pv are the SNR of the dataset for
training and validation, respectively. BERMAP(pv,s)) and
BERNND(pt , pv,s) will represent the BER through MAP

decoding with pv and BER of NND with the training and
validation dataset.

They found that DL-based decoding is very possible as
it enables non-iterative decoding. Their proposed method is
unable to attain MAP performance if it is not trained on
the whole codebook. This affects the NND to detect unseen
codewords for random codes. However, this does not affect
the performance of unseen codewords of polar codes as it can
still be generalized.

A deep learning-based decoder for both Polar and LDPC
codes was introduced in [102]. Their designed decoder is able
to decode both polar and LDPC codes using the same decoder
design. Their proposed unified network architecture contains
a special section called the indicator denoted by I = LDPC,
polar with the decoding function,

b̂ =

{
b̂p = fp(y) = f (y, I = polar)
b̂l = fl(y) = f (y, I = LDPC)

= f (y, I), (14)

where b̂ is the generalized estimation of information bits b,
fp(y) and fl(y) to be the decoding function of polar codes
and LDPC codes, respectively. The loss function chosen
is an MSE function, which is used to train the estimated
information bits and the original information bits. The loss
function can be defined as

L =
1
k (b̂− b)(b̂− b)T , (15)

where k is the number of information bits and (·)T is
the vector transpose operation. They are able to achieve
better performance with their proposed method than the
conventional BP method in terms of throughput. However,
in terms of BER performance, the performance is quite
similar.

In [103], an NND for polar codes was also designed. They
assumed that the channel state information (CSI) is known
at the receiver despite the transmission packet going through
fading channels. The received signal, y, at the receiver is
denoted as

y = h · x + v, (16)

where x is the mapped symbols to the fading channels and
h is the complex channel coefficient signal, v is the noise
component of the model.

The noise component is modelled by a complex Gaussian
random variable. Hence, the received signal is further denoted
as

x̂ =
h∗

|h|2
· y, (17)

where (·)* is the complex conjugate operator. The log-
likelihood ratio, L, is obtained so that it can be decoded by
the trained NND to obtain the message. The L is denoted as,

L(x̂) = lnP(x=0|y)
P(x=1|y) =

2
σ 2Re(y), (18)

whereRe(·) is the real part of the complex number (·) and σ 2

is the variance. It is noted that the equation in 18 is only for
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BPSK. Hence, the channel L-values can be expressed as:

Lch(x|y) = ln
exp[− y−12

2σ 2 ]

exp[− y+12

2σ 2 ]
=

2
σ 2 · y (19)

The NN model for their proposed system are made up of
neuron signals with weighted inputs wT · x̂, which becomes
a bias b. The output is z = wT · x̂ + b that is filtered
through the ReLU function and sigmoid function. The authors
in [103] considered flat fading channels for their proposed
NND instead of AWGN channel. However, their findings
only discuss transmitting packets and packet error rate as their
metric of reliability.

One similarity from all these papers in this section is that
their proposed NND employ ReLU function in as their hidden
layers and a sigmoid function at the output layer. This is
because ReLU function is nonlinear but also very close to
linear, which helps for optimization and at the output layer,
a sigmoid function will ensure that the output information bits
are between zero and one to be interpreted as the probability
of transmission of ‘‘1’’.

The researchers in [104] proposed a graph neural network
(GNN) decoding scheme for decoding BCH codes and LDPC
codes. Previously, the work of the first author proposed
polar decoding with DL in [87]. However, this work is
quite different from their previous work. Since then, they
have proposed GNN decoding scheme is able to outperform
traditional BP decoding for BCH codes with fewer iterations.
However, in LDPC codes, the proposed GNN scheme
achieves similar results to that of traditional BP decoding
for AWGN channel. They also pointed out that the proposed
decoding scheme has high complexity.

The authors in [105] proposed a lossless turbo source cod-
ing scheme that is able to reduce encoding delay compared
to conventional turbo source coding. They apply a CNN
structure to estimate the optimal compression length that
contributes to reducing encoding delay. This is achievable
with the use of a classifier that assigns a class to each input
message.

In [106], a DNN-based decoding scheme was proposed
to decode hamming codes. Compared to conventional hard
decision decoding of hamming codes, the proposed decoder
was able to achieve better BER performance. Besides
BER performance, they also investigated the memory cell
requirements for decoding, in which their proposed scheme
requires much fewer memory cells. They also investigated
the impact of several other factors during the training of
DNN-based decoding schemes, such as learning rates, loss
function and activation function, to achieve better BER
performance. The authors found that the MSE loss function
can effectively recognize the difference between the predicted
value and true value as compared to the mean absolute error
loss function.

C. NEW CODE DESIGN WITH MACHINE LEARNING
New code design with ML is defined as new form of codes
designed by ML for encoding and decoding. This is similar
to the concept of autoencoders. An autoencoder is a type of
neural network that is designed to learn how to replicate its
input as accurately as possible in its output. ML approaches
can be employed to build new codes instead of simply
modifying the encoding and decoding process.

The application of AI in code construction is also very
useful as it helps to make a more optimized error correcting
code. The works in [107] highlight the potential of DRL for
code design, where they model the codes with neural network
parameters, θ , before applying RL policies. The DRL for
QC-LDPC codes construction were presented in [107]. Their
constructed QC-LDPC codes from DRL were compared to
normal QC-LDPC codes through the progressive edge growth
method and performed similarly under the same parameter
decoded by the sum-product algorithm. They applied the
policy based on theMonte Carlo tree search (MCTS) method.
The MCTS, αθ is guided by the latest trained neural network
fθ to produce action probabilities, π at each state, s. The
returned result from this method is

π
(i)
ζ,t = αθi−1(s

(i)
ζ,t ), (20)

for each time step, t in the ζ -th construction process at the
i-th iteration. Their proposed method employs MCTS and
DNN to steer the code creation process with a long-term
perspective, providing flexibility for any code parameters.
The authors also suggested that their method has potential for
improvement according to their experimental results.

Another advantage of a new code design is that it can be
simulated offline [108]. This is presented in [108], where
they implemented a code constructor framework through
reinforcement learning for different types of codes, that
is, linear block codes and polar codes. In linear codes,
that is, the BCH codes, their proposed code constructor
is able to form a similar performing codes to RM codes
and extended BCH codes. For polar codes, the advantage
actor critic (A2C), which is a reinforcement learning model,
was employed on SCL decoders to produce a good code
construction. As compared to genetic algorithm (GA) based
code construction, the proposed A2C method has better
performance of block error rate. Although they do not
consider the training time for code construction, it was proven
that code construction is important and is influenced by the
decoding performance. Optimizing decoding performance
through reinforcement learning will help in constructing a
better error correcting code.

In the case of a deep neural network-based autoencoder
in [109], they used deep learning to construct an encoder
and decoder, an end-to-end autoencoder. The authors found
that the average energy constraint is applied to optimize
the encoder and decoder model of the autoencoder. Under
channel mismatch situations, the proposed autoencoder
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performs better than the Hamming code, demonstrating
the potential of deep learning in the physical layer. The
autoencoder’s capacity to create an adjustable coding rate
enables effective channel matching. Throughout the training
of the autoencoder, they implement a flat fading channel
consisting of a fading layer and a noise layer in the channel.
This is represented as:

y = H · x + w, (21)

where x is the output, ⊙ represents the element-wise
multiplication, H is the input to the fading layer, and w
represents the AWGN, and its real and complex multivariate
Gaussian distributions is CN(0, δI ). They achieved coding
gain in the fading channel even with a simple codebook.
This is quite similar to the research in [103], especially
between (16) and (21) since they both pass through fading
channels for their training.

Polar codes construction was done in [110] with the use
of deep learning. The authors planned on using the BP
decoding method for the polar codes; hence, the training
will be deployed with standard stochastic gradient descent
(SGD) to find the weights. A binarizer-layer is used so that
the code construction A is a valid formation of conventional
polar codes. The probability of a non-frozen bit psoitiion i,
pi = δ(Asoft , i) where Asoft is frozen trainable LLR vectors.
The code rate with N code length is given as:

Rc,avg =
1
N

N∑
i=1

δ(Asoft), (22)

Their loss function is a combination of several loss
constraints that include low error rates, target rate, con-
vergence behaviour and avoiding minima. The proposed
work by the authors in [110] shows significant performance
improvements over state-of-the-art building techniques for
BP decoding with a limited number of iterations over AWGN
and Rayleigh fading channels. In addition to facilitating the
learning of new structures, the proposed framework also
facilitates traditional system design, such as the choosing of
frozen bit-positions of a polar code.

An autoencoder was made in [111] using DRL techniques.
The transmitter and receiver of this autoencoder design
are implemented with neural network parameters. They
proposed an alternating training method where the receiver
uses supervised learning; however, the transmitter uses
reinforcement learning for learning. The policy deployed
here is the Policy Gradient (PG) [112] method. Since their
transmitter and receiver already used deep neural network
parameters with θT and θR for weights and bias, the received
signal can be estimated using the PG as:

▽θT J (m, l,Xp) =
1
Sc

Sc∑
i=1

l(i)▽θT (πθT (xp
(i)

| x(i))), (23)

where J (m, l,Xp) is the gradient of the aggregated loss, Sc
is the minibatch size, ▽θT is the policy, l is the vector of
per-example losses l(i), Xp the matrix of pertubed vectors xp(i)

and m as message. Although they did not benchmark their
autoencoder with any current standard codes, they included
noisy conditions for their autoencoder. The researchers
in [111] found that in a suitably high, but realistic, training
SNR, their proposed feedback system operates as well as
a perfect feedback connection. In addition, the researchers
proved that their communication method is superior to both
quadrature phase-shift keying (QPSK) and a highly tuned
higher-order modulation scheme over a radial basis function
(RBF) channel.

An RNN was used to construct a channel autoencoder
in [113] called Low latency Efficient Adaptive Robust
Neural (LEARN) codes. They use a self-supervised method,
which optimizes the code, and RNN was applied to gain
generalization across different block lengths. Their proposed
network architecture is interesting because it features two
Gated Recurrent Unit (GRU) at the decoder, which can reduce
delay. The output is compiled at the Fully Connected Neural
Network (FCNN). Their proposed encoder design consists of
a GRU added to an FCNN. It is a dual-layer RNN design
with optimal temporary storage capabilities. The structural
delay in the decoder,D is the number of bits for look ahead in
decoding. The encoder transmits code xt so that it can decode
the message bt when it receives yt+D at time, t .

Although their proposed method can outperform convo-
lutional codes for short to medium block lengths, it cannot
outperform Turbo or LDPC codes unless they introduce an
additional mechanism that increases the complexity. It is also
limited to a low range of structural delay. An open problem
from this autoencoder design was also presented to consider
other latency problems, such as computational processing
delay.

A federated learning-based autoencoder was also designed
for audio semantic information. The proposed autoencoder
from [114] combined source coding and channel coding
achieves a great convergence compared to conventional cod-
ing schemes by 100 times. The training of this autoencoder
is based on CNN models. Since the signal is audio semantic
information, it is easy to extract features using CNN and
deploy them across multiple edge devices. The federated
learning training loss function is a normalized root MSE loss
function denoted as:

minwj
U∑
j=1

L(wj,Aj, Âj), (24)

The parameters encoder and decoder was simultaneously
updated so that the loss function can be minimized. Their
proposed system can converge effectively without compro-
mising performance. Their proposed autoencoder is trained
using FL to increase the accuracy of semantic information
extraction and is able to decrease communication overhead
significantly. The authors suggested that their research
presents a promising approach for training models over audio
semantic communication (ASC) architectures in wireless
networks with limited resources.
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The application of federated learning in channel coding
is still somewhat less. However, there is some research that
seems to focus on code design with federated learning.
In [115], a scheme for model aggregation in federated learn-
ing was proposed to reduce model aggregation distortion.
Their code design involves both source coding and channel
coding. The accuracy of training is higher than that of
traditional digital coding. They constructed their own channel
coding design where the encoder maps the symbol from
a length-k finite field to a length-n lattice. The decoder
computes the sum of lattice, which is subsequently mapped
back to the finite field. Their proposed method produced
a substantially greater channel rate than typical Gaussian
MAC capacity. The distortion in the estimator reduces
linearly with the number of edge devices. The numerical
findings demonstrated that the test accuracy attained by the
proposed method is comparable to uncoded transmission and
significantly greater than conventional digital coding.

The authors in [116] proposed an FL framework which
effectively reduces communication overhead, improves FL
performance, and reduces resource consumption. Their pro-
posed FL framework, DipFL, consists of three parts, that is a
deep AirComp aggregation (DACA) module, a joint source-
channel coding (JSCC) module based on the variational
autoencoder (VAE) model, and a personalized mix module.
The DACA module enables efficient n-to-1 information
aggregation from edge devices to the base station. The JSCC
module enables encoding and compression of the transmitted
data while reducing the bias of local samples through regular-
ization. The personalized mix module enhances performance
by blending local and global models on edge devices. When
comparing their findings with the traditional framework, they
found that their proposed framework achieved better resource
reduction, particularly at a higher number of edge devices.
At high SNR, the classification accuracy of their proposed
framework is also similar to an error-free transmission
method.

The authors in [117] propose an auto-encoder architecture
that is interpretable, ensuring scalability to block sizes chal-
lenging for ML-based linear block code design approaches.
It is a joint design of a linear block code encoder and a gated
neural BP decoder. The gated neural BP decoder uses RNN,
which employs a low-complexity static decoding strategy.
The gated neural BP equations for the message from variable
node i to check node j, µvi→cj and posteriori LLR, λ̃i are:

µvi→cj = λi +
∑
l ̸=j

ω
(µ)
i,l µcl→vi , (25)

λ̃i = λi +
∑
l

ω
(µ̃)
i,l µcl→vi , (26)

where the λi is the priori LLR, ω
(µ)
i,l and ω

(µ̃)
i,l are the trainable

weights and µcl→vi is the messages received by the check
nodes j from variable nodes l.
The advantage of this neural belief propagation equation

is that the input weights are not required, and the trainable

weights do not depend on the destination check nodes. The
complexity is reduced compared to the standard neural belief
propagation equation. The design of this autoencoder enables
linear block codes that are suitable for BP decoding. The
proposed autoencoder was found to be agnostic, whichmeans
that it does not need any prior knowledge of linear block
codes, allowing the construction of codes of arbitrary code
and size. The authors evaluated the complexity of different
codes and their respective decoders, further illustrating
the advantageous performance-to-complexity ratio of the
proposed approach.

The works in [118] propose an overhead reduction
approach by using RL. They proposed twoRL-based schemes
for online fountain codes (OFC). The first scheme uses
RL to identify the coded symbol degrees from feedback
and calls it RL-based degree determination (RL-DD). The
second scheme, OFC with no build-up phase using sec-
tioned distribution (OFCNB-SD) is proposed to determine
different stages of degree distribution by estimating degree
distribution at the beginning of each section. The authors
introduce RL-based sectioned distribution (RL-SD) based on
OFCNB-SD to solve the overhead minimization problem.
Through optimization of the sectioning of the degree
distribution, the full recovery overhead is reduced. They
compare their work to the estimation-based degree selection
scheme and table lookup scheme for OFC. Their findings
show that under a limited feedback scenario, they are able
to achieve lower full-recovery overhead. The authors provide
a detailed analysis of the performance of RL-DD and RL-SD,
including the transmission schemes used in simulation, neural
network architectures, training parameters, and optimization
techniques.

D. SUMMARY
Table 3 shows the summary of the classification of ML for
channel coding. This shows that current ML techniques are
used in existing decoding with ML (EDML) and new code
design withML (NCML). However, there are very few papers
that focus on new decoding with ML (NDML) as compared
to that of EDML.

For EDML, RNN is the most popular ML technique for
decoding. RNN is often applied in use cases related to time-
domain applications. The main concerns of applying RNN
involve delay since they are correlated to time. Processing
delay means that the latency increase will result in RNN
being an undesirable choice for channel coding in terms
of decoding performances. However, RNN still remains a
popular application in EDML. These works found that the
recurrent structure of the RNN will reduce the required
parameters to improve the decoding. The RNN structure
allows the decoder to use the same weights, thus improving
classical BP decoding performance. BP decoding is also very
popular and needs to be improved with ML. This may be
due to the fact that BP is a commonly used message-passing
algorithm for decoding, especially for LDPC codes and polar
codes. The combination of improving BP decodingwith RNN

VOLUME 12, 2024 89017



H. L. M. Kee et al.: Review on Machine Learning for Channel Coding

is also prevalent in EDML. The application of BP decoding
with CNN is also applied by treating the decoding of BP
as a classification problem. CNN are often used for feature
extractions or correlation extractions in applications such as
image processing or natural language processing. In cases
such as signal, which is often one dimensional, it was found
to be able to identify noise and eliminate noise even though
they are not directly implemented in the encoder or decoding
layer. Such noise can be treated as a feature which can help
in the optimization of the decoding process itself.

There are a lot of papers that use deep learning or apply
neural networks for channel coding. Deep learning is very
popular in NDML and is mostly used to construct new
decoding methods, as shown in Table 3. From these papers,
we conclude that the reason that deep learning is widely
used for NDML is due to the fact that new decoding can
be constructed based on the current decoding design. In the
cascade process of the neural network, the linear equation
becomes a non-linear equation in shape due to the activation
function in the hidden layer. Therefore, in the case of an
NND, it learns a decoding algorithm which is targeted to
decode those trained codes. This is supported in [101], where
the authors found that polar codes decoding based NND
can decode polar codes well but not random codes, which
showed that the generalization of NND is not as good as
some other optimized decoding algorithm such as the BP
decoding algorithm. However, an NND still performs better
for structured codes, such as polar codes, in terms of decoding
complexity.

As we classify NCML as a new form of codes designed
with ML for channel coding, it is interesting to see how
spread out the techniques are. Many different types of ML
techniques are applied by many researchers to try and create
autoencoders or new codes. Autoencoders are proposed
in [109], [111], [113], [114], [117], and [116]. Autoencoders
are often proposed as an alternative to existing codes, where
the focus is on guiding the proposed autoencoders to design
codemetrics instead of optimizing the decoding performance.
These autoencoders present a potential design for universal
codes in the future. New code designs discussed in [107],
[108], and [110] however, use ML to design new codes which
are based on current existing codes such as polar codes and
LDPC codes. These new codes are usually designed to be
specifically tailored to current decoding methods, allowing
it to achieve better performance. These new codes also
inherently overcome some of the potentially flawed designs
of standard existing codes.

In the case of supervised learning neural networks, polar
codes are very popular to be chosen as the channel coding
method [87], [101], [102], [103], [110]. Most of these papers
use AWGN as their noisy channel. In papers such as [103],
and [101], they identify and predict the loss function to
optimize the decoding process. Another method is using the
neural network to learn how to map noisy information to its
corresponding correct information [87].

There are a lot of RL applications for channel coding.
They focus more on optimizing the decoding performance
using RL, which contributes to existing decoding in our
classification. The common method used in these papers is
the Q-learning method. The Q-learning method is popular
as it repetitively estimates the observations of the sufficient
agents. This allows the solution to be quickly found.
According to Table 3, we are able to see the usage of RL
even in recent years, it is still feasible to apply RL for
decoding.

DRL is the least popular method in terms of ML for
channel coding. Current trends of DRL are towards network
or resource management purposes instead of channel coding
hence there are so few research that applies DRL for channel
coding. Another inference that can be made here is that DRL
schemes may be too complex for it to be feasible to deploy as
an efficient channel coding application. It is interesting to see
that the papers found here are both used for new code design
with ML.

The application of federated learning is still fairly new;
hence, there are not many papers involving the use of
federated learning for channel coding. Current trends of
federated learning are investigating the convergence time
with known or unknown channel state information (CSI).
Besides, most federated learning applications also consider
the number of clients or edge devices involved during
training. However, we only want to look at the current trends
of federated learning for channel coding. We are able to see
it gaining popularity in recent years as of the writing of this
paper, with more papers suggesting applications of FL in
channel coding.

IV. CHALLENGES AND FUTURE DIRECTION OF MACHINE
LEARNING FOR CHANNEL CODING
This section describes the challenges that are faced by
implementing ML for channel coding and also describes the
future direction of ML for channel coding. The challenges
and future direction are discussed in terms of respective ML
techniques, that is reinforcement learning, deep learning and
federated learning.

A. CHALLENGES OF MACHINE LEARNING FOR CHANNEL
CODING
The outlook of AI toward 6G wireless communication
systems is without its challenges–especially the challenges
faced by implementingAI in channel coding.Many aspects of
channel coding can be improved, such as encoding, decoding,
and autoencoders, which may also be improved with the
help of AI to make more efficient end-to-end communication
channel codes. Wireless communication, especially towards
6G standards, will require faster and higher system capacity,
low latency and better reliability. Energy efficiency is
also a focus in the future direction of wireless commu-
nication. AI plays a crucial role in ensuring these are
achieved.
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1) REINFORCEMENT LEARNING
Limitations of reinforcement learning include an overload
of states, which may diminish the results. When applying
reinforcement learning, resource allocation may become
a problem as reinforcement learning is a data-hungry
algorithm [119].With the increase inwireless communication
devices and applications, constant updates in a dynamic
situation are required, which will result in a lot of resources
overloading the states and causing worse results overall.
An increase in system uncertainties will cause several
optimization difficulties during resource allocation [39].
As the network size and complexity grow, the connection
between decisions becomes more intricate. For instance,
decisions related to workload balancing involve both discrete
(choosing edge servers) and continuous (allocatingworkload)
actions that are interdependent. The complexity of the
system intensifies when numerous actions are involved
in a single control decision. The relationships between
these actions and designing the action space appropri-
ately pose a critical challenge for implementing RL/DRL
algorithms [19].

Training and performance evaluation are still among
the biggest challenges of reinforcement learning. Typically,
a particular model is a simplification of the actual sys-
tem and could miss the underlying patterns which are
created from the simulated data set. Therefore, a more
efficient method of producing simulation data is needed
to guarantee that the reinforcement learning framework’s
training and performance assessment align with actual
systems [42].
Reinforcement Learning also takes a lot of time to train.

Wireless communications depend heavily on the convergence
time, and actual networks cannot afford to take too long
to learn a successful method [120]. This is because,
unlike other ML techniques, RL/DRL algorithms do not
involve a distinct training process. The training process
occurs through continuous trial-and-error processes until
the agent reaches a final state. The agent’s performance
relies on the historical data, such as executed actions
and exploration strategy employed during the learning
process [121].
Sparse rewards are also a challenge for reinforcement

learning. Due to the sparse distribution of rewards in the
environment, it is feasible that an agent may not be paying
enough attention to the circumstance to identify reward
signals and maximize certain behaviours. This also happens
when the environment cannot send out reward signals
quickly, so the agent won’t act until it is sufficiently near to
the objective [122].

The problem of reproducibility arises in DRL, where
experimental outcomes are impacted by various hyperpa-
rameters such as network architecture, reward scale, and
environments. These factors introduce variability and can
affect the consistency and replicability of results obtained in
DRL applications [123].

2) DEEP LEARNING
Learning to decode more quickly and effectively has been
the aim and challenge, especially in Polar Codes. The NND
in [101] retrieves transmitted codeword after the learning
process, whereas in [124], the complexity is reduced through
the neural network. However, this is difficult as the categories
for polar codes restrict the exponential structure of codewords
for polar codes as compared to that of image recognition.
The increasing code length will result in a large number of
datasets for training the neural network. In contrast to the
5G and beyond requirements for high-speed and low-latency
requirements, deep neural networks often need exorbitant
computing [113]. Therefore, there is no suitable method to
use DL decoding with the regular 5G standard code length at
the moment.

The application of DL decoders and the performance
and complexity are still issues in real situations. It is a
challenge to identify the trade-off between complexity and
performance when combining the conventional method with
DL techniques. Hence, with DL, forward error correcting
codes can be further investigated in different areas, such as
a joint estimator and decoder design, which may provide
significant performance gain [125].

A further limitation of DNNs is their inability to perform
time-correlated detection and tracking tasks with video
streaming. While a DNN must fully link all nodes in
hidden layers, the number of parameters often increases
exponentially [77]. RNNs depend on the recurrent structure
to increase detection performance, although often with a
noticeable processing latency.

3) FEDERATED LEARNING
Federated learning differs from traditional centralized deep
learning, where the server can access the whole data set.
This results in a number of fundamental difficulties that
are not present in traditional deep learning [86]. Massive
transmissions across rate-limited communication channels
are often required for the recurrent exchange of updated
models between users and the server, which creates a
bottleneck. Besides, federated learning also consists of
a huge number of wirelessly connecting power-constraint
edge users. The transfer of model updates may be much
slower than local computing due to the restricted capacity
of wireless networks. In wireless communication, factors
such as loss function value, convergence time, energy
consumption and reliability can affect federated learn-
ing [35]. These challenges are highlighted in this section,
and potential solutions will be discussed in the next
section.

Loss function value: will affect the bandwidth and
computational resources as well as transmit power. When
federated learning is applied, this will result in devices to
perform federated learning being limited at every iteration
and causing errors in local federated learning models due to
insufficient power.
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Convergence time: The federated learning model will take
longer to transmit the parameters under limited energy and
transmit power. Energy consumption: This is a significant
factor as depending on wireless resources and channel con-
ditions, energy consumption may increase for transmission
of local federated learning models.

Reliability: the reliability of wireless is limited by its
transmit power, resulting in errors for local federated learning
models.

B. FUTURE DIRECTION OF MACHINE LEARNING FOR
CHANNEL CODING
Applying ML in channel coding to achieve improvements in
classical channel coding opens up several research problems.
Generally, the research problem lies in implementing a
suitable ML technique for different tasks. It remains an
open problem to compare implementation of different ML
techniques in channel coding in order to achieve better
performance.

1) REINFORCEMENT LEARNING
Moving towards 6G networks, the introduction of massive
Multiple-InputMultiple-Output (MIMO) devices has become
as coherent as ever. Using beamspace transmission for
interference management becomes a challenge to make this
possible. Network optimization is often done using DRL,
where beamspace parameters and channel information are
approximated. Although several solutions target resource
allocation, the reduction of complexity for resource allocation
using reinforcement learning is required and becomes an
excellent direction for research [39].

The challenges of a network environment lacking
decision-making information can be overcome with rein-
forcement learning [126], [127]. For channel coding, rein-
forcement learning seems to excel in a dynamic environment.
Reinforcement learning can reduce the information needed
for decision-making, reduce communication overhead, and
simplify the encoding and decoding process.

In wireless systems, efficient management of resources,
such as power transmission and resource allocation, is crucial
to network performance. DRL can overcome situations like
CSI estimation since CSI often changes in a dynamic
environment [128]. In IoT systems, using the received
power from sensor nodes, DRL can allow effective channel
estimation [42].

2) DEEP LEARNING
Despite significant research efforts, there are still several
difficulties with employing DNNs for decoding due to the
exponentially growing computations with code length. Thus,
addressing this challenge is a huge leap towards achieving
better performance in the 6G standard.

It is evident that deep learning would significantly
lower complexity in channel coding without compromising
performance. There is a lot of existing research on polar codes

with deep learning however, given the capability of LDPC
codes, deep learning in LDPC seems to also be a great open
research problem to investigate its potential.

CNN cannot yet be utilized directly for channel encoding
or decoding but may be used to extract correlated noise
characteristics and improve the BP decoding process. Other
iterative detection algorithms can be used to improve better
decoding performance. In order to accomplish overall energy
efficiency savings, deep learning models, such as DNN and
CNN, would significantly increase the BER performance,
which remains an open research topic to investigate the
capability of energy efficiency [129].

Due to the time-correlated environment in which wireless
communications are conducted, RNNs have the potential to
enhance detection performance but with significant latency.
It will thus be preferable to use a low-latency RNN-
based decoding technique as a future research direction.
On the other hand, another DL study area focuses on
integrating decoding and other communication modules.
This research area is expected to emerge in the future by
using DNN-based approaches in place of conventional, time-
consuming methods [41].

3) FEDERATED LEARNING
As discussed in the challenges of federated learning from
the previous section, the future direction of federated
learning can be steered towards solving or overcoming these
challenges. Limited transmit power will result in errors in
local federated models, affecting the loss function value
and reliability. A possible solution to overcome this is
through channel coding and decoding strategies. Channel
coding schemes can overcome noise and interference to the
transmitted federated learning model parameters, reducing
packet error and increasing reliability [130]. An optimized
network formation can also improve the loss function value
and reliability other than the channel coding approach.

Convergence time is also a major factor in federated
learning, which can be limited due to energy, transmit
power and bandwidth limitations. This can be improved by
improving the model’s parameter prediction, channel coding,
and decoding. Coding can reduce the transmission delay of
the parameters by compressing them into a small number of
bits [131].
Energy consumption of wireless devices may vary due to

channel conditions or wireless resources such as bandwidth
limitations. This will result in more energy being used to
transmit model parameters. One suggested solution for this
is channel coding. An efficient channel coding method can
improve energy efficiency, thus reducing energy consumption
during transmission [132]. Besides channel coding, an effi-
cient device and resource scheduling can also overcome
energy consumption problems [35].

We can see that several challenges of federated learning
can be solved through efficient channel coding schemes.
Hence suitable channel coding strategies for an efficient
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trade-off with federated learning pose an interesting research
problem.

V. CONCLUSION
This paper surveyed existing and latest ML techniques for
channel coding in wireless communication networks and out-
lined some of their essential applications. We also proposed
a new classification of ML for channel coding applications
and provided a perspective on current challenges and future
research. We envisioned that 5G-A and 6G wireless systems
would be heavily motivated by the advancement and help of
ML, particularly with ML for channel coding. To this end,
we compiled and highlighted the latest ML applications for
channel coding that they believed would become the stepping
stones towards enabling 5G-A and 6G. It is expected that the
highlighted challenges and future direction will inspire future
wireless communications and also encourage readers to look
at existing technologies for further improvements.
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