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ABSTRACT Predicting cardiac or heart disease has emerged as a formidable challenge in the medical
domain recently. It is recognized as a major global health concern, and stands as one of the primary causes of
mortality, posing a significant threat to human life. Early detection of heart disease helps to reduce mortality.
This study has experimented with three benchmark datasets such as UCI Heart Disease, Framingham, and
Z-Alizadeh Saini containing important clinical information for cardiac vascular disease (CVD). These three
datasets’ multi-variant (categorical and continuous) features, variable dimensions, and multicollinearity
characteristics provide substantial challenges for machine learning (ML) and other models aiming to achieve
the desired results. This study proposes a statistical feature selection (SFS) stacking framework using four
feature engineering techniques, Chi-Square, Gini Index, Information Gain, and ANOVA F-test, to select
the optimal features from the datasets. Further, the likelihood of developing CVD based on characteristics
extracted from the three benchmark datasets using a reduced set of optimized features from the initial feature
set is fed to ensemble stacked learning models: stacking using Support Vector Machine (SFS-SVM) and
stacking using Cross-Validation Classifier (SFS-SCVC). The SFS-SCVC model has achieved significant
performance metrics and outperformed the SFS-SVM and traditional ML models on all three datasets.

INDEX TERMS Multi-variant CVDdatasets, gini index, chi-square, ANOVAF-test, stacking SVM, stacking
cross-validation.

I. INTRODUCTION
CVD is a cluster of diseases involving the heart and blood
vessels supplying blood to various organs and systems of the
body including diseases like coronary heart disease, stroke,
angina, heart failure, peripheral vascular disease, aortic dis-
section, etc. [1]. According to recent statistics, about one
person dies every minute from heart disease. It has multifac-
torial causation that is, it is caused by a lot of different major
risk factors including both controllable and non-controllable
as depicted in Table 1.

The associate editor coordinating the review of this manuscript and

approving it for publication was Gyorgy Eigner .

Earlier it was more prevalent in developed countries and
now its incidence is also increasing in developing countries
not only the elderly but young people are also presenting
with heart ailments and even deaths due to heart attacks [2],
[3] making it one of the most common death-causing
disease worldwide. However, its prevalence cannot be esti-
mated accurately because many cases in developing and
under-developed countries aren’t even present in healthcare
facilities and hospitals. Also, different countries use differ-
ent methods of reporting the prevalence. So, predicting the
prevalence worldwide is almost impossible [4].

Every year, a staggering number of lives, as reported
by the World Health Organization (WHO), succumb to
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TABLE 1. Major risk factors behind CVD.

CVD - a striking 17.9 million individuals. Out of these heart-
wrenching statistics, more than 80% of deaths are attributed
to heart attacks and strokes, while a disheartening one-third
of these losses occur prematurely, before reaching the age of
70. Adding to this reality is the fact that over 75% of CVD
fatalities transpire in low andmiddle-income countries, where
limited healthcare resources restrict access to comprehensive
screening and predominantly focus on managing existing
cases [5], [6], [7]. As a result, people are detected very late
in the course of the disease and so even young productive
populations are dying because of heart disease as well.

Proper and relevant history taking, clinical examination,
and evaluation using ECG, ECHO cardiography, Chest X-ray,
Blood work, etc. are required for accurately diagnosing heart
disease [8], [9]. Many attributes have been observed in the
patient’s medical records and from different clinical reports.
However, some of these attributes may not be relevant in the
same way and others might need to be left out. Moreover,
a diagnosis is less accurate if you apply all aspects simultane-
ously. The two dominating steps in predicting cardiovascular
diseases are choosing the most important variables ignoring
less important ones and selecting an appropriate classifier.
Recently, notably in the medical area, technologies based
on ML have enhanced our quality of life [10], [11]. Time
and infrastructure are needed to diagnose accurately. Time
is a crucial factor when trying to save human life. So, for
early detection and treatment, the power of advancements in
technology like Artificial Intelligence (AI) can be utilized
in the healthcare sector [12], [13], [14]. ML is a subset of
AI used to design, implement, and evaluate algorithms that
enable computers to gain insights from experience and make
better predictions on data.

ML is used for the diagnosis and prediction in many
research papers whether the patient has been diagnosed with
CVD. The results have shown an improvement in the pro-
posed classification framework by improving the accuracy
of the existing method. Finally, the key step to improve
the accuracy of diagnosis in CVD is the selection of fea-
tures. For example, the doctor could decide to treat a patient
based on classification based on selected characteristics.
In previous studies, improvements and developments in clas-
sification methods emphasize more than the best features.
This study aims to investigate how different SFS techniques
might enhance CVD prediction. To overcome the problem
of variable dimensionality and multicollinearity in features
among datasets different SFS methods have been used. CVD
prediction may be possible using a novel approach that

conducts thorough evaluations on benchmark datasets with
and without feature selection (FS) to evaluate the relevance
of characteristics, which would be beneficial to the medical
community [15], [16].

A. MAJOR CONTRIBUTIONS AND HIGHLIGHTS
The significant contributions of this manuscript are men-
tioned below:

• Three major benchmark datasets with multi-variant fea-
tures and variable dimensions were used in this proposed
work. Further, standard pre-processing techniques such
as handling missing values, and min-max normalization
were applied.

• The SFS Classification Framework has been proposed
with two stacking approaches which implement six
major ML models as the base models and one as a meta-
model.

• Four different statistical techniques have been used
Information Gain, Gini Index, Chi-Square, and Anova
F-test for handling categorical and continuous predictors
to select the union of rank-based optimal feature set.

• In the first approach, Hybrid feature selection (HFS)
with a Support Vector Machine (SVM) stacking frame-
work named SFS-SVM is used where SVM is the meta
classifier.

• In the second approach, HFS with a Stacking CV
Classifier framework named SFS-SCVC is used where
stackingCV is the meta classifier.

• Finally, the proposed framework performance and indi-
vidual ML models’ performance have been compared
and tested on full feature space and optimal features
in performance evaluation metrics like accuracy, recall,
precision, and F1-score.

The succeeding sections of this manuscript are structured
as follows: In the upcoming section, we delve into the
studies relevant to FS techniques, CVD diagnosis, and
prediction processes, highlighting their significant contribu-
tions. Section III provides a comprehensive overview of the
proposed hybrid approach, encompassing details about the
dataset, the ML models employed in the study, and the SFS
methods utilized for feature optimization. Section IV delves
into the implementation specifics, encompassing evaluation
parameters in this manuscript, along with the reported pro-
posed framework outcomes. Finally, in Section V, we sum-
marize the main conclusions drawn from this research
manuscript.

II. BACKGROUND STUDY
This section comprehensively reviews recent developments in
CVD detection using ML and SFS techniques. The authors
consider the advancements made in recent years, explor-
ing innovative methodologies for effective CVD prediction.
By reviewing the literature that used ML algorithms and FS
techniques, we have valuable information about the progres-
sion of the research for potential CVD prediction.
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Deepika and Balaji [17] combined the Grey Wolf Firefly
(GF) algorithm and Differential Evolution (DE) called GF-
DE, which employed effective FS using the Grey wolf (GW)
optimization with the Firefly algorithm for hyperparameters
tuning using the DE algorithm and the comparison have
been made with the proposed system using the Cleveland
and Statlog datasets based on precision, recall, F1-score and
accuracy.

Zhang et al. [18] proposed a CVD prediction model
by combining the embedded FS method with deep neural
networks (DNN) based on the LinearSVC algorithm and
L1 norm. Lasso as a penalty term was used to create a sparse
weight matrix to filter out variables associated closely with
CVD, and the Linear SVC algorithm was employed in the FS
module after data preprocessing. They compared threeweight
initialization techniques: Xavier, He Normal, and Random
Normal, and observed that the He initialization method
yielded the best outcomes in the prediction model for heart
disease. To validate their proposed model, the researchers
conducted tests using a CVD dataset obtained from Kaggle.
The dataset consisted of 1025 patient records from different
age groups with a gender distribution of 713 males and
312 females. By computing metrics of F1-score, accuracy,
recall, and precision they assessed the performance of the
research work.

Gárate Escamila et al. [19] proposed a dimensionality
reduction method to identify attributes associated with heart
disease through FS techniques. The dataset was acquired
from the UCI ML Repository, specifically the heart dis-
ease dataset comprising 74 features with their corresponding
labels. By combining Chi-square and principal component
analysis called CHI-PCA, in conjunction with the random
forests (RF), exceptional accuracy rates were attained. The
experimental results demonstrated that the performance of
most classifiers improved when using CHI-PCA. However,
the study’s main limitation is the small sample size, limiting
the generalizability of the findings.

Enhanced evolutionary FS technique combined with an
ensemble model named GA-LDA (Genetic Algorithm - Lin-
ear Discriminant Analysis) was proposed by Jothi Prakash
and Karthikeyan [20]. Their approach achieved a maximum
accuracy of 93.65% for the Statlog dataset. Furthermore,
it achieved an accuracy of 82.81% for the SPECTF dataset
and 84.95% for the coronary heart disease dataset. They
also showcased the performance of the proposed approach
through ROC curve analysis against state-of-the-art ML
methods.

The utilization of ensemble algorithms- stacking, bagging,
boosting, andmajority voting, was implemented by Latha and
Jeeva [21]. Bagging improved the accuracy by a maximum
of 6.92% while boosting improved it by a maximum of
5.94%. The majority voting with weak classifiers and stack-
ing yielded accuracy improvements of up to 7.26% and 6.93%
respectively. The majority voting excelled using a reduced
feature set.

A stacking learning approach coupled with seven clas-
sifiers, including Naive Bayes, random forest, KNN, and
four others, was experimented with by Książek et al. [22]
with and without FS on the hepatocellular carcinoma dis-
ease of 165 HCC patient’s dataset collected from Coimbra’s
Hospital andUniversity Centre (CHUC). They employed nor-
malization techniques to fill in the missing variables and the
KNN algorithm to train and assess the model using organized
cross-validation approaches. Their model achieved an overall
90% accuracy and 88.57% of the F1-score.

A deep CNN framework and a fuzzy c-means neural net-
work (FNN) were proposed by Venkatesan et al. [23] for
feature extraction to improve prediction accuracy and investi-
gate cardiac complaints. The FNN categorizes sensor data to
recognize the heart’s condition, and evaluation performances
indicate that FNN performs well in predicting cardiac com-
plaints. Their model achieved an accuracy rate of 86.4%,
outperforming other approaches.

Spencer et al. [24] investigated the comparative efficacy of
eight classification models and various FS methods on four
heart disease datasets taken from the UCIML repository with
14 features and 720 instances. The Chi-squared FS technique
with the BayesNet classifier achieved the highest accuracy
of 85.0%.

A combination of LSTM and Angle Transform (AT) meth-
ods has been proposed by Kaya et al. [25], for the prediction
of arrhythmia and congestive heart failure. The AT method
utilizes angular information of neighboring signals to clas-
sify ECG signals, generating new signals ranging between
0 and 359. LSTM utilizes histograms of these signals to
distinguish between ARR, CHF, and normal sinus rhythm
(NSR). The proposed approach achieves a high ECG signal
classification rate of 98.97% tested on MIT-BIH and BIDMC
databases. Demir et al. [26] propose a method using the ECG
dataset where co-occurrence matrices were created and used
to extract Heralick features and achieved a success rate of
93.41% using SVM for classification.

Rahman et al. [27] proposed a self-attention-based trans-
former model to predict cardiovascular disease risk. It com-
bined self-attention mechanisms and transformer networks to
capture contextual information effectively. The model’s inter-
pretability was highlighted as it assigned attention weights
to input components, aiding in understanding predictions.
Tested on the Cleveland dataset, it achieved an accuracy
of 96.51%.

The Gradient Squirrel Search Algorithm-Deep Maxout
Network (GSSA-DMN) was developed by Balasubramaniam
et al. [28] employing data pre-processing- log scaling and
FS using Relief. The DMN, trained by GSSA, combined
Gradient Descent Optimization with the Squirrel Search
Algorithm. GSSA-DMN achieved accuracy, sensitivity, and
specificity values of approximately 93.2%, 93%, and 91.5%,
respectively, surpassing existing methods by margins of
6.97%, 5.79%, 4.50%, 3.43%, and 1.93% respectively. This
indicates its superior performance in heart disease detection.
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A stacking ensemble learning model, incorporating deep
neural networks with a tenfold cross-validation framework
was employed by Gupta et al. [29]. The model was trained
using heart-related data obtained from individuals who have
survived COVID-19. The proposed work achieved an accu-
racy of 93.23% and was also compared with baseline learning
algorithms while predicting heart disease.

A. RESEARCH GAPS
Researchers have diligently focused on employing diverse
FS methods and traditional classification techniques for
improved prediction accuracy. They recognize that the fea-
tures embedded within datasets wield a significant influence
over the accuracy of predictions and the computational com-
plexity of the ML process. Consequently, selecting the ideal
subset of features during feature extraction emerges as a
pivotal element in any ML endeavor. While researchers have
introduced various FS techniques and classification algo-
rithms suited to specific datasets, the FS process needs further
refinement.

B. MOTIVATION
This refinement aims to find out the precise subset of features
that yield dependable predictions with enhanced accuracy.
The FS techniques must be able to identify the most essential
features, minimizing the size of the feature set while preserv-
ing their ability to predict CVD cases accurately. Obtaining
more efficiency requires optimizing computational resources
and streamlining the prediction process. Hence, the quest for
a novel framework capable of analyzing datasets, integrat-
ing the most effective SFS techniques, and ensuring reliable
predictions with minimal features and reduced computational
complexity remains an important research task.

The proposed method addresses the limitations of tradi-
tional CVD prediction methods which need improvement
of their suboptimal performance and computational inef-
ficiency. Existing approaches mainly utilize simple FS
techniques and conventional classification algorithms, which
leads to inadequate prediction accuracy and increased com-
putational complexity. These methods also fail to effectively
exploit the wide landscape of CVD datasets overlooking
crucial features, and yielding unreliable predictions. More-
over, the dependence on outdated methods restricts the
adaptability to the dynamic nature of CVD diagnosis. This
results in hindrance to progress in the field. On the other
hand, the proposed method exploits the advanced SFS tech-
niques and hybrid stacking classifiers enhancing the accuracy
of CVD predictions with efficient utilization of computa-
tional resources. The proposed method meticulously refines
the performance of the models through fine-tuning and
effective evaluation, surpassing the limitations of traditional
approaches and providing the opportunity for better precision
and efficiency in CVD prediction.

III. METHODOLOGY
The proposed framework improves classification accuracy by
reducing the range of features available in three benchmark

TABLE 2. Dataset summary.

datasets of CVD, as illustrated in Fig. 1. The framework
is designed using essential elements- data collection, data
preprocessing, FS techniques, training of hybrid stacking
classifiers, and model evaluation. These elements work effec-
tively to ensure an effective system. The framework starts by
gathering the data, which is processed and prepared for anal-
ysis. SFS techniques are applied to identify the most relevant
and informative attributes. The hybrid stacking classifiers are
trained using the selected features, combining the strengths
of different models. Finally, the model’s performance is eval-
uated to assess its effectiveness and accuracy. The stages of
the proposed framework are organized and discussed further
in the following subsections.

The study focuses on HFS and classification using four
SFS techniques applied to the initial feature set of each
dataset to get the reduced number of features generated based
on scores for each dataset. A new group of features named
the optimal feature set is generated by applying the union
operation on all the reduced feature sets which contain a
non-repeated unique set of features. After identifying the
optimal attributes, distinct training, and test sets are created
from the datasets. The samples are divided such that 70% of
the total samples are allocated for classification and perfor-
mance evaluation in the training set, while the rest is utilized
for testing.

A. DATASET DESCRIPTION
This study makes optimal use of three datasets namely Fram-
ingham, UCI ML Repository heart disease dataset (obtained
from Hungary, Cleveland, Switzerland, and VA Long Beach
databases), and the Z-Alizadeh Saini are shown in Table 2.

Dataset 1: The Framingham Heart Disease dataset is
derived from a comprehensive longitudinal cardiovascular
cohort study [30]. This dataset is specifically curated to study
heart disease and includes medical, laboratory, and ques-
tionnaire data collected from 4240 participants. Among the
15 variables, 8 are numerical, representing continuous mea-
surements, while the remaining 7 are categorical variables.
Since the category variables are binary, they can have one of
two alternative instances. This selection of characteristics was
carefully chosen to record crucial information regardingCVD
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FIGURE 1. Statistical feature selection stacking framework.

and associated risk factors. Due to its longitudinal nature,
it is possible to examine trends and patterns at different
times, giving researchers detailed information on how CVD
develops and advances.

Dataset 2: The UCI ML repository provided the dataset,
assembled from four different databases- Hungary, Cleve-
land, Switzerland, and VA Long Beach, providing a diverse
range of samples making it more appropriate for analysis.
This dataset was used for CVD prediction and exploring ML
and ensemble learning models with 303 instances represent-
ing each by 14 attributes. Among these 14 attributes, one
represents the target variable, and the rest 13 serve as fea-
tures [31].Moreover, the 7 attributes are continuous variables,
denoting measurements or numerical data, while the remain-
ing 6 are categorical variables, having discrete and limited
possible values [32], [33]. In-depth analysis is possible with
the integration of categorical and continuous variables, and
the creation of efficient prediction models may help with the
early detection and prevention of CVD.

Dataset 3: The 303 medical records making up the
Z-Alizadeh Saini dataset provide important insights into
cardiovascular health. Each record’s 54 characteristics are
divided into four groups: demographic data, symptoms and
findings of a physical examination, ECG readings, blood

test results, and the results of an echocardiogram [34]. The
samples in the dataset are split into two classes: the normal
class and the CAD (coronary artery disease) class [35]. Over
half of the 303 samples—216 examples—belong to the CAD
class, while the other 87 instances (28.71%) represent the
regular class. A thorough understanding of the many causes
and symptoms of coronary artery disease is provided by the
combination of the 34 category aspects and 19 continuous
features [36]. Researchers and medical practitioners may
use this dataset to investigate relationships, identify trends,
and create sophisticated prediction models that can help
in the early identification and treatment of cardiovascular
problems [37].

B. DATA PREPROCESSING
Part of the collected data may be obtained through the
Internet, questionnaires, experiments, etc. It is common to
encounter missing values in the data, which may be due to
faulty instruments or human error. These missing and dupli-
cate values can greatly reduce the number of training samples
available for efficient model training, ultimately impacting
the model’s accuracy [38]. To this issue, mechanisms such
as removing missing values from features and normalization
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techniques have been employed to preprocess the datasets.
Before the classification task can be applied, datasets have
been normalized using the Min-Max scaler normalization
approach that allows us to scale data in a dataset to a given
range by utilizing each feature’s minimum and maximum
value.

C. HANDLE THE ISSUE OF OVERFITTING
A serious problem of overfitting occurs inMachine or Ensem-
ble Learning models if trained with a small sample size.
However, we have addressed this issue in a variety of ways.

1. The research used three benchmark datasets on CVD;
to test the efficacy and accuracy of the proposed models.
The data pre-processing techniques: removing null values,
duplicate values, and min-max normalization techniques to
convert the training and test data to a normal scale.

2. Four statistical FS techniques- Chi-Square, Gini Index,
Information Gain, and ANOVA F-test, were used to select
the optimal features and also significantly enhance the per-
formance of the ensemble stacked learning models: stacking
using SVM (SFS-SVM) and stacking using Cross-Validation
Classifier (SFS-SCVC). These FS techniques address the
curse of dimensionality and eliminate unimportant features.

3. Further, the stacked learning model using a
Cross-Validation Classifier (SFS-SCVC) reduces training
time and minimizes the risk of overfitting.

The proposed model has been tested rigorously on three
benchmark datasets and has significantly improved the per-
formance, and generalizability and enhanced the efficacy in
a great way.

D. ML MODELS
1) LOGISTIC REGRESSION
It is a predictive statistical technique based on the probability
idea used to classify dichotomous target variables as defined
in (1). The name ‘‘Logistic’’ comes from the Logit function,
the value of which lies between 0 and 1. The ‘S-shaped’
curve indicates the measure of the likelihood of whether the
individuals have CVD [39].

f (z) =
1

1+ e−z
(1)

where z can be modeled as a linear combination of fea-
tures (xi) with their corresponding weights (wi) as illustrated
below.

z = x0 + x1w1 + . . .+ xkwk (2)

2) DECISION TREE
Unveiling the captivating realm of decision-making, the
Decision Tree emerges as a compelling and insightful ML
algorithm. Like the branches of a majestic tree reaching
toward the sky, it navigates through complex datasets, unrav-
eling patterns and uncovering hidden insights with unrivaled
precision. Its strength lies in its ability to handle numerical
and categorical data, gracefully adapting to diverse infor-
mation landscapes. Each decision node, discerns the most

informative features, guiding us toward enhanced under-
standing and informed choices [40]. The Decision Tree
elegantly constructs a visual representation of knowledge,
enabling us to traverse its branches and make well-informed
predictions by intelligently partitioning the data based on key
attributes [41]. Beyond its innate elegance, the Decision Tree
is a versatile tool, capable of addressing challenges, from
classification conundrums to regression riddles.

3) RANDOM FOREST
Random forest, a highly acclaimed and technologically
sophisticated supervised ensemble classification method, has
gained immense popularity [42], [43]. Its strength is devel-
oping a substantial number of trees during the training phase,
resulting in an intense forest of decision trees from subsets.
During testing, each tree within the forest independently
assigns a class variable to individual data points. Ingeniously,
the final determination for a given test data is made through a
democratic process, where each tree’s prediction contributes
to a majority vote. The class variable securing the most
votes qualifies as the most correct prediction contributing to
the overall prediction accuracy of the test data [44], [45].
This strategy exploits the forest’s collaborative knowledge,
capturing tree diversity to minimize biases and enhance clas-
sification accuracy.

4) K NEAREST NEIGHBOR (KNN)
KNN is a non-parametric, instance-based learning system
capable of generating predictions by measuring proximity.
This ML approach can sense data and make informed deci-
sions. Contrary to other techniques, it has no constraints on
dataset size. So, it is more versatile when working with large
datasets. It dynamically minimizes the complexity of the
input by considering the k nearest neighbors in the feature
space and combining their information for the classification
of new instances. KNN is a good choice for pattern recogni-
tion and predictive modeling [46], [47] owing to its inherent
adaptability and simplicity.

5) SUPPORT VECTOR CLASSIFIER
It is one of the well-performing ML methods to recognize
complex patterns and make informed decisions. It generates
a hyperplane using support vectors that optimally segregate
multiple classes giving accurate predictions and informed
decisions [48]. It processes data by linear or nonlinear, prov-
ing its adaptability and ability to manage large volumes of
data. Due to its tendency to maximize the distance between
classes, the SVC performs well and is noise- and outliers-
resistant [49]. It’s a popular choice having core qualities of
refinement and accuracy.

6) XGBOOST
XGBoost supports data comprehension and well-informed
decision-making. For handling vast datasets, execution speed
should be high making it an ideal choice. It removes the
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limitations by handling datasets of any size. Researchers
work with data on a flexible scale that overcomes the
constraints imposed by other algorithms [50]. At its core,
XGBoost embodies the essence of a decision tree-based
ensemble learning framework, leveraging the potency of
Gradient Descent as its underlying objective function. This
unique combination imparts a remarkable level of flexibility,
ensuring optimal utilization of computational power to yield
the desired results.

E. FEATURE SELECTION
The role of FS is paramount in ML as it addresses the curse
of dimensionality and eliminates unimportant features. The
objective is to opt for the most relevant attributes to enhance
the accuracy and efficiency of the model. This reduces
training time and minimizes the risk of overfitting [51].
By determining the features on which the output class label
depends themost, the best features for the dataset can be iden-
tified. Redundant or correlated variables can hinder model
generalization and decrease classifier accuracy [52], [53],
[54]. The proposed method in this study combines different
SFS techniques discussed below to determine the optimal fea-
tures. The scores or ranks produced by these techniques are
considered, and the union of the most contributing features is
selected for the classifier.

1) INFORMATION GAIN
Information Gain, also known as Mutual Information, is a
measure of the dependence between variables. It quantifies
the shared information between the input (set of features) and
the target variable in a dataset. Mutual information reveals
how much knowing one variable reduces uncertainty about
the other, especially, how much information is gained about
the target variable by knowing the particular feature [55]. The
purpose is to figure out which features in a set of learning
feature vectors are the most successful at discriminating the
classes to be learned [56], [57]. It is calculated using entropy
to assess the importance of a given attribute in the feature
vectors as shown in Equation 3 where pi represents the prob-
ability of an attribute being classified for a distinct class label.

Entropy (X) = −

c∑
i=1

pilog2pi (3)

Mathematically, the information gain (IG) of a feature X
for target variable Y can be computed using the following
Equation 4.

IG (X/Y ) = H (Y )− H (Y/X ) (4)

The information gain IG(X/Y)represents how much informa-
tion a specific feature X carries about the target variable Y.
It is computed by comparing the entropy of the target vari-
able with the conditional entropy H (Y/X ). The higher the
information gain, the more entropy is removed, indicating the
significance of variable X in the feature vector. To determine
the importance of features, information gain is computed for

every feature in the dataset. The features with the highest
information gain are ranked first, followed by the features
with the second highest information gain, and so on. These
rankings reflect the relevance and importance of each feature
in predicting the target variable [58]. Features with higher
scores are considered more valuable and informative for the
given task or problem, while features with lower scores may
have less impact on the target variable.

2) GINI INDEX
It is a measure of the probability of misclassifying a specific
feature when selected randomly, also known as Gini impurity
which is computed by subtracting the sum of the squared
probabilities of each class from one. It operates on categorical
target variables, considering success or failure. It helps in
determining the relevance of an attribute in classification
tasks. As shown in equation 5, Gini(X) determines the gini
index value for the attribute X representing n different classes
and based on scores, ranks all the attributes from the feature
vector which helps in determining the relevant features for
the classifier.

Gini (X) = 1−
∑n

i=1
p2i (5)

3) CHI-SQUARE
It is widely used in statistics for categorical elements in a
dataset. To evaluate the interdependence of the variables,
it examines the difference between the predicted and actual
numbers using the chi2()function that is in the Sci-kit-
learn library. The formula for computing chi-square requires
comparing the observed frequency (O) and expected fre-
quency (E) as shown in equation 6. Higher chi-square values
show a more significant correlation between a feature and
the outcome, resulting in important selection criteria. While
a high chi-square value portrays association, and a strong
correlation between the observed and expected values cor-
roborates independence [59]. It succeeds well in determining
the liaison between categorical indicators and aiding in FS
for CVD patients. The last step is to decide on an acceptable
threshold for the number of features to be a subset, i.e., the
required number of features with the most significant Chi test
score.

X2
=

∑n

i=1

(Oi − Ei)
2

Ei
(6)

4) ANOVA F-TEST
It is utilized to understand the variation of a particular cate-
gorical variable with a continuous variable. The variables are
correlated if there is a variance between the different values
or entries of the independent variable affecting the outcome.

So, the ANOVA f-test tests these variances depending on
the statistical mean values of the groups [60]. A variance of
the continuous variable concerning each group or for each
unique value of the categorical variable i.e., how the continu-
ous variable varies is estimated [61] [62]. If they do not vary,
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then the predictor will be proved to be not correlated with the
outcome as illustrated in Fig. 2.

So, the ANOVA f-test is performed considering each con-
tinuous variable from the dataset and ranks the predictor
based on the F-statistic score (Fss), which is the ratio of
variance between groups (Vb) and variance within groups
(Vw) as illustrated in equation 7. The features with higher
ranks can be considered the optimal reduced features subset.

Fss =
Vb
Vw
=
sum of squares between groups
sum of squares with groups

(7)

ANOVA analysis test translates the data into two differ-
ent estimates of population variance i.e., variance between
groups and variance within groups, mathematically shown in
Equations 8 and 9.

Vb =

∑n
i=1 ni(x i − x)
n− 1

(8)

Vw =

∑n
i=1 (xi − x i)
N − n

(9)

where x i the individual sample mean, x overall group mean,
ni number of entries in each group, n reflects the number of
groups, xi individual entry values and N is the total number
of entries across all the groups. Optimal feature set (XU ) of
each dataset is obtained from Union operation on a reduced
subset of features selected based on scores from different
statistical tests after considering the top most contributing
features and removing the correlated ones. The mathematical
representation is shown below.

XIGN = Xi........Xp
XGNI = Xj........Xq
XCHI = Xk ........Xr
XANV = Xl ........Xs
XU = XIGNUXGNIUXCHIUXANV (10)

F. STACKING MODELS
1) HYBRID SFS WITH STACKING USING SVM AS
META-MODEL (SFS-SVM)
This technique involves two key steps: select the optimal
feature set by union operation to the reduced features set
based on scores obtained from four SFS techniques and use
the SVM as the meta-model and the predictions of other base
models. This stacking approach enhances the prediction by
combining the contributions from six base ML models with
the meta-model. The workflow of stacking with SVM as a
meta-model is depicted in Fig. 3 showing the importance of
combining the knowledge obtained from the basic models
to produce a final prediction surpassing the constraints of
any one model. This stacking method presents an effective
framework for handling challenging issues and enhancing the
ML model’s general performance.

Stacking with SVM as meta-model algorithm 1 will train
multiple base models on the full training set to create an
ensemble model. By gathering the base model’s predictions

for every instance, it builds a training set for the meta-model
and learns base models repeatedly. The meta-model deter-
mines the decision, and the basic model’s predictions are
combined to generate the ensemble model. This approach
enhances the classification performance by leveraging the
strengths of multiple models in the ensemble.

Algorithm 1 Stacking with SVM as Meta Model
Input: Training data TD
Output:An ensemble stacking model M
1. Step 1: Train base models on the entire training set
2. for k← 1 to K do
3. Train a model Mk from TD
4. end for
5. Step 2: Create a training set for the meta-model
6. for xi belonging to TD do
7. Obtain a value {mi, yi}, where mi = {m1(xi),
m2(xi), . . . , mk(xi)}
8. end for
9. Step 3: Learn a meta-model
10. Train a new model m’ from the pool of {mi, yi}
11. Step 4: Return the ensemble classifier M
12. M(x) = m’(m1(x), m2(x), . . . , mk(x))

2) HYBRID SFS WITH STACKING USING SCVC AS
META-MODEL (SFS-SCVC)
This technique involves two key steps that lay the founda-
tion for powerful ensemble learning. The first step focuses
on selecting the optimal feature set by performing a union
operation on the reduced set of features. These features are
based on scores obtained from four SFS techniques. They are
carefully chosen to ensure the inclusion of the most relevant
and informative attributes. Building upon this foundation,
the StackingCV Classifier takes center stage, traditionally,
in the standard stacking procedure, the first-level classifiers
are trained on the same dataset used to prepare inputs for
the second-level classifier, potentially leading to overfitting.
However, the StackingCV Classifier takes a different route
by leveraging the concept of cross-validation. The dataset is
divided into k folds, and in a series of successive rounds,
k-1 folds are utilized to train the first-level classifiers. In each
round, these trained classifiers are applied to the remaining
subset not used for model fitting, generating stacked pre-
dictions and serving as the input data for the second-level
classifier. This novel approach improves prediction accuracy
and provides a more reliable and robust framework for using
the collective insights ofmultiple classifiers. The StackingCV
Classifier’s workflow is shown in Fig. 4, highlighting the
model’s ability to stacking process. Due to the StackingCV
Classifier’s contribution for using all the available data,
MLmodels can deliver better results and offer more informed
CVD predictions.

The StackingCV Classifier, shown in Algorithm 2, is a
meta-model that prepares the training set for the meta-model
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FIGURE 2. Bar Graphs and plot graphs showing predictor’s impact on variance.

FIGURE 3. Stacking framework with SVM as meta model.

FIGURE 4. Stacking framework with StackingCV as meta model.

that uses a cross-validation. It uses the training data to train
base models, gradually eliminating them one-fold at a time.
The base model’s predictions for every instance are then
carefully compiled into a training set for the meta-model.

Algorithm 2 StackingCV Classifier as Meta Model
Input:Training data TD
Output:An ensemble stacking model N
1. Step 1:Apply CV in preparing the training set for

the meta-model
2. Split TD into K subsets randomly: TD = {TD1,

TD2, . . . , TDk}
3. for p← 1 to P do
4. Step 2: Learn base models
5. for q← 1 to Q do
6. Train a model npq from TD \TDk
7. end for
8. Step 3: Create a training set for the meta-model
9. for xi belonging to TDk do
10. Obtain a value {ni, yi}, where ni = {np1(xi), np2(xi),

. . . , npq(xi)}
11. end for
12. end for
13. Step 4:Train a meta-model
14. Train a new model n’ from the pool of {ni, yi}
15. Step 5:Re-train base models
16. for i← 1 to Q do
17. Train a model hq based on the TD
18. end for
19. Step 6:Return the ensemble model N
20 N(x) = n’(n1(x), n2(x), . . . , nq(x))

An ensemble classifier is created by combining the predic-
tions from the base classifiers and using the meta-classifier to
get the final answer. This unique method efficiently utilizes
stacking and cross-validation to improve the performance and
overall generalizability of the ensemble classifier.

IV. RESULTS AND DISCUSSION
A. IMPLEMENTATION DETAILS
Large dataset handling and effective model training are
ensured by the hardware combination of an NVIDIA card
(GeForce RTX 3070), an 11th Gen Intel Core i7-11700K
processor, and 64GB of RAM. The 1.5TB disk capacity
offers plenty of storage, while Ubuntu 22.04 LTS, a 64-bit
operating system is the platform for resource management
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and code execution. Jupyter Notebook was configured as the
workstation.

The necessary Scikit-learn modules are imported for cross-
validation, model stacking, and FS. The dataset is loaded
into memory using Pandas, and data analysis techniques are
applied to handle missing and deduped values. Seaborn and
Matplotlib are used for data visualization, and NumPy is
utilized for mathematical computations. FS techniques are
applied to identify relevant features. Classification algorithms
from Scikit-learn are used to implement ML models, and
stacking models are built to improve predictive performance.
Model evaluation is performed using appropriate metrics
from the Scikit-learn library.

B. EVALUATION METRICS
Various evaluation metrics- accuracy, recall, precision, and
f1-score have been put in place to measure the performance
of the classification algorithm used in this research. All these
measures shall be calculated based on the True Positive (TP),
True Negative (TN), False Negative (FN), and False Positive
(FP) rates, using the confusing matrix set out in the confusion
matrix table. TP, TN, FN, and FP were as expected by all
models.

The disease is markedwith the letters TP indicating that the
patient has CVD, and the model also predicts this outcome,
properly classifying a person with heart disease [63]. FN sig-
nals a patient’s heart illness while the model predicted that the
patient didn’t have the illness; in other words, the model was
misdiagnosed as not having it. FP is the outcome of the model
incorrectly categorizing a healthy person as having cardiac
disease when in fact the patient does not have the ailment.
In the actual world, TN shows that the patient does not have
cardiac disease, and the model agrees, correctly categorizing
the patient as healthy and not anticipated to develop one in
the future.

1) ACCURACY
It is the share of correctly categorized items that a trainedML
model achieves, or the ratio of the number of correct predic-
tions to the total number of predictions over every possible
outcome, as can be shown by deriving a statistical measure for
accuracy in Equation 11. A value between [0,100] and [1,0]
is given depending on the scale used. Accuracy 0 indicates
that the classifier routinely guesses the incorrect label, while
accuracy 100 or 1 perpetually predicts the correct label [64],
[65]. Values between these ranges depend on how well the
classifier performs.

Accuracy (in%) =
TP+ TN

TP+ TN + FP+ FN
∗ 100 (11)

2) PRECISION
It is one of the metrics of an ML model’s performance that
describes the proportion of patients successfully classified
as having a CVD out of all the patients having it [66].
It is measured as the ratio of true positives to the total

number of positive predictions, as shown mathematically in
Equation 12.

Precision (in%) =
TP

TP+ FP
∗ 100 (12)

3) RECALL
It is a metric to quantify the potential of a model to predict the
positive instances. More positive samples become apparent
when the recall value spikes. As a result, recall represents the
proportion of individuals we accurately recognize as having
heart disease out of all those who truly have the ailment [67],
as shown mathematically in Equation 13.

Recall (in%) =
TP

TP+ FN
∗ 100 (13)

4) F1-SCORE
For some cases, a high recall is more important than a high
precision, such as detecting CVD patients. On the other hand,
for events like classifying loan defaulters, a high precision
is desired to avoid losing potential clients [42]. However,
there are scenarios where both recall and precision are equally
significant. The F1-score is the harmonic mean of precision
and recall, is technically stated in Equation 14, and is used to
assess the model’s performance.

F1− score (in%) = 2 ∗
Precision ∗ Recall
Precision+ Recall

∗ 100 (14)

C. PERFORMANCE EVALUATION
The performance of ML models (Logistic Regression, Deci-
sion Tree, Random Forest, KNN, SVM, and XG Boost.)
without FS is evaluated using the three different datasets. The
accuracy, precision, recall, and F1-score are reported against
each model and dataset in Table 3.

The SVM model exhibits the highest accuracy values,
ranging from 86.01% to 91.21%, with precision values vary-
ing between 88.47% and 93.62%. The comparative analysis
of which is depicted in Fig. 5.

In Table 4, we explore the performance of the same ML
models but with an optimal feature set. The results indicate
that employing an optimal feature set improves the perfor-
mance of ML models in terms of the metrics considered.

The SVM model consistently performs well across all
datasets. Random Forest and XG Boost models also demon-
strate competitive performances, the comparative analysis of
which is represented in Fig. 6. The specific choice of the ML
model and FS technique can greatly impact the predictive
capabilities in different datasets, highlighting the importance
of selecting appropriate features for accurate predictions.

The performance of Stacking models without FS is shown
in Table 5. The first Stacking model employs SVM as the
meta-model, while the second model utilizes SCVC as the
meta-model. Both models are tested on three datasets. For
the Stacking model with SVM as the meta-model, impressive
results are observed, and the Stacking model with SCVC as
the meta-model gives better results than the former for all
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FIGURE 5. Comparative analysis of ML models without FS.

FIGURE 6. Comparative analysis of ML models with optimal feature set.

three datasets. The comparative analysis of the two stacking
models with raw features is shown in Fig. 7.
The two proposed hybrid ensemble Stacked models with

an optimal feature set are evaluated in Table 6. Both the

proposed models are tested on the same three benchmark
datasets. Approach 1 (SFS-SVM) demonstrates competi-
tive performance across all datasets, achieving accuracy
rates above 95% and precision, recall, and F1 scores
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FIGURE 7. Comparative analysis of two stacking models without FS.

TABLE 3. Performance of ML models without feature selection in
Percentage.

exceeding 95%. Approach 2 (SFS-SCVC) outperforms the
other models, showcasing remarkable accuracy, precision,
recall, and F1-score values. Dataset 3 excels with an accuracy
rate of 98.91%, precision of 97.16%, recall of 98.03%, and
F1-score of 97.59%. A comparative analysis is presented in
Figure 8, showcasing the performance of the two proposed
hybrid techniques with an optimal feature set.

TABLE 4. Performance of ML models with an optimal feature set in
Percentage.

The proposed hybrid ensemble Stacked models with an
optimal feature set Approach 2 (SFS-SCVC), combining
SCVC with the optimal feature set obtained through SFS
demonstrates exceptional accuracy, precision, recall, and
F1-scores. SCVC utilizes cross-validation techniques to train
and test the ensemble of base classifiers, ensuring robustness
and generalization. This helps to mitigate overfitting and
improves the model’s capacity to produce precise forecasts
on unobserved data.
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FIGURE 8. Comparative analysis of two Proposed Hybrid Ensemble Stacked models with an optimal feature set.

TABLE 5. Performance of two Stacking models without feature selection
in Percentage.

TABLE 6. Performance of two Proposed Hybrid Ensemble Stacked models
with an optimal feature set.

These findings highlight the effectiveness of the Stacking
and hybrid ensemble techniques in enhancing the perfor-
mance of classification models by incorporating FS tech-
niques. It identifies the most significant and applicable
attributes in the dataset. Hence lowering the dimensionality
and complexity of the input data. The models can focus on
the most discriminative attributes set by selecting the optimal
feature set, t, resulting in improved performance. In recent
years different studies have been employed on CVD predic-
tion using ML techniques. Table 7, provides a summary of

TABLE 7. Comparative analysis of existing and proposed methods.

recent studies conducted and compared with the proposed
approach, along with their achieved results.

V. CONCLUSION
In this paper, two compelling hybrid methods SFS-SVM and
SFS-SCVC are proposed, that smoothly merge SFS concepts
with the power of ML. These methods work as preventive
tools for the early detection and diagnosis of CVD. The
suggested work is divided into three key phases: a critical
task of thorough dataset preparation dealing with missing
and deduped values and using the min-max scaler for nor-
malization. The second step focuses on the technique of FS,
where the ideal feature set is methodically determined by
combining feature sets produced from four different statis-
tical methods: Chi-Square, Gini Index, Information Gain,
and ANOVA F-test. To determine enhanced prediction skills,
the effectiveness of two hybrid techniques that combine the
use of optimum and raw feature sets with six well-known
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ML models was evaluated in the final phase. Three bench-
mark datasets are included in the validation process: the
Z-Alizadeh Saini dataset, the UCI ML Repository heart dis-
ease dataset, and the Framingham dataset. This allows for
a thorough comparison study. The results showed that the
two suggested hybrid ensemble stacked learning models,
SFS-SVM and SFS-SCVC outperform traditional ML mod-
els in terms of accuracy while using fewer features. The
SFS-SCVC model beat the SFS-SVM model with an accu-
racy of 98.03%, 97.81%, and 98.91% respectively on the
three respective datasets. These techniques build trust in their
dependability and demonstrate adaptability in accurately pre-
dicting CVD across various databases.

The proposed methods emerged as an innovative and
trustworthy solution, amalgamating cutting-edge prepro-
cessing techniques, FS prowess, and ingenious ensemble
methodology. With its better performance and adaptability,
it shows a significant advancement in the early diagnosis
of CVD; thereby holding immense potential for real-world
applications.
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