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ABSTRACT A fundamental task in natural language processing (NLP) is part of speech (PoS) tagging. PoS
tagging is crucial to many NLP applications, including question answering, machine translation, syntactic
parsing, speech recognition, and semantic parsing. PoS tagging is a task for labeling sequences in which
a tagger/ system tags each word with its appropriate part of speech label. In NLP, PoS tagging is often
considered as a language-specific task. Similarly, Pashto is a language that has not been explored regarding
PoS tagging. Therefore, this research focuses on the PoS tagging considering the Pashto language and
provides a baseline accuracy. The research has twofold benefits. First, it introduces a Pashto tag set that
contains 2,81,205 words of the Pashto language. All these words are tagged with 17 unique PoS tags.
Second, it proposes a deep learning-based model by examining classic Recursive Neural Networks (RNN)
and Bidirectional Long Short Term Memory Networks (BLSTM). The results show promising performances
when used with the word embedding technique. The proposed approach achieved 98.82% accuracy as a
baseline on the test dataset by using the BLSTM model along with word embedding.

INDEX TERMS Artificial intelligence, document image analysis, handwritten text, natural language

processing, optical character recognition, speech recognition, standard dataset.

I. INTRODUCTION usually represent a certain part of speech, for example; Verb,

A natural language is often referred to as an ordinary
language used by humans to speak or write for common
communication [1]. Natural Language Processing (NLP)
is a branch of Artificial Intelligence (AI) [2] that deals
with incorporating the ability and comprehension of natural
languages into machines. However, some of the tasks in NLP
are language-specific and need specific treatment regarding
language. One such tasks in NLP is Part of Speech (PoS)
tagging. In PoS tagging, machines tag each component of
a natural language with its appropriate label. These labels
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Noun, Adjective, Pronoun, etc. There are 48 unique PoS tags
regarding the English language [3]. However, this number
may vary and is language dependent.

Similarly, Pashto is a low-resource language with little
work in the field of NLP. Pahsto language is spoken by
50 million people across the world [4]. It is famous for its rich
culture and literature associated with poetry and music [5].
However, the Pashto language in the field of NLP needs
further investigation, especially for PoS tagging in the Pashto
language.

PoS tagging [6] is an important activity of NLP. Parts of
speeches are the generic names/ tags used for an individual
word in a sentence. Major parts of speech are Noun as NN,
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FIGURE 1. PoS tagging of a sentence taken from the Pashto language.

Verbs as VB, adjectives as JJ, pro-noun as PRP etc. In the PoS
tagging, we choose a suitable tag for each word in a sentence.
Figure 1 represents a sentence of a Pashto language along
with their corresponding POS tags. Additionally, PoS tagging
is an essential part of NLP applications and guides individuals
to identify the use of a word in a sentence. Grammatical
categories such as tense, numbers (singular/ plural), nouns,
verbs, adjectives, etc. can also be distinguished by using
the Part of Speech tagger. Moreover, PoS tagging is very
beneficial for named entity recognition (NER), building parse
trees, and extracting a relationship among words.

There are several approaches to generating a PoS tagger.
Such approaches are either using a Rule-based approach
or using Deep learning models. Moreover, Hidden Markov
Model (HMM) [7] based approaches are statistical and
could give better results. However, these methods are still
lacking good accuracy compared to deep learning methods.
Recently, Long Short Term Memory (LSTM) based PoS
taggers have shown significant performance in achieving
state-of-the-art accuracy in various languages [8]. LSTM
has feedback connections, a variant of recurrent neural
networks (RNNs) [9]. It is capable of learning long-term
dependencies, especially in sequence prediction problems.
Thus, our proposed model/PoS tagger will be based on
LSTM-based neural networks.

This research contributes to two major areas in NLP
regarding the Pashto language. Firstly, it provides a Pashto
Tag-set containing 281205 words taken from the Pashto
Handwritten Text Imagebase (PHTI) [10] that can be used
in for variety of Pashto NLP task such as word segmenter,
Pashto dictionary and resolving the space anomaly issues.
These words are in text form, and we have tagged 5000
unique words by considering the top most used words in the
Pashto language. Secondly, this research also provides and
suggests a deep learning model integrating RNN [11] and
LSTM [12] architectures. Furthermore, the simple RNN
and LSTM based models are examined with and without
word embedding showing and validating the positive impact
of word embedding in NLP tasks especially in PoS tagging.

The rest of the paper is organized as follows. Section 2
presents the related work. Section 3 discusses the pro-
posed methodology. Section 4 represents the experimental
setup. Section 5 includes the results and discussion, and
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Section 6 presents the conclusion and future directions for
the research.

Il. RELATED WORK

There has been an enormous work regarding the research
in the area of PoS tagging. However, major work focuses
languages that are considered as rich resource languages
including English, French, Arabic, Chinese etc. However,
in this article, we addressed the very close work that can be
adapted for the PoS tagging of Pashto language.

A hidden Markov model based PoS tagger was presented
by [13] targeting the Persian corpus. In their work, the
fundamental elements of Persian morphology are presented
and developed. Their approach is used in simulations on both
homogeneous and heterogeneous Persian corpora to assess
the correctness of the suggested approach. They achieved an
accuracy of 98.1% on the Persian corpus.

Hasan et al. [14] compared different Part of speech taggers
models like the n-gram base model, Hidden Markov Model
(HMM), and Transformation based tagging (TBLs) for South
Asian languages. He trained a corpus of 20, 000 words and
acquired a performance of 90% accuracy. He also showed that
when the size of the corpus is increased then the accuracy will
also increase.

Mohammed et al. [15] developed a generic PoS tagger and
word embedding for the Somali language by using techniques
like HMM and Conditional Random Field (CRF) [16]. They
also used Neural Network and achieved a state-of-the-art
PoS tagger by obtaining 87.51% accuracy on a 10-fold
cross-validation.

Makarenkov et al. [17] presented a novel system by
using machine learning to perform Lexical substitutions and
grammatical error correction. The researchers applied Long
Short-Term Memory (LSTM) [18] as tagger. Their model was
able to scan the input in both directions The purpose of the
study was to address the challenges identified by the scholars,
who have English as a second language.

Marquez et al. [19] presented a machine learning based
technique for constructing statistical language models for
PoS tagging. They directly applied the learned models to
a quick, easy tree-based tagger and got reasonable results.
Additionally, they created a customizable relaxation-labeling
based tagger by merging the models with n-gram statistics.
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They demonstrated how both models effectively cooperate
to produce better results. When huge training corpora are
compared to reasonably small training sets, it becomes clear
that the combination of the learnt tree-based model with the
best n-gram model produces the best results in both cases.

Sarmady et al. [20] studies done for Persian text part of
speech tagging using Markov Model, Memory based, and
Maximum Likelihood techniques. The taggers were trained
on 85% of the POS corpus created for these experiments,
and they were tested on the remaining 15%. The findings
demonstrate that, without any prior linguistic training, we are
able to develop a workable statistical Part of Speech tagger
for the Persian language.

Baig et al. [21] proposed a novel PoS-tagged dataset
created from Urdu tweets in this research paper, along with
its tagging system. They carried out an experiment where
they assessed how two pre-trained Urdu taggers performed
on well-edited Urdu text and Urdu tweets. The performance
of these taggers on Urdu tweets was significantly lower,
according to the results. Researchers described the creation of
amanually tagged dataset of 500 Urdu tweets, the consistency
of which was assessed using five-fold cross-validation.

Alrajhi and Elaffendi [22] presented PoS tagging for the
Arabic Language using the deep learning-based approach.
Additionally, the LSTM method was used during the study.
A machine learning technique was used to train the model
first and then test it on data. They used the Arabic morphemes
taken from the corpus known as the Quranic Arabic Corpus
(QAC). Their system attained 99.72% for tagging QAC.
Furthermore, 99.18% for labeling words improved the
performance compared to the previous studies.

Pashto is considered a low-resource language and there is
little work for the Pashto language regarding PoS tagging.
In this context, Rabbi et al. [23] developed a Pashto tag-set
for the Pashto language. They proved that the tag-set is very
suitable for generating PoS tagging for the Pashto language.
The researchers showed that it is vital to design a tag-set for
producing Part of Speech tagging for any language. Similarly,
the researchers applied the Pashto tag-set for making Part of
Speech tagging in the Pashto language by using a rule based
method.

It can be observed that very limited work has been con-
ducted specifically addressing the PoS tagging in the Pashto
language. The major reason seems to be the unavailability
of labeled data. Therefore, this work focuses the mentioned
gap and contributes in terms of new tag-set and a baseline
classifier based on deep leering models.

lll. PROPOSED METHODOLOGY
To achieve the objectives of PoS tagging in the Pashto

language, we applied a neural network model by using a deep
learning [24] approach. First, we created a Pashto tag-set,
then annotated [25] the Pashto tag-set. After the annotation,
the deep learning models are trained on the corpus and
subsequently tested on the test set. The next section describes
the creation process of the new tag-set.
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A. PASHTO TAG-SET CREATION

The Pashto textual data is taken from the ground truth
file associated with the Pashto Handwritten Text Image
base (PHTI) [10], which consists of 4, 20, 961 words. The
ground-truth file only contains the textual data or labels that
annotate handwritten text-line images. Further, we converted
this PHTI text file into a separate value (CSV) file using a
Python script to find the most frequently occurring Pashto
words. The CSV file was then arranged in descending order,
where the most frequent word of the Pashto was indexed on
the first line. In this way, the top 5000 unique Pashto words
were isolated and manually annotated using the help of Pashto
dictionaries like Daryaab ! and Google translator. The Google
translator is only used when two similar words were having
different meanings. The major annotation was done manually
by considering the context of the text.

On the basis of these 5000 unique words, the original file
(PHTTL.txt) was tagged with suitable PoS tags. As a result,
a total of 281205 words of Pashto were tagged, and the new
file was named proposedTAGSET.txt. It should be noted that
the CSV file has only 5000 unique Pashto words, where they
are ordered based on frequency. On the other hand, in the
final file i.e., proposedTAGSET.txt, the words are retained in
their natural flow of reading and writing. Due to this coherent
nature of our proposed tag-set, it is highly compatible with
the exploration of the structure and composition of the Pashto
language. Figure 2 explains the procedure after the CSV file
creation to the final Target file. Further, the tag-set contains
16 PoS tags in the Pashto language. It should be noted, that
there may exist more than 16 PoS tags in the Pashto language.
Our findings could not be generalized as we believe that the
numbers may be more. However, finding the exact number
may need another research and could be a good topic for the
researchers working in the field of linguistics. In our study,
the PoS tag i.e. “x” can be assumed for other non labelled
tags. Table 1 shows the total number of part of speech tagging
(PoS). The proposed tag-set can be downloaded using the
given url.?

B. PROPOSED MODEL

In this research, we have examined and adapted the two
most reputable deep learning models [26] like Recurrent
Neural Network (RNN) [27] and BLSTM [28] models.
Further, these models are also checked [29] with and without
word embedding weights. The following major parts provide
explanations of these two neural network models.

1) RECURRENT NEURAL NETWORK

The conventional feed-forward neural networks [30] have
limitations, as they are unable to use the output back as input.
In contrast, the RNNs can use the output of the model back to
its input in the next step. In other words, they have recurrent
connections which are used to feed back the output as an

1 https://www.pukhto.net/books/daryaab-dictionary
2https:// github.com/adgecsbbu/PHTI/blob/main/proposed TAGSET. txt
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FIGURE 2. The creation process of a final tag-set file after the CSV file that leads to the final creation of Pashto Tag-set.

TABLE 1. Examples of 16 PoS tags regarding Pashto proposed tagset.

S.NO Category ~ PoS Example

1 Noun NOUN (L. NOUN)

2 Conjunction | CCONJ (X, CCONJ)

3 Adpostion ADP (exl, ADP

1 Verb VERB (Jkss VERB)

5 Pronoun PRON (aaa , PRON)

6 Adjective ADJ (}-« ADJ)

7 Auxiliary AUX (s, AUX)

8 Adverb ADV (s, ADV)

9 Other X (W, X)

10 Proper Noun | PROPN | (,slaw, PROPN)

11 Number NUM (yy . NUM)

12 Punctuation | PUNCT (., PUNCT)

13 Particle PART (Ls!, PART)

14 Article ART (s!. ART)

15 Interjection INTJ (ol 0ys ., INTJ)

16 Symbol SYM ($. SYM)
input. Such recurrent connection helps to learn the past and to 2) BIDIRECTIONAL LONG SHORT TERM MEMORY (BLSTM)
predict the future. Therefore, RNNS are famous for sequence Another approach that is very popular and has been used
learning problems [31]. As PoS tagging is one of the sequence in many sequence classification problems is based on an
learning problems, we have opted to use the very basic model advanced variant of RNN known as Bidirectional Long
of RNN [32]. Short Term Memory (BLSTM) networks. As mentioned
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FIGURE 4. Basic diagram of LSTM [36].

in the previous section, RNNs can learn from the past.
However, as long as the past goes away, the learning in RNN
models fades. Because storing and learning the long-term
context is impossible for the classic RNNs, this issue is
also known as the gradient vanishing problem [34]. The
reason is that they do not have any memory mechanism
that can associate long-term dependency with future input.
Shumdeber et al. [18] developed the LSTM models to cope
with this issue. LSTM-based approaches have gained tremen-
dous reputations and have achieved better performances
on various sequence-related benchmarks [35]. Figure 4
shows the architecture of the BLSTM model. In terms of
architecture, BLSTM is a classical RNN with extra gates.
These gates regulate the learning mechanism of the model and
decide when to read, forget, and write the new information in
the BLSTM memory. The following text describes the gates
and their functionality in a brief manner.

Input gates that are based on previous outputs regulate the
information that will be transmitted through memory cells.
The coming input is checked by the input gate. The equation
is expressed mathematically in equation 4.1.

ir = awilh,—1, x ]+ b;) (1

The forget gate is used to forget certain information and
keep some crucial information when the context is changing.
It retains all information when the context is constant. The
forget gate can be explained in math by the given equation 2.

Jo=a(wflh—1, x — 1], by) 2

The Output gate controls the output at the current time
step. It decides whether the LSTM unit will produce output at
the current time steps or nothing. Equation 4.3 describes the
output gate in a mathematical manner.

0y = 0(Wolhi—1, x/1+ by) 3)
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3) WORD EMBEDDING

Word embedding [37], [38], [39] is a classical representation
of words and has been used significantly in many NLP
applications. In this representation, each word is represented
in a vector form with a certain number of dimensions. The
dimensions may be 100, 200, or 300, and their value depends
on the depth and vocabulary size of the target language. In our
case, the dimension is taken as 300 for word embedding in
the Pashto language. Each value in the vector represents how
close or away is a particular word with the other word. The
higher the value, the more will be that word relevant and vice
versa.

A model used in natural language processing is called
World2vec [40] model. The Word2Vec uses the dataset from
the text input and produces a vector as a result. Machines
cannot immediately understand text-based data. To turn
text data from a corpus [41] into a numerical form that a
machine can readily understand, the word2vec model [42]
will be needed. In this research, We have used all the above-
mentioned models, especially the simple RNN and RNN
with LSTM. Further, we have examined the impact of word
embedding along with the BLSTM and RNN-based models.

IV. EXPERIMENT

The models that we have discussed in Section III are
examined by conducting the following procedure for experi-
mentation. However, before going into details, it is important
to explain the split mechanism of our newly created tagset.
Therefore, the following section describes the split of the
dataset into train, test, and validation sets.

A. DATA SPLIT

To exploit the supervised learning approach [43] we will
need data in training, testing, and validation sets. It is an
essential requirement for the conduction of the proposed
experimental procedure. For this purpose, the final tagset file
i.e. “proposedTAGSET” contains a word with its appropriate
PoS tag on each and every different line. The overall file
is split into 70% training set, 15% into test set, and the
remaining 15% into validation set.

B. EXPERIMENT ON RNN WITHOUT WORD EMBEDDING

In this experiment, we have examined the classic RNN
without word embedding technique on our newly created
dataset. The experiments are composed of a grid search to
find the optimal size for RNN units. Table 2 shows the overall
experiments and the final RNN model contains 64 RNN units.

C. EXPERIMENT ON RNN WITH WORD EMBEDDING

The previous model (i.e. RNN with 64 Units) is also
examined with the combination of word embedding [44]. For
word embedding, we used Fasttext 3 resources for extracting
the Pashto word embedding weights. We utilized a command
line interface to obtain the Fasttext library and downloaded

3 https://fasttext.cc/docs/en/crawl-vectors.html
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TABLE 2. The grid analysis of RNN model without world embedding
weights, with optimizer adam where Val represents validation and Acc
represents accuracy.

RNN | Batch | Epochs Val Val Test Test
Units Size Loss Acc Loss Acc
2 16 8 0.61 0.80 0.50 0.80
4 20 15 0.41 0.86 0.35 0.82
8 25 30 0.27 0.87 0.25 0.84
16 30 50 0.21 0.88 0.21 0.86
32 50 80 0.19 0.89 0.21 0.87
64 128 100 0.17 0.91 0.17 0.88
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FIGURE 5. Training process of RNN model with word embedding. The max

accuracy on test set is 99.0%.

TABLE 3. Grid analysis of RNN model with world embedding weights
where Val represents validation, Acc represents accuracy.

RNN Batch | Epochs Val Val Test Test
Unit Size Loss Acc Loss Acc
2 16 8 0.64 0.83 0.60 0.85
4 20 15 0.43 0.89 0.40 0.89
8 25 30 0.30 0.91 0.28 0.91
16 30 50 0.26 0.92 0.24 0.92
32 50 80 0.24 0.93 0.23 0.93
64 128 100 0.20 0.94 0.19 0.94

a Pashto vocabulary file i.e. cc.ps.300.vec Size:2.91GB. The
weights were extracted via Tensorflow and were used as
trainable weights [45] in the initial layer of the RNN model.
Table 3 shows the overall experiments carried out as grid
search; we can see that the accuracy is improved by 5.31%
while using the word embedding along with the RNN model
with optimizer adam. Figure 5 shows the overall process
during training for RNN with word embedding.

D. EXPERIMENT ON BLSTM WITHOUT WORD
EMBEDDING

As discussed in Section III, BLSTM-based models are highly
effective when used for NLP applications. Therefore, in this
experiment we have examined the power of BLSTM but
without word embedding. Table 4 shows the grid search for
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FIGURE 7. BLSTM with weights of word embedding. The max accuracy
obtained on test set is 99%.

finding the optimal size for LSTM units for the proposed
model with optimizer adam. It is shown that the LSTM-based
approach [46] achieved 88.00% accuracy on the test set,
which is comparatively less than classic RNN. However,
to deepen the LSTM layers up to 128 LSTM units we
achieved better performance by achieving 94.27% accuracy
on the test set. Figure 6 illustrates the overall training
process.

E. EXPERIMENT ON BLSTM WITH WORD EMBEDDING

In this experiment, the BLSTM model with 64 units is
combined with word embedding using the same procedure
mentioned in Section III. The proposed model outperforms
the former models by a significant margin. Results show
that BLSTM+Word Embedding has achieved 98.8% accuracy
on the test set. Similarly, increasing the number of epochs
and LSTM units improves the accuracy of the test set. For
example, using 128 LSTM units with word embedding and
training the model up to 100 epochs could lead the accuracy
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FIGURE 8. Confusion matrix computed on BLSTM with Word embedding.

TABLE 4. Grid analysis of BLSTM model with non-embedding weights
where Val represents validation dataset and Acc represents accuracy.
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TABLE 5. Grid analysis of LSTM model with embedding weights where
Val and Acc represents validation and accuracy respectively.

LSTM | Batch | Epohcs Val Val Test Test LSTM | Batch | Epochs Val Val Test Test
Unit Size Loss Acc Loss Acc Unit Size Loss Acc Loss Acc
2 16 8 0.69 0.85 0.65 0.86 2 16 8 0.58 0.86 0.55 0.89

4 20 15 0.47 0.86 0.43 0.87 4 20 15 0.29 0.92 0.28 0.92

8 25 30 0.38 0.90 0.35 0.90 8 25 30 0.78 0.98 0.08 0.98
16 30 50 0.23 0.93 0.22 0.93 16 30 50 0.05 0.99 0.06 0.98
32 50 80 0.19 0.94 0.19 0.94 32 50 80 0.09 0.99 0.06 0.98
64 128 100 0.23 0.94 0.22 0.94 64 128 100 0.05 0.99 0.06 0.98

up to 98.82% on the test set. Table 5 shows the grid search
for finding the optimal size for LSTM units for the proposed
model with optimizer adam.

Finally, we can compare the results and it is observed
that LSTM with word embedding has a better performance
compared to RNN with and without word embedding [46].

V. RESULTS AND DISCUSSIONS

As it is the first time to evaluate the newly proposed Pashto
Tag set. Therefore, the direct comparison with the other
models is not possible. However, we have examined well
known RNN models including LSTM. Further, we used word
embedding technique [47] which has shown promising results
when added to RNN as well as to LSTM model. Table 6
shows the overall comparison of the proposed models. It is
clear, that LSTM with word embedding approach has shown
improvement. In the next section, we have discuss the major
finding using confusion matrix.

VOLUME 12, 2024

A. FINDING AND DISCUSSION

We computed the confusion matrix on the test set of our
Pashto tagset. The confusions were estimated by using
BLSTM with word embedding model [48]. Figure 8 shows
the overall confusion related to PoS tags in the test set. Keenly
observing each of confusions, we can conclude that in the
Pashto language Noun is abundant and the PoS tagger has
learned a lot while classifying the Noun as “noun”. The
overall performance is satisfactory, as the test set is unseen
for these models.

According to a review presented in [49], reports that
regarding PoS tagging the deep learning based approaches
are dominantly used and are producing better performance
compared to other approaches including Naive Bayes, Hidden
Markova Model (HMM), Support Vector Machine (SVM),
and Conditional random field (CRF). The major ingredients
of the deep learning based approaches are LSTM, BLSTM,
and RNN. In this work, the proposed PoS tagger is also
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TABLE 6. Comparison of RNN and LSTM-based models with and without word embedding weights.

Models Description Training % Test %
RNN with non embedding weights 64 93.80 93.45
RNN with word embedding weights 64 98.86 98.76
BLSTM Model with non-embedding weights 64 93.00 92.77
BLSTM Model with word embedding weights 64 99.74 98.82

based on LSTM architectures. This work also validates the
effectiveness of deep learning based approaches as reported
in [49]. In terms of novelty, our model uses the word
embedding weights in the initial layers. To the best of
our knowledge, it is the first time that we use the fastext
corpus that presents word embedding vector regarding the
Pashto language. It is empirically shown that when including
the word embedding weights, the accuracy improves by
minimum of 5

Usually, the PoS taggers are suffered due to similarity and
ambiguity in similar words. And such ambiguity can only
be understood while looking into the context. Therefore, the
proposed tagset has all its constituent words in their valid
composed structure that is abide by the grammatical rules of
the Pashto language. In short, we did not alter its natural flow,
and hence preserved the very important aspect of context.
As a result when added with word embedding vectors the
performance has improved. Despite of these good stories,
the conjunction ‘CCONJ’, ad-position ‘ADP’, verb ‘VERB’
and pronoun ‘PRON’ are the PoS tags with highest miss
classification. In future, we will work with approaches that
could improve the accuracy regarding the miss classified PoS
tags.

VI. CONCLUSION AND FUTURE WORK

The PoS tagging in the Pashto language using a deep learning
approach is presented for the first time in this research paper.
This study used deep learning techniques on a sizable Pashto
dataset to specifically observe the Part of Speech tagging in
Pashto language.

Additionally, the research takes a step further and employs
a deep learning LSTM model to ascertain other ways to
use part-of-speech tagging in Pashto. We used the more
effective deep learning LSTM model, and by using this
model, we attained 98.8% accuracy. This work is the first to
use a deep learning approach for the Pashto language, use a
big dataset, and achieve high accuracy.

Part of Speech tagging is essential to create effective Natu-
ral Language Processing (NLP) parsers [50] and applications
for Pashto. We can generate better results by expanding the
corpus and adding additional tags to the tagset. Future work
will focus on using deep learning to construct a parser for the
Pashto language.
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