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ABSTRACT Malicious Uniform Resource Locators (URLs) pose a significant cybersecurity threat by
carrying out attacks such as phishing and malware propagation. Conventional malicious URL detection
methods, relying on blacklists and heuristics, often struggle to identify new and obfuscated malicious URLs.
To address this challenge, machine learning and deep learning have been leveraged to enhance detection
capabilities, albeit relying heavily on large and frequently updated datasets. Furthermore, the efficacy of
these methods is intrinsically tied to the quality of the training data, a requirement that becomes increasingly
challenging to fulfill in real-world scenarios due to constraints such as data scarcity and the dynamic
nature of evolving cyber threats. In this study, we introduce an innovative framework for malicious URL
detection based on predefined static feature classification by allocating priority coefficients and feature
evaluation methods. Our feature classification encompasses 42 classes, including blacklist, lexical, host-
based, and content-based features. To validate our framework, we collected a dataset of 5000 real-world
URLs from prominent phishing and malware websites, namely URLhaus and PhishTank. We assessed
our framework’s performance using three supervised machine learning methods: Support Vector Machine
(SVM), Random Forest (RF), and Bayesian Network (BN). The results demonstrate that our framework
outperforms these methods, achieving an impressive detection accuracy of 98.95% and a precision value of
98.60%. Furthermore, we conducted a benchmarking analysis against three comprehensive malicious URL
detection methods (PDRCNN, the Li method, and URLNet), demonstrating that our proposed framework
excels in terms of accuracy and precision. In conclusion, our novel malicious URL detection framework
substantially enhances accuracy, significantly bolstering cybersecurity defenses against emerging threats.

INDEX TERMS Malicious URL detection, phishing, malware, network security, feature extraction, cyber
threats, machine learning.

I. INTRODUCTION
The continuous evolution of Internet technology has spurred
the proliferation of online services, including critical func-
tions like electronic commerce and online banking, which
involve the transmission of sensitive data such as credit card
information and personal details. This surge in Internet usage
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has, in turn, led to a significant rise in diverse cyberattacks
targeting unsuspecting users. Consequently, safeguarding
the security of sensitive information during online transac-
tions has become imperative. Among the myriads of cyber
threats, malicious URLs stand out as one of the most promi-
nent. Clicking on malicious websites is responsible for a
substantial majority of cyberattacks [1], with these URLs
hosting deceptive content that ensnares unsuspecting visitors,
resulting in financial losses and data breaches. The rapid
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proliferation of malicious URL tactics further compounds
the challenge of detection, as cyberattacks employ sophis-
ticated obfuscation techniques to cloak the true nature of
these URLs [2]. The proliferation of phishing and malware
websites serves as a stark illustration of this trend, with their
numbers surging from a few thousand in January 2007 to over
2 million by January 2021 [3].

MaliciousURL attacks encompass various categories, such
as Cross-Site Scripting (XSS), malware (drive-by down-
loads), JavaScript obfuscation, SQL injection, clickjacking,
and phishing [1]. Among these, phishing and malware stand
out as the most prevalent malicious URL attacks, affecting
millions of people daily and capable of targeting various
operating systems [4], [5]. Phishing involves deceptive social
engineering techniques used by attackers to trick unsuspect-
ing victims into disclosing their personal information [6].
On the other hand, malware, a shortened form of malicious
software, refers to code crafted by cyber attackers to cause
extensive damage to data and systems or gain unauthorized
access to a network [7].
Numerous scientific studies have presented a wide array

of methods for detecting malicious URLs. Current solutions
can generally be categorized into four main approaches:
blacklist-based, heuristic-based, machine learning-based, and
deep learning-based methods [8], [9]. An efficient method
for detecting malicious URLs should adhere to specific cri-
teria, ensuring a high level of accuracy. However, detecting
malicious URLs faces a variety of challenges [10], [11], [12].
These challenges are:

• Realtime Detection. A robust method for detecting
malicious URLs should promptly notify users of poten-
tially harmful websites before they visit them, ensuring
their protection. It should swiftly determine whether a
URL is safe or malicious, minimizing delays and pro-
viding a seamless user experience.

• Detect New URLs. An effective method for detecting
malicious URLs should have the capability to iden-
tify newly created websites and protect users from
real-world cybercrime attacks and associated threats

• Effective Detection. It is crucial for an effective mali-
cious URL detection method to accurately identify
URLs while minimizing false positives and false neg-
atives. Moreover, it must handle large-scale datasets
and provide timely responses to match the dynamic and
evolving cyber threat landscape.

Despite the numerous studies conducted on detecting mali-
ciousURLs, several fundamental issues still require attention.
The primary concern lies in data dependence, which has
garnered increased scrutiny. The reliability and accuracy of
these methods heavily depend on the quality of the train-
ing dataset. The second prominent challenge that warrants
consideration is the absence of prioritization for classes and
features based on their importance within current detection
methods. In reality, each class and feature hold distinct levels
of significance in the detection of malicious URLs and facing

them individually should yield distinct results. The third crit-
ical challenge that plays a vital role in detecting malicious
URLs, albeit often given less attention, is feature evaluation.
This process involves assessing the value of each feature,
which is obtained from feature classification, to determine
whether a URL is benign or malicious. In cases where the
value of a feature is not available, this evaluation becomes
particularly crucial.

To contribute to the research gap, we developed a novel
framework to detect malicious URLs based on predefined
static feature classifications by allocating priority coefficients
and employing feature evaluation methods. This novel frame-
work aims to enhance the accuracy and effectiveness of
malicious URL detection. The key contributions of this work
can be summarized as follows:

• Heuristic-Based Real-Time Detection: We have
devised an innovative heuristic-based framework for the
real-time detection of newly emerging phishing andmal-
ware URLs, achieving a remarkable level of accuracy.

• Predefined Static Feature Classification:Our work
introduces a predefined static feature classifica-
tion method explicitly tailored for malicious URL
detection. This method assigns predefined values
to various feature classes, encompassing 42 distinct
categories, including blacklist, lexical, host-based,
and content-based features. This comprehensive fea-
ture classification enhances detection accuracy and
effectiveness.

• Priority Coefficient Allocation: To further enhance
detection accuracy, we implement a priority coeffi-
cient mechanism that assigns weight to selected feature
classes based on their significance. This prioritization
amplifies the impact of crucial feature classes known for
their effectiveness in identifying malicious URLs.

• Meticulous Feature Evaluation:Our research presents
a meticulous feature evaluation method designed to
assess the contributions of individual features compre-
hensively. It systematically determines the relevance of
each feature in the final calculation. In cases where
a feature lacks essential data, the method intelligently
leverages the priority coefficient values of other fea-
tures based on predefined conditions, ensuring robust
decision-making.

The rest of the paper is structured as follows. Section II
reviews the literature on malicious URL detection meth-
ods. Section III presents a comprehensive review of the
URL feature classification. Section IV introduces the con-
ceptualization and comprehensive framework for detect-
ing malicious URLs. This section includes three phases:
identification, feature classification and extraction, and fea-
ture evaluation and detection. Section V covers perfor-
mance evaluation, including dataset description, evaluation
metrics, and experimental results. Finally, Section VI con-
cludes the paper and outlines potential future research
directions.
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FIGURE 1. Malicious URL detection methods.

II. RELATED WORKS
Numerous scientific studies have explored various techniques
for detecting malicious URLs, typically categorized into four
types: blacklist-based, heuristic-based, machine learning-
based, and deep learning-based methods [13], [14]. These
methods are outlined in Figure. 1, and we will now briefly
review the literature on malicious URL detection methods
that are closely related to our work.

A. BLACKLIST METHOD
In previous years, the blacklist method stood out as the pre-
dominant method for detecting malicious URLs. This method
relies on databases containing URLs previously identified
as potentially harmful, such as phishing or malware, accu-
mulated over time [15]. Whenever a new URL is requested,
a database search is performed [4], [16]. If the URL is present
in the blacklist database, it is deemed harmful, triggering a
warning. Conversely, if there is no match in the database, the
URL is considered benign [17].

Some of the researchers used this method for detecting
malicious URLs. Reference [18] worked on an efficient
approach for generating blacklist URLs that takes advantage
of the current harmful URL search structure neighborhoods
to discover and validate unknown malicious websites in
order to grow the URL blacklist database. Reference [19]
provided a strategy for detecting phishing based on the mon-
itoring of URL alterations according to the blacklist method.
They presented combinations of known phishing sites and an
approximate matching method. Reference [20] suggested a
systematic strategy for generating blacklist URLs that utilizes
a search engine to locate URLs in the neighborhood of a
malicious URL.

Blacklist heuristic approaches are a subset of blacklist
techniques, with the goal of creating a blacklist of signatures.
After identifying common attacks and associating them with
a signature, the detection systems may examine URLs for
these signatures and raise an alert if any unusual behaviour

is detected [21]. These approaches outperform blacklisting in
terms of generality since they can detect threats in fresh URLs
as well [8]. In the other research [22], authors suggested a
blacklist heuristic detection method according to the reputa-
tions of the Internet Protocol (IP) address block and registrars
used by attackers. The proposal would create a combination
of IP address blocks and registrars with a low reputation,
which is widely used by attackers.

Nevertheless, such solutions can only be created for a lim-
ited number of typical threats, and obfuscation strategies may
easily be passed through them [23]. Due to the inability of
blacklist methods to detect newly created malicious websites,
some researchers have proposed heuristic methods, which are
discussed in the following section.

B. HEURISTIC METHOD
Heuristic (rule matching) detectionmethods depend on statis-
tical similarities between phishing and malware URLs. These
methods utilize extracted features, collect crucial information
about a website, and incorporate expert knowledge to identify
malicious URLs [24]. Detection of malicious URLs is exe-
cuted based on features derived from numerous observations
of known harmful webpages, which are then generalized into
a specific set of heuristic rules [16].

Blacklist heuristics and heuristic methods differ in their
approaches to detecting malicious URLs. Blacklist heuristic
approaches typically rely on predefined lists of known mali-
cious URLs or patterns to detect and block potential threats.
These lists are compiled based on historical data or known
signatures of malicious activity, such as phishing or malware
distribution. On the other hand, heuristic methods employ a
more dynamic and adaptive approach to detecting malicious
URLs. Instead of relying solely on predefined lists, heuristic
methods analyze the various features and characteristics of
URLs to assess their likelihood of being malicious [23].
The researchers employed heuristics to condense an exten-

sive array of online sites into a more manageable set
of suspicious web pages. Reference [25] introduced the
Carnegie Mellon Anti-phishing and Network Analysis Tool
(CANTINA), a widely used heuristic-based phishing detec-
tion method. CANTINA utilizes the Term Frequency/Inverse
Document Frequency (TF-IDF) algorithm to extract various
components from a web page and determine whether the
URL is benign or malicious based on information obtained
from the search, along with additional heuristic features.
Reference [26] proposed a heuristic malicious URL detec-
tion technique by using scraping and web crawling methods.
PhishNet presented in [19], which proposed to detect phish-
ing URLs based on a combination of five heuristic rules and
a matching algorithm. Reference [27] described a heuristic
technique for detecting phishing websites based on a set
of 12 rules by evaluating the static features employed and
observing the behaviour of the current phishing URLs.

PhishingDetection usingMulti-filter Approach (PhiDMA)
suggests phishing detection using a multi-filter approach
based on multilayers, which is a heuristic-based method [28].
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This approach consists of the following five layers: auto-
upgrade whitelist, URL features, lexical signature, string
matching layer, and accessibility score comparison. Each of
the layer’s functions as an especial filter to identify mali-
cious activity along a certain metric. The experimental results
demonstrate the method’s efficacy in identifying malicious
URLs with 92.72% accuracy in a dataset of 1662 malicious
and benign URLs. Reference [29] suggested a heuristic tech-
nique for identifying harmful URLs by analyzing websites
and discovering any direct and indirect links associated with
the websites.

While the heuristic approach addresses the limitations of
the blacklist method and eliminates the need for a large
database of malicious URLs, most of the suggested meth-
ods are still incapable of achieving real-time detection of
malicious websites. This is primarily because the rules are
formulated based on the behavior of pre-existing malicious
URLs. Furthermore, the analysis of harmful websites requires
considerable subjective expertise. Currently, the behavior of
phishing and malware websites is highly diverse, rendering
rule-based techniques ineffective [30]. Recognizing the inad-
equacy of blacklist and heuristic-based methods in predicting
new malicious URLs, researchers have turned to machine
learning techniques in the past decade, achieving notable
advancements.

C. MACHINE LEARNING METHOD
With the growing popularity of big data, ML techniques have
emerged as the most widely employed and effective means
of detecting malicious URLs. These techniques offer both
generalizability and robustness, making them highly resis-
tant to real-world attacks [16]. A huge number of machine
learning methods have been utilized to learn the generalized
and develop detection methods according to the existing
URLs [4]. Furthermore, the identified sites are utilized to
train and develop the detection algorithm method, while the
unknown sites are classified via the already trained algorithm
method. Following these procedures, the method will be
equipped with special dynamic detection capabilities [24].
This method extracts features represented in a URL by using
Application Programming Interfaces (APIs) and other com-
ponents of a website, and then trains a prediction method on
a dataset that includes both malicious and benign URLs [23].
Reference [31] proposed a machine learning approach

for malicious URL detection by combining linear and
non-linear space transformation approaches. The authors
employed Singular Value Decomposition (SVD), Distance
Metric Learning - Nyström techniques (DML-NYS) algo-
rithms by using a dataset of 331,622 with 62 classes for
training. These methods are effective and can significantly
improve the performance of certain classifiers in identify-
ing malicious URLs. Reference [32] suggested a novel and
robust method for identifying harmful URLs. The features are
gathered and utilized to evaluate the classification using the
RF and Gradient Boosting Decision Tree (GBDT) machine
learning methods. The findings demonstrate the suggested

method’s performance by reaching a superior accuracy of
96.4%. Reference [1] used a variety of URL-based fea-
ture classes to identify phishing, spam, and malware URLs.
The performance of the proposed method was assessed
using machine learning algorithms such as Extreme Gradient
Boosting (XGBoost), Adaptive Boosting (AdaBoost), Light
Gradient Boosting (LightGBM) and Categorical Boosting
(CatBoost) with an accuracy rate above 95%. Reference [8]
suggests a machine learning-based method for identifying
malicious URLs. The authors gathered lexical, content-based,
and host-based features from the website and trained it using
machine learning approaches such as SVM and RF. A dataset
of 470,000URLswas used for training, and it had an accuracy
of 92.174%.

The research [33], combined the usage of URL lexical
features, payload size, and Python provided parameters to
detect malicious URLs using machine learning algorithms.
A SVM was employed in conjunction with a polynomial
kernel and logistic regression to achieve a 98% level of accu-
racy. Reference [34] suggested a machine learning approach
for developing and evaluating real-time malware detection
for URLs. A combination of Naive Bayes (NB) and Logis-
tic Regression is used to identify malicious URLs with an
above 90% level of accuracy and report them to the site
administrators. In the other study [4], the authors proposed
a methodology to detect malicious URLs and the types of
attacks based on multiclass classification. They utilized clas-
sification algorithms like One-Vs-All (OVA) L1-reg L2-loss
SVM (OVASVM), One-Vs-One (OVO) L1-reg L2-loss SVM
(OVO SVM), and Multi-Class Confidence Weighted Learn-
ing (MC-CW). The dataset, which contains 49935 URLs,
was collected from the Alexa top sites, PhishTank, Malware-
DomainList, and jwSpamSpy. From a total of 117 features,
they extracted 65 lexical, 34 content-based, and 18 host-
based attributes. They have achieved the highest accuracy of
99.86% in the detection of malicious URLs using a binary
setting and an average accuracy of 98.44% using CW.

Seize Malicious URL [30], proposed a novel approach to
identifying harmful websites by leveraging a diverse set of
machines learning techniques, including RF, Decision Trees
(DT), k-Nearest Neighbors (k-NN), NB, and SVM. This
approach involves the prediction of website classes, followed
by the application of a threshold to refine the results. It then
amalgamates the decisions based on associated class proba-
bilities and utilizes the label with the highest-class probability
to arrive at a comprehensive determination regarding unla-
beled websites. This approach underwent rigorous testing
across two distinct databases, an accuracy rate of 99.91% for
the first dataset comprising 165,362 URLs and an impressive
accuracy of 97.98% for the second dataset, which included
420,464 URLs.

Machine learning methods are increasingly popular for
enhancing previous approaches to detecting malicious URLs.
Although these techniques have proven effective, their
widespread implementation in industry and in real time
is yet to come. Certain limitations exist within machine

85004 VOLUME 12, 2024



A. S. Rafsanjani et al.: Enhancing Malicious URL Detection

learning techniques for identifying malicious URLs. Their
main weakness lies in their complete dependence on data.
These methods often struggle due to the challenge of cre-
ating a comprehensive and generalized dataset. Malicious
URL patterns and tactics continually change, making it dif-
ficult to keep datasets up to date. Additionally, assembling a
dataset that accurately represents the full spectrum of mali-
cious URLs across various contexts and languages can be
a complex and resource-intensive task [35], [36]. Another
significant weakness is the presence of bias in the train-
ing dataset. If the training data is biased towards certain
types of malicious URLs or if it lacks diversity, the model
may not perform well in detecting less common or evolving
threats. Studies [37], [38] have demonstrated that methods
constructed using a high accuracy machine learning method
using a training dataset (such as Kaggle with over 400,000
websites) may not be effective when applied to another
dataset.

A further limitation involves selecting and extracting rel-
evant features from URL data. Determining which features
are most informative for distinguishing between malicious
and benign URLs can be a complex task, especially as
attackers continuously modify their tactics. Inadequate fea-
ture selection and extraction can lead to suboptimal model
performance, as important information may be overlooked
or irrelevant features may introduce noise into the model.
The last fundamental limitation lies in the delicate trade-off
between overfitting and underfitting. Overfitting occurs when
models become excessively specialized in recognizing known
attack patterns present in the training data. While these mod-
els may accurately detect known threats, they often struggle
with novel attack methods, failing to generalize effectively.
On the other hand, underfitting is equally problematic, result-
ing in models that inadequately capture the complexities of
the data, leading to poor detection capabilities. This high-
lights the importance of addressing data dependency issues
and exploring ways to improve the generalizability and adapt-
ability of malicious URL detection methods.

D. DEEP LEARNING METHOD
Deep learning is a subset of a larger family of machine
learning approaches based on artificial neural networks and
representation learning. Deep learning is based on statistics
and predictive modelling, which is highly essential for data
scientists and speeds up and simplifies the process of gather-
ing, analyzing, and interpretingmassive volumes of data [23].

In particular, it seeks to learn relevant features directly from
a dataset and perform classification and clustering utiliz-
ing these features. This approach has recently demonstrated
remarkable success in identifying malicious URLs, offering
advancements in feature engineering and model development
without necessitating domain-specific expertise, as evidenced
by prior studies [6], [17], [39]. Deep learning eliminates the
feature selection procedure of machine learning methods,
which increases system performance and prevents the loss

caused by the selection of incompatible features [24]. It does
not require tedious feature extraction, which leads to a train-
ing method with minimal effort and results in an appropriate
pattern for detecting malicious URLs [40].

A deep learning network is utilized to systematically
extract features from a dataset of URLs, which is then used
to identify harmful URLs. The static features (mostly lexical
and HTML features) have been transformed into a matrix,
and then the matrix is fed into a deep learning network.
In the final step, the trained network can then return a float
outcome (between 0 and 1) indicating whether the input URL
is malicious or benign [41].
The authors in [42] focused on a deep learning neural

network detection approach for detecting harmful URLs.
The researchers conducted two separate datasets that utilized
Convolutional Neural Network (CNN) and Long Short-Term
Memory (LSTM) methods, and a combination of them.
The empirical findings were encouraging, with a preci-
sion of more than 96%. The research in [43] proposed a
deep learning-based solution for identifying malicious URLs.
It employs a convolutional Gated-Recurrent-Unit (GRU)
neural network based on characters as text classification
parameters, yielding an accuracy rate of more than 99.6% and
making it ideal for high precision classification purposes.

In the other research, authors suggested URLNet,
CNN-based deep neural network, to learn a nonlinear URL
embedding for malicious URL detection directly from the
URL [17]. The authors apply the method to both characters
and words in the URL string to learn the URL embedding
in a jointly optimized framework. This approach allows the
method to capture several types of semantic information that
were not possible with the existing methods. The bag-of-
words approach was presented, which is a form of lexical
feature, and jointly optimized the network using charac-
ter and word CNNs. Furthermore, the research presented
sophisticated word-embedding strategies that are especially
suited to dealing with rare words, which are mostly used on
malicious websites. The accuracy rate of 98.58% in a dataset
of 10,000,000 URLs was achieved by the URL full method.

The paper [9] presented a Factorization Machine (FM),
a form of deep learning algorithm for identifying malicious
URLs. This method discovers the latent relationship between
lexical characteristics. To minimize the ambiguity of URL
tokens, position embedding is implemented for token vec-
torization. It means a Temporal Convolution Network (TCN)
is employed to learn the long-distance dependence between
URL characters.

Precise Phishing Detection with Recurrent Convolutional
Neural Networks (PDRCNN) method presented in [24], sug-
gests a rapid approach for detecting malicious URLs that
relies solely on lexical features. It turns the URL’s data into
a two-dimensional tensor and feeds the tensor into a newly
built neural network for classification. First, extract features
from the built tensor and assign all string information to each
character in the URL using a bidirectional LSTM network.
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Second, employ CNN to automatically determinewhich char-
acters are critical for detecting malicious URLs, extract the
URL’s major elements, and compress the collected classes
into a fixed-length vector space. The PDRCNN achieves a
detection accuracy of 97% on a dataset with 245,385 valid
URLs.

Deep learning approaches have made great progress in
detecting malicious URLs over the last few years. Many
machine learning problems have been overcome, but there
are still a number of major issues remaining. Massive vol-
umes of URLs needed to be used for training to create a
suitable detection method with acceptable levels of accuracy
for deep learning [44], [45]. This problem becomes much
worse when new URLs are available and the method need
to retrained [46]. Furthermore, interpretability of method
does not disclose the details and specifics of the method’s
prediction and feature selection, which often behave like
black boxes. Interpretability can lead to some drawbacks,
such as vulnerability to potential novel attacks. due to a
lack of knowledge of rules developed by machines, which
prevents upgrading and optimizing the rules by the devel-
opers [47]. Moreover, the detection method’s reliability and
level of accuracy are entirely dependent on the quality of
the dataset [9], [48]. Lastly, an issue of note is the feature
selection contradiction, with the majority of research still
involving manual classification of features.

Table 1 concludes the limitations of current malicious URL
detection methods and Table 2 illustrates a summary of the
related works.

III. URL FEATURE CLASSIFICATION
Features play a significant role in detecting malicious URLs.
However, each feature is not equally important and thus there
are specific features that must be selected to have a success-
ful and effective detection method. Each feature includes a
number of classes which try to find out the characteristics
of a URL to determine whether it is malicious or benign.
These classes extract critical information from URLs and
then assess them by comparing the specified values with the
outcome values from the URL [2].
URL features analysis can be broadly be classified as static

and dynamic [49], [50]. This classification is based on the
types of information that is extracted from webpages. The
static approach aims to detect malicious URLs by acquiring
statistical analysis of the URL. This information may be

collected through invoking the APIs, downloading the
entire webpage, or parsing and analyzing various components
of the URL string [51]. The dynamic approach attempts
to discover harmful URLs by evaluating runtime behaviors
and monitoring various back-end components of websites
with the use of analytic tools to detect suspicious activ-
ity [23]. The dynamic analysis approach only focuses on
the content-based features where the scripting languages like
HTML and JavaScript are located.

Researchers have proposed several types of features
that can be used to extract valuable information to detect

TABLE 1. The limitations of malicious URLs detection methods.

malicious URLs. The information gathered from the URL’s
features can be separated into various categories [52]. These
features can provide information about a URL such as rank-
ing, geolocation, traffic, WHOISE, HTML, JavaScript, URL
string, bag of words, blacklist database, and certificates.
According to [8] and [23], the features are generally cate-
gorized into four groups: blacklists, lexical, host-based, and
content-based. Also, some research such as [4] added redi-
rection (short URL feature) to this category. The following
subsections provide a review of the relevant literature for each
category.

A. BLACKLIST FEATURE
The blacklist feature is the most popular strategy for detect-
ing malicious URLs in the past few years and is used by
many researchers, IT security and antivirus applications [35].
Blacklists are just a database of URLs that have already been
discovered to be harmful and have built up over the years [4],
[16]. This technique is incredibly quick and simple to perform
because of its low query overhead and very low percentage
of false positives [17]. Blacklists are typically regarded as
the first line of defense in protecting users against harmful
URLs [53].

In the past decade, a number of significant studies have
focused on blacklist methods to detect malicious URLs. The
authors in [18] worked on an efficient approach for gen-
erating blacklist URLs that takes advantage of the current
harmful URL search structure neighborhoods to discover and
validate unknown malicious websites in order to grow the
URL blacklist database. Reference [19] provides a strategy
for detecting phishing based on the monitoring of URL alter-
ations. They presented combinations of known phishing sites
and an approximate matching method. The researchers sug-
gest a systematic strategy for generating blacklist URLs that
utilizes a search engine to locate URLs in the neighborhood
of a malicious URL [20].

Heuristic blacklist approaches are a subset of blacklist
techniques, with the goal of creating a blacklist of signatures.
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TABLE 2. Summary of the most related and state-of-the-art research works.

After identifying common attacks and associating them with
a signature, the detection systems may examine URLs for
these signatures and raise an alert if any unusual behaviour
is detected [8].

According to [54], there are over 40 cybersecurity orga-
nizations that provide services for determining the URL
status. The majority are well-known and provide antivirus
and IT security services; their techniques include evaluating
historical data such as blacklists and whitelists, while others
scan URLs in real time based on URL content and identify
threats. The most well-known and extensively utilized tools
are Google Safe Browsing, PhishTank [55], VirusTotal [56],
Kaspersky, Norton Safe Web, McAfee, Trend Micro, and G
Data.

B. LEXICAL FEATURE
The lexical (URL-based) feature is the textual properties of a
URL and extracts various details from the URL string [9].
It is incredibly handy for acquiring additional information
from the URL without digging too deep. The lexical feature
has become one of the most popular sources of features for
detecting malicious URLs, due to its lightweight computa-
tion, safety, speed, independence from other applications and
high classification accuracy [57].
The lexical feature breaks the URL into multiple compo-

nents, such as hostname, path, protocol, query, and Top-Level
Domain (TLD), and each of them is inspected individually for
analysis. Figure. 2 shows the components of a URL.
A lexical feature may be divided into a variety of classes,

but based on the information retrieved from the components,
it is generally classified into three categories of dictionary
(binary), ratio, and numerical data [4]. The dictionary refers
to searching for unusual terms and materials inside the URL
name, such as illegitimate words, malicious TLDs, IPs, and
ports. The ratio refers to the ratio of different existing types
of digits or letters in a particular string. The numerical refers
to counting the length and special symbols in the URL.

This feature is the most preferred for malicious URL
detection due to its independence from other sources, and
researchers have identified a range of classes. Reference [58]
presents 76 lexical feature classes to determine if a URL

FIGURE 2. The component of a URL.

is benign or malicious. These classes are divided into four
categories: length, counting feature, binary feature, and ratio
feature. In the other research [59], authors mentions that after
analyzing various URLs, they discovered 23 potential lexical
classes to use to detect malicious and benign URLs. Also,
[60] presents 106 lexical features for the URL classification.
There are 41 word-based classes, 36 count-based classes
that are the frequency of each alphanumeric character, and
the remaining 29 features include special character count,
URL entropy, domain, host, path, parameters, and query.
This research [58] introduces new categories for lexical
features classes and totally implemented 87 classes. It recom-
mends N-grams, length, ratio, binary, counting, and pattern
classes.

Multiple classifications were applied by [1] to identify
harmful URLs. Lexical features such as Kullback–Leibler
(KL) divergence and bag of words segmentation are gathered
among the 17 lexical features. Reference [33] mentioned a
machine learning technique to detect malicious URLs by
combining URL lexical features, payload size, and Python
supplied options. The system aims to train a detection
model to identify both new and known malicious web
links, prioritizing high detection rates and low false posi-
tives. The authors utilized SVM with a polynomial kernel
and logistic regression and achieved an accuracy of 98%.
Reference [34] develops a machine learning approach for
real-time malware detection for URLs using lexical fea-
tures. Researchers presents a deep learning algorithm for
identifying malicious URLs [9]. This method discovers the
latent relationship between lexical characteristics using FM.
To minimize the ambiguity of URL tokens, position embed-
ding is implemented for token vectorization. It means a TCN
is employed to learn the long-distance dependence between
URL characters.
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This feature is separated into traditional and advanced
lexical features according to the information extracted from
the URL string [17], [23]. Traditional lexical features focus
mostly on extracting common statistics about a URL string,
such as the entire length of the website and the lengths of its
individual components, as well as the quantity of special char-
acters (e.g., ‘‘/’’, ‘‘.’’, ‘‘?’’, ‘‘=’’, etc.) [62]. A ‘‘bag of words’’
is a traditional type of lexical feature that is used to detect
malicious URLs [63], [64]. This approach is implemented for
detectingmalicious URLs to showed how to use sophisticated
word-embedding strategies that are good at dealing with rare
words, which are mostly used on malicious websites [17] and
[58].

The advanced lexical features are categorized into five
feature types [23], which are: features associated with URLs
(such as keywords, length, etc.); characteristics of the domain
(such as length of domain name and presence of IP address);
features associated with directories (such as directory length
and number of subdirectory tokens); features associated with
filenames (such as filename length and number of delimiters);
and features associated with arguments (such as length of
the argument and number of variables). In addition, some
researchers employed sophisticated advanced lexical fea-
tures, such as PhishDef [65], Kolmogorov Complexity [66],
and PhishScore [67].

C. HOST-BASED FEATURE
The host-based (web-based) feature stands as a key factor in
identifying malicious URLs, offering a preliminary insight
into the attributes of the website’s host [68]. This feature pro-
vides insights into the location of hosting for malicious sites,
their ownership, and the way they are controlled. Further-
more, this feature facilitates the retrieval of webpage rankings
and overall visit counts. The rationale behind leveraging this
feature lies in the potential for harmful websites to be hosted
in less reputable server facilities, on atypical machines not
traditionally used as web hosts, or by using untrustworthy
domain registrars [32].

This feature thoroughly examines a host’s background
activities in order to determine whether the website is harmful
or safe. The malicious URLs are mostly young and frequently
use new hosts and domain names in order to pass through
detection methods, which this feature can help to detect the
age and usage of a website [69]. Additionally, after detection
and adding a URL to blacklist databases, the number of visi-
tors and rank drop dramatically, which is detectable by traffic
and web rank. Also, the hotbeds of malicious activity could
be concentrated in specific regions using IP geolocation [70].
This feature is very popular and informatic, which is

used by several researchers. An effort to identify malicious
URLs [8] used machine learning methods by utilizing the
Alexa API to extract several classes of host-based fea-
tures. Reference [69] presents a unique deep reinforcement
learning-based approach for detecting harmful websites by
assessing the host-based features, and the WHOIS database
was used for extracting domain classes.

This feature provides a variety of information about the
host and its categories into three main features of WHOIS,
Rank, and IP geolocation [31], [58]. The WHOIS feature
provides information about the webpage such as: the creation
date, the update date, and the expiration date, the owner’s
name, the address, and many more details [70]. The web-
site rank feature shows the number of viewers, traffic, and
popularity of a website, and has several components, such as
global rank, country rank, category rank, total visits, average
visit duration, and others [71]. The IP Geolocation feature
provide the location based on an IP address that corresponds
to the URL, such as the country, state, or city [72]. Numerous
websites offer data for the host-based feature, with some
of the most famous ones being Alexa, WHOIS Lookup,
WhoXy, Similarweb, OpenPageRank, IPgeolocation.io, and
IPWhoise.io.

D. CONTENT-BASED FEATURE
Content-based (HTML) feature provides large amounts
of information by downloading the whole webpage to
analyze content and layout of a page. This feature is
very ‘‘heavy-weight’’ in comparison to other features on
structural information derived from parsing the HTML
code [8]. In a case that other features are fail to
detect a malicious URL, a more thorough analysis of
the content-based feature may assist in the detection of
threats [23].
Numerous researchers have invested significant effort on

identifying harmful websites using a content-based feature.
A comprehensive real-time phishing detection method is
proposed using HTML features [73]. The authors proposed
twelve host-based feature classes, six of which are new
classes invented by the authors and help to improve the
detection method’s accuracy. Reference [74] presents Web-
Mon were extracted 51 natives’ keywords from JavaScript
functions andHTMLDOMs of content-based feature in order
to identify harmful URLs.

The content-based feature of a webpage is primarily drawn
from its HTML content and is divided into three categories:
HTML, JavaScript, and Certificate Feature. The textual
nature of a website’s HTML content enables its utilization
for lexical, statistical, and specific functional purposes [75].
In some instances, malicious code is encoded within HTML,
which this feature can aid in identifying potentially harm-
ful activities [76], [77]. JavaScript feature code is a rich
source for detecting malware activity, where attackers try to
propagate exploits over the Internet [78], [79]. JS obfusca-
tion is a transformation aimed at generating JS code that
is obscure to the human eye and undetectable to an online
security tool [80]. The certificate feature assesses whether
the digital certificate associated with the URL is issued by
a trusted Certificate Authority (CA). This is crucial because
URLs registered under such certificates enable the establish-
ment of secure connections that authenticate and validate
websites [81].
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TABLE 3. URL feature classification.

E. URL REDIRECTION FEATURE
Inmost of the research redirection are sperate from the feature
classification according to the fact that it does not extract
information and only redirect to the original website. How-
ever, in this paper and some others such as [4], this feature
is containing feature classification because it plays critical
role on the other features to extract the right details about a
website.

The URL redirection (shortened URL) feature involves
detecting a shortening or redirection URL and transmitting it
to the original website. This method is a type of obfuscating
method that tricks users by displaying malicious URLs as
legitimate ones and is widely used in phishing and malware
attacks [70]. TheURL shortening service has become popular
and widespread in recent years, which allows the original
URL to be represented by a shorter string and shared on the
World Wide Web [82]. The most famous URL shortening
service providers are bit.ly, rebrand.ly, ow.ly, tinyurl.com,
tiny.cc, and cut.ly.

There are some studies that examined the number of
short URLs (redirection) used in the URL datasets. Ref-
erence [83] observed that URL shortening services are an
effective method for hiding harmful URLs. They were able to
do so by looking at current detection techniques employed by
well-known shortening providers. They examined 622 URL
shortening providers and gathered 24,953,881 short URLs
for over two years. Surprisingly, they discovered the use of
short URLs for drive-by download attacks has risen, and
only a limited range of visitors encountered harmful short
URLs. In the other research, [84] examines the blacklisted
Bitly URLs that had been shortened. The authors discovered
various characteristics, including the time between the short-
ening and the formation of the domain, as well as the time
between the shortening and the use of the link. The frequency
of redirections has also been proven to be a characteristic of
nested shortened URLs, with at least 1 redirection in 80% of
phishing attacks.

F. OVERVIEW OF FEATURE CLASSIFICATION
This section provides an overview of the features for detecting
malicious URLs. First, evaluate the criteria that assist in the

collection and extraction of the features. Then, demonstrate
the popularity of features that have been presented in multiple
studies of malicious URL detection.

Table 3 illustrates a subjective evaluation of different fea-
tures used in literature. The URL features are divided into
several categories and then evaluated bymultiple criteria such
as collection difficulty, external dependency, collection time,
processing time, feature size, and risk [23].
The term ‘‘collection difficulty’’ refers to the amount

of technical effort necessary to obtain detailed information
about the features. The blacklist and host-based features
require additional dependencies and hence have a greater col-
lection overhead than the other features, which are retrieved
straight from the URL. The term ‘‘risks’’ refers to the various
possible threats that might arise to a system. Content-based
and redirection features have the highest threat, as harmful
malware may be downloaded deliberately while attempt-
ing to obtain these features, whereas other features are not
affected by similar issues. The term ‘‘collect time’’ refers
to the amount of time needed to gather all the relevant
information. Obtaining host-based and blacklist features is
time-consuming due to calling APIs. The collection time
of content-based features might be affected by the need to
download the entire website. The lexical feature is highly fast
because it is essentially derived directly from the URL string.
The term ‘‘processing’’ refers to the comparison of the values
that have already been collected. Most of the features are very
fast. The term ‘‘feature size’’ refers to the size of the feature
that is used to do comparison, search, and calculation. The
lexical feature may be extremely high due to the usage of the
bag of word features. Also, depending on the classes, host-
based and content-based features may have a large size.

These features have been extensively employed for a long
time to detect malicious URLs. The list of current research
utilizing these features for the purpose of detecting malicious
URLs is presented in Table 4.
There are some challenging issues in the feature classifica-

tion for detecting malicious URLs. The first issue is that the
detection methods for malicious URLs do not prioritize the
classes and features according to their level of importance.
Each class has a specific level of importance and confronting
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TABLE 4. Features presentenced in recent research.

FIGURE 3. Feature classification challenges.

them ought to yield various outcomes. The second issue
is the detection of malicious URLs when features fail to
respond. This can happen if APIs do not respond (blacklist
and host-based features) or if a server goes offline (content-
based feature). Due to the fact that some of these features
have external dependencies, they may not always provide
information based on API-related issues. The other issue is
difficulty in threshold determination. When some features do
not return a value for the final calculation, determining an
appropriate threshold value for classifying URLs as benign
or malicious can become challenging. Therefore, the method
should be able to detect malicious websites with a high level
of accuracywhen features do not respond. Figure. 3 illustrates
the feature classification challenges.

IV. THE PROPOSED FRAMEWORK
The framework we proposed for detecting malicious URL
is depicted in Figure. 4. This framework is composed of
three phases. First, the framework starts with the identifi-
cation phase, which includes the procedure for detecting
obfuscated URLs. The second phase presents the predefined
static features classification method by allocating the priority
coefficients to the selected classes. The third phase presents
the feature evaluation method, which determines if all the
features deliver value for the final calculation and allocates
feature priority coefficient. This phase also compares the final
result to a threshold value in order to determine whether the
URL is benign or malicious.

In the forthcoming sections, we will delve into the expla-
nation of each phase within the framework. Also, we will
introduce the metrics employed to assess the effectiveness of
the framework.

FIGURE 4. The proposed framework in detecting malicious URL.

A. IDENTIFICATION PHASE
The identification phase processes the input URL and applies
an algorithm to detect redirections, focusing on dynamic
features by examining the redirection chain and opening the
website in an isolated environment to monitor its behavior.
In this framework, five obfuscation strategies were detected
in the experiment. These strategies are URL obfuscation with
another domain, URL obfuscation with keywords, lengthy
domains, URL obfuscation with IP address, and URL obfus-
cation with URL shortened [96], [97]. URL shorteners are
detected and redirected in this phase, and the remaining
methods will be detected in the feature classification phase.
Short URLs have emerged as the most efficient obfuscation
approach for duping users by displaying harmful URLs as
legitimate and are extensively used in phishing and malware
attacks. The proposed identification pseudocode is illustrated
in Figure 5, this phase ensures that website behavior is
monitored in a secure environment to enhance the detection
accuracy of malicious activity.

The following are the steps taken by the proposed identifi-
cation phase:

• Step 1 Input URL: The user may manually enter the
URLs, or they can be read from the CSVfile of a dataset.

• Step 2 Analyze the URL: Verify the URL in the list of
data formats and file extensions (E) to determine their
inclusion. If they are included, display the original URL
(O) and ends (send the URL to the next phase). Also,
it checks in an isolated environment for any malicious
content. If not, open the website in the first WebView
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FIGURE 5. Pseudocode of identification phase.

(VW1). This occurs when a website includes an exec-
utive or data file (drive-by-download attack), and while
these types of links are not being redirected, they will be
sent to the next phase without checking for redirection.
It results in an increase in the security of the device.

• Step 3 Check the originality of the URL and open
it in WebViews: URLs are redirected using the Should
Override URL Loading technique [98]. In this stage,
two Android WebViews are used. By using the redi-
rection function, the first WebView (VW1) determines
whether the inserted URL is original or redirected.
While this function is true, the webpage is redirected.
Also, it counts the number of redirections that will be
used later in the lexical features. The second WebView
(VW2) will redirect to the original URL if it encounters
a shortened URL. This method loads the URL in Web-
Views and sends it back to the original URL, repeating
the process until the original URL is displayed. The
VW2 displays the original website in the final stage.

• Step 4 Transmit the original URL to feature classifi-
cation phase: The original URL appearing in VW2 will
be transmitted to the feature classification phase, where
each of them will be evaluated separately. In addition,
the value of the first WebView will be sent to the class’s
lexical feature that counts redirections.

B. FEATURE CLASSIFICATION PHASE
The proposed framework for detecting malicious URLs relies
on a predefined static feature classification method. This

framework employed 42 classes that were selected according
to the importance of extracting critical information from the
website. The value of the classes is assigned by observing
and analyzing several harmful and safe URL datasets. These
classes are obtained by extracting and analyzing different
URLs components, utilizing several APIs, and downloading
the entire website to provide valuable information. The list
of these classes is depicted in Table 5, along with their
characteristics, reasons for selection, assigned values, and
types.

Each feature includes several classes that extract criti-
cal details about a URL. The main reasons to separate the
definitions of feature and class in this research are for cal-
culation and final evaluation. The feature value is calculated
by summing all the classes’ values, and then this over-
all value will be sent to feature evaluation phase. In that
phase, only the value of each feature is evaluated, not each
class separately. Also, the other reason for this separation
is allocating priority coefficients to the features. The prior-
ity coefficient is assigned to each feature according to its
level of importance to boost the detection accuracy of mali-
cious URLs. The priority coefficient assigns greater weight
to the features, which increases the framework’s detection
accuracy.

Furthermore, Table 6 illustrates the selected classes for
which coefficients are implemented, detailing their cir-
cumstances and reasons for selection. Additionally, the
range of coefficients, spanning from 1 to 1.5, encapsu-
lates a spectrum of importance levels crucial for effectively
discerning the likelihood of maliciousness on a website.
At its lower end, a coefficient of 1 signifies minimal sig-
nificance, implying that the associated website does not
show malicious activity and could be benign. Conversely,
a coefficient of 1.5 denotes utmost importance, indicating
that the website is highly suspect and demands thorough
investigation.

This range is meticulously selected through iterative
trial-and-error processes, where the efficacy of different coef-
ficient values is rigorously tested and refined. By leveraging
this range, the system can dynamically assign varying levels
of weight to different websites based on their propensity for
malicious behaviour. This strategic allocation of coefficient
levels enhances the framework’s ability to detect potential
risks effectively.

The application of these coefficient values to classes is
contingent upon specific circumstances and is not universally
applicable. For example, when a URL is detected to include
an IP address rather than a hostname, a coefficient value of
1.3 is assigned to elevate its priority relative to others in
comparison to the threshold value.

In the subsequent section, the pseudocodesof blacklist,
lexical, host-based, and content-based features are described.
Also, it will present the procedure of assigning the range of
predefined values, the methods for extracting the features,
the process of allocating the priority coefficient to selected
classes, and the calculation of the features.
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FIGURE 6. Pseudocode of blacklist feature.

1) BLACKLIST FEATURE
The blacklist feature offers a proactive line of defense and
is highly efficient and quick, as it involves comparing URLs
against an existing list of known malicious websites. In this
paper, the blacklist is used as a feature to enhance the overall
security posture. The blacklist feature classification pseu-
docode is demonstrated in Figure. 6.

The following are the steps taken to extract and classified
blacklist feature:

• Step 1 Read the URL from Identification Phase: The
original URL (U), which passed from the identification
phase is used.

• Step 2 Invoke VirusTotal API: The VirusTotal (VT)
[56] API will be called in this step. In order to do so, the
API key is required, which has previously been obtained
from the website, as well as the URL, which will be
submitted with the request.

• Step 3 ScanID Information in Response to the API
Invoke: The request that was sent to the API will now
receive a response, and the information will be returned.
Over 90 phishing and malware blacklist databases and
online security scanners examined the URL, and the
findings are reported by sending the ScanID. The
ScanID (SID) is a lengthy string and contains various
pieces of information, as well as the number of web-
sites that identified the proposed URL throughout the
investigation.

• Step 4VirusTotal Report:TheVirusTotal API retrieves
valuable information through a method known as Report
(R). This method provides a report on the number of
websites that have identified the proposed URL and is
equivalent to (X).

• Step 5OutcomeAssessment: It is necessary to evaluate
the report in order to determine whether the URL is

malicious or not. The greater the number of websites
on which VirusTotal detects the URL, the more likely
it is dangerous. The predefined values of classes are
set here. The output of this feature should encompass
four distinct values: 0, 3, 5, or -1, varying according
to different circumstances. This range is meticulously
determined through iterative trial-and-error processes. If
6 or more blacklists and security websites are detected,
it returns 5, indicating that it is more likely malicious;
if 1 to 5 websites are detected, it returns 3, indicating
that it is possibly malicious; if no websites are detected,
it returns 0, indicating that none of the websites contain
the given URL, it is assumed that the URL is benign;
and finally, if the API does not respond, it returns -1.
The rank returned by this feature is used to assist in
determining if a URL is malicious or benign and will
be employed later in evaluation and detection phase.

2) LEXICAL FEATURE
The lexical feature has emerged as a prime choice for
detecting malicious URLs due to its minimal computational
load, security, rapidity, superior classification accuracy, and
notable independence from alternative sources. The fea-
ture’s pseudocode is represented in Figure. 7, with detailed
extraction and classification procedures outlined herein.
Additionally, Table 5 provides an encompassing overview
of the lexical feature classes implemented throughout this
research.

The following are the steps taken to extract and classified
lexical feature:

• Step 1 Read the URL from Identification Phase:The
original URL (U), which passed from identification
phase is used.

• Step 2 Parse URL into Various Components:The lex-
ical feature breaks the URL into multiple components,
such as the hostname, entire URL, top-level domain
(TLD), and path. Each of these parts is examined sep-
arately for analysis.

• Step 3 Extraction Lexical Features Classes:At
this stage, the predefined lexical feature classes are
extracted. This research presents 22 lexical feature
classes (N) to determine if a URL is benign or malicious
and are divided into two categories: dictionary (binary),
and counting (numeric). These classes (C) are: counting
the length of the entire URL, length of path, length of
hostname, counting special symbols such as ‘‘-’’; ‘‘_’’;
‘‘@’’; ‘‘? ’’; ‘‘=’’; ‘‘%’’; ‘‘_’’; ‘‘/’’; ‘‘//’’; ‘‘.’’; ‘‘:’’;
‘‘∼’’; in the path, counting digits and letters in the path,
detecting suspicious words and TLDs, checking for file
extensions, using IPs and ports inside the hostname and
check if the URL is absolute, and finally counting the
number of redirects from the identification phase. Based
on comparison, each class may be given a value between
1 and 5, where 1 indicates the assumption that the URL
is benign and 5 indicates it is more likely to bemalicious.
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TABLE 5. List of selected classes along with their characteristics, reasons for their selection, value, and type.

VOLUME 12, 2024 85013



A. S. Rafsanjani et al.: Enhancing Malicious URL Detection

TABLE 5. (Continued.) List of selected classes along with their characteristics, reasons for their selection, value, and type.

Table 5 shows the classes of lexical features that are
implemented in this research, the predefined values that
are set for each class, and Table 6 illustrates the rules for
allocating the priority coefficient.

• Step 4 Analyze Results:The selected classes search
throughout the URL components, comparing the result
to the specified predefined value and returning the out-
comes. Multiple values are implemented in each class,
and dealing with any of them leads to a particular out-
come. These values are the consequence of extensive
investigation into a variety of methods for detecting
malicious links, as well as considering the behaviour of
URLs in several datasets.

• Step 5 Allocating Priority Coefficient on Selected
Classes:One of the significances of this research com-
pared to others in terms of detecting the malicious URLs
is that each class has a distinct level of importance.
Some classes aremore important than others in detecting
malicious URLs, such as utilizing an IP address instead
of a domain name or using a lengthy website name. This
study highlights six classes of lexical features deemed
of higher importance (high risk (HR)), necessitating
coefficient implementation based on specific conditions.
These classes are detailed in Table 6, with implementa-
tion guided by the conditions specified in the coefficient
column. For example, if an IP presence is in the URL,
it will return 5 (according to Table 5), and then the
coefficient level 1.3 will be multiplied by it (1.3∗5),
resulting in a higher value in the lexical feature.

• .As a result, if any of these classes is subjected to that
comparison, the coefficient will be applied, and it will
cause the detection framework to flag the URL as mali-
cious or benign.

• Step 6 Average and Outcome Assessment:The last
stage involves calculating the average of all the classes
(X) (as well as the coefficient of the chosen classes).
The average outcome should be between 1 and 5, which
means 5 indicating that it is more likely malicious and
1 indicating that the URL does not have phishing and
malware behaviour, and it is assumed that the URL is
benign. The outcome of this feature will be utilized to
assist in determining if the URL is malicious or benign
in phase 3 and will always return the result.

3) HOST-BASED FEATURE
An essential factor in the detection of malicious URLs
revolves around host-based features. These features offer a

preliminary insight into the attributes and rank of the website
host, enabling the discernment of the legitimacy or mali-
cious intent of a URL. The pseudocode for the feature is
shown in Figure. 8, and the extraction and classification pro-
cesses are described. Table 5 also provides a comprehensive
description of the host-based feature classes used in this
research.

The following are the steps taken to extract and classified
host-based feature:

• Step 1 Read the URL from Identification Phase:In
this step, the original URL (U), which passed from iden-
tification phase, is used. It first checks the URL content,
and if it contains an IP address, it returns -1 to phase 3.
This is because the IP address lacks rank and WHOIS
information.

• Step 2 Invoke APIs: TheWhoXy (WXy) [99] and Open
Page Rank (OPR) [100] APIs will be called in this step.
WhoXy is a variant of the WHOIS API, functioning as
a hosted web service that provides well-parsed WHOIS
information in various formats. The Open Page Rank is
designed to disseminate host ranks and visit metrics for
the proposed platform. In order to do so, the API key is
required, which has previously been obtained from the
website, as well as the URL, which will be submitted
with the request. If the APIs do not respond and return
data, -1 sends to the feature evaluation and detection
phase.

• Step 3 Extraction Host-based Features Classes: At
this stage, the predefined host-based feature classes (C)
are extracted. This research presents 9 classes (N) to
determine if a URL is benign or malicious, and are
divided into three categories: WHOIS, rank and IP
geolocation. These classes are: created date, expiration
date, updated date, owner details, global rank, total
visits, country, city, and address. Each class may be
assigned a value between 1 and 5 based on comparison,
which means 5 indicates that it is more likely malicious
and 1 indicates that it is assumed that the URL is benign.
Table 5 shows the classes of host-based features that are
implemented in this research, the predefined values that
are set for each class, and the rules for allocating the
priority coefficient.

• Step 4 Analyze Results:In this step, the selected classes
are searching for the details from the APIs’ responses,
comparing the results to the defined value, and returning
the outcome. Each class has several predefined values,
and dealing with each of them gives a specific result.
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TABLE 6. Selected classes for implementing coefficient levels and their circumstances, along with reasons for selection.

• Step 5 Allocating Priority Coefficient on Selected
Classes:Created date, expiration date, and global rank
classes have a higher level of importance, resulting in
the allocation of a priority coefficient (CL) based on
the conditions. The reasons for picking these classes are
outlined in Table 5 and 6 and the primary one is that
confronting them may provide us a better approach to
determine if a URL is dangerous or safe.

• Step 6 Average and Outcome Assessment:The final
step is to compute the average (X) of all the classes (as
well as the coefficient of the chosen classes). The aver-
age outcome should be between 1 and 5, which means
5 indicating that it is more likely malicious and 1 indi-
cating that the URL does not have malicious behaviour,
and it is assumed that the URL is benign. The outcome
of this feature will be utilized to assist in determining
if the URL is malicious or benign in phase 3. This
feature can return -1 in the case that the APIs do not
respond.

4) CONTENT-BASED FEATURE
The content-based feature extracts statistics related to the
HTML and JavaScript functions employed on the website.
When other features fall short in identifying a URL, a more
comprehensive analysis of content-based features aids in
the detection of malicious websites. This feature is adept
at uncovering potential threats originating from malicious
websites.

Taking this into consideration, some other detection mod-
els do not employ this feature due to potential security
vulnerabilities, often due to its significant computational
load, which notably hampers the speed of identifying mali-
cious URLs. Nonetheless, this research effectively addresses
these challenges through two distinct strategies. First, the fea-
ture examines theURL input, and if thewebsite contains an IP
address, an executive file, or a data file, it does not download
the URL, preventing a download-by-download attack and
increasing security. Second, this feature concentrates solely
on the essential classes that can identify malicious activity in
HTML and JavaScript code, avoiding an exhaustive scan of
the enormous data and reducing search time.

The pseudocode outlining the feature is presented in
Figure. 9, accompanied by a breakdown of the extraction and
classification procedures. Additionally, Table 5 furnishes a
comprehensive overview of the content-based feature classes
utilized within this study.

The following are the steps taken to extract and classified
content-based feature:

• Step 1 Read the URL from Identification Phase:In
the first step, the original URL (U), which passed
through the identification phase, is used. If the URL
contains a Top-Level Domain (TLD), it sends to the next
step unless it returns -1 to the last phase. The reason
is that some malware hosting websites lack domain
names and are instead recognized by their IP addresses,
which are frequently utilized in drive-by download
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FIGURE 7. Pseudocode of lexical feature.

attacks. Furthermore, it prevents a major vulnerability of
content-based features, which is downloading malware
content. It’s also feasible that the website may supply a
huge file to download that will require a lot of internet
traffic and resources.

• Step 2 Download the HTML Content: At this point,
the whole website’s content will be downloaded for eval-
uation. If the server is not responding (which means that
it is not possible to download website content), it will
return -1 to the last phase from this feature.

• Step 3 Extraction Content-based Features Classes:At
this stage, the selected classes for content-based features
are extracted. This research introduces eight classes
(N) for assessing the benign or malicious nature of a
URL. The classes include mailTo, Iframe, webpage size,
JavaScript functions, DOM functions, popup windows,
JavaScript obfuscation, suspicious functions, and web-
site certificates. Each class can be assigned a value
ranging from 1 to 5 through comparison. A value of
5 suggests a higher likelihood of malicious intent, while
a value of 1 implies an assumption that the URL is
benign. Table 5 shows the classes of content-based
features that are implemented in this research, the pre-
defined values that are set for each class, and the rules
for allocating the priority coefficient.

• Step 4 Analyze Results:In this part, the selected classes
check for details in the downloaded HTML, compare the

results according to the predefined, and return the out-
come. Each class contains numerous values, and dealing
with each one has a different result. These numbers were
derived from extensive research into various ways of
identifying malicious URLs and how URLs behaved in
various datasets.

• Step 5 Allocating Priority Coefficient on Selected
Classes:In terms of detecting malicious URLs, one of
the differences between this research and others is that
each class has its own importance level. Four classes
of content-based features are prioritized according to
Table 6. Consequently, if any of these classes is sub-
jected to the comparison, the priority coefficient (CL)
will be allocated, resulting in the detection framework
identifying the URL as harmful.

• Step 6 Average and Outcome Assessment:The final
step is to calculate the average (X) of all the classes (as
well as the coefficient of the selected classes). The aver-
age outcome should be between 1 and 5, which means
5 indicating that it is more likely malicious and 1 indi-
cating that the URL does not have malicious behaviour,
and it is assumed that the URL is benign. The outcome
of this feature will be utilized to assist in determining if
the URL is malicious or benign in phase 3. This feature
can return -1 in the case that the server is not responding.

C. ENHANCED MALICIOUS URLS DETECTION
FRAMEWORK UTILIZING FEATURE EVALUATION METHOD
The Development of the Detection Framework (DF) was
crafted the quantity of available data and the overall data
volume. The suggested Malicious URL Detection Frame-
work (DF) relies on a predefined static feature classification
method, as outlined in equation 1.

DF =

i=n∑
i=1

(Fi × CLi × 20) (1)

Each feature, denoted as Fi, takes on a value (i = {1, 2, . . .,
n} ) indicating the number of features in total. The coefficient
for each feature is represented as CLi, and is detailed in the
Table 7. The priority coefficient of a feature according to
its level of importance lends greater weight to the essential
classes that effectively detect malicious URLs. The cumu-
lative value of each feature is then scaled by a factor of
20, resulting in a range of 0 to 100. This multiplication by
20 serves the purpose of distinguishing between the values
assigned to classes and those attributed to features. Classes
are assigned values from 1 to 5 according to a pre-defined
static feature classification. Consequently, the value of each
feature emerges from the sum of its constituent classes, which
ranges from 1 to 5. This aggregated value is subsequently
multiplied by 20, considering that the overall value of each
feature is on a scale of 0 to 100. Subsequently, this value is
multiplied by the priority coefficient of each feature, as per
Table 7, enhancing the efficacy of malicious URL detection.
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FIGURE 8. Pseudocode of host-based feature.

In the last phase, a comparison is conducted between
DF and the predetermined threshold value of 200. If DF
exceeds this threshold, the URL is categorized as malicious;
otherwise, it is considered benign. The value of 200 was
determined through testing and experimenting with various
URLs. The assigned value is determined by the behavior of
malicious URLs. When a feature identifies potential threats
within a website, the corresponding feature value tends to be
elevated. Through the allocation of a priority coefficient, this
value experiences enhancement, leading to a more substan-
tial figure. The cumulative effect of this augmented value,
when combined with values from other features, is then
assessed against the threshold value. The choice of 200 for
the threshold has demonstrated effective performance given
the predetermined feature values. The feature evaluation
methodology employed in this research is encapsulated in the

following rule:

If Fi = −1 and other Fi≥ 3.5 or blacklist

≥ 3 then CLi assign to the highest feature value

This method evaluates the contribution of features in terms of
value. It examines whether each feature s value to the overall
computation, and if any feature falls short in delivering, the
method will decide to use the other feature’s coefficient value
instead, based on specific conditions. The Fi represents the
feature value, which could be obtained by using Equation 2.

Fi =

i=n∑
i=1

(Ci×cL i) (2)

C i indicates the class value, where i= {1, 2,. . . , n} represents
the number of classes associated with a feature. Each class
may assume a value of 1, 3, or 5, based on various com-
parisons and conditions specified in Table 7. The predefined
values span this range to facilitate analysis, comparisons, and
result derivation. cLi represents the coefficient values corre-
sponding to the classes detailed in Table 7. These coefficient
values are assigned to selected classes based on the output of
the classes and specific conditions.

Table 7 presents the priority coefficient of features. The
priority coefficient is assigned to each feature according to
its level of importance to boost the detection accuracy of
malicious URLs. The range of coefficients, from 1 to 1.5,
shows how important a website’s potential maliciousness is.
A coefficient of 1 means the website is likely not malicious,
while 1.5 means it’s highly suspicious. This range is metic-
ulously selected through iterative trial-and-error processes,
where the efficacy of different coefficient values is rigorously
tested and refined.

Due to the fact that URLs that appear in many VirusTo-
tal blacklist databases are more likely to be malicious, the
blacklist feature has the highest priority coefficient value,
which gives it more weight and makes it extremely useful
for identifying harmful websites. The next feature is host-
based, which can deliver significant information on website
rank, host information (WHOIS), and location and is essential
for detecting malicious URLs. The lexical and content-based
features have a coefficient level of 1.2 and are of lower value
for detecting malicious URLs, according to the statistical
classes employed for them.

The pseudocode outlining an advanced malicious URL
detection framework, integrating feature evaluation methods,
is shown in Figure. 10 and explained step by step here.

The following are the steps taken by the proposed phase:
• Step 1 Read Features Value from Feature Classi-
fication Phase:The first step is reading the blacklist,
lexical, host-based, and content-based values from pre-
vious phase.

• Step 2 Calculate the Blacklist Feature Value:The
blacklist value (Bv) is read and will be computed here.
If the API did not respond, -1 was returned. As a result,
it would verify the other features’ values, and if these
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FIGURE 9. Pseudocode of content-based feature.

features were equal to or greater than 3.5, it would
assign the coefficient level (CL) to the highest one,
if not, it would return 0. If there is a value returned
from the blacklist, it will be used in the evaluation. Then
multiplying the value by 20 completes the process (the
worth of each level is out of 100) and sums up with X.
For example, if blacklist is returned with -1 and lexical
feature’s value is 3, host-based feature’s value is 3.5 and
content-base’s value is 3.3, the coefficient of blacklist,
which is 1.4 (according to Table 7), will be used for
host-based feature. So, 3.5×1.4×1.3 (host-based feature
coefficient level)×20= 127.4 is the total value of black-
list and host-based features. Also, if two features return
-1 it proceeds in the same way. In the same example,
if blacklist and content-based return -1, their coefficient
value allocate to host-based feature and calculated by
3.5 × 1.4×1.2 × 1.3×20= 152.88. This is the total
values of blacklist, host-based, and content-based fea-
tures. In the other example, if blacklist is returned with
-1 and lexical feature’s value is 3, host-based feature’s
value is 3.2, and content-based feature’s value is 3.4, the

TABLE 7. Coefficient level of features.

priority coefficient of blacklist is not allocated to any
other features.

• Step 3 Calculate the Lexical Feature Value:The main
advantages of the lexical feature for identifying mali-
cious URL models are data independent on other APIs
and always returns the value. It may be useful, especially
when other features do not respond. In this step, the
lexical value (Lv) that was read from phase 1 will be
multiplied by the lexical priority coefficient value, 20,
and then summed up to X.

• Step 4 Calculate the Host-based Feature Value:The
host-based value (Hv) read in phase 1 will be computed
here. If the API did not respond, -1 was returned. As a
result, it would verify the other features’ values, and if
the lexical and content-based values were equal to or
greater than 3.5, or the blacklist value were equal to or
greater than 3, it would assign the coefficient level (CL)
to the highest one, if not, it would return 0. If there is
a value returned from the host-based feature, it will be
used in the evaluation. Multiplying the value by 20 com-
pletes the process (the worth of each level is out of 100)
and sums up with X.

• Step 5 Calculate the Content-based Feature Value:
The content-based value (Cv) read in phase 1 will be
computed here. If the API did not respond, -1 was
returned. As a result, it would verify the other features’
values, and if the lexical and host-based values were
equal to or greater than 3.5, or the blacklist value were
equal to or greater than 3, it would assign the coefficient
level (CL) to the highest one, if not, it would return 0.
If there is a value returned from the host-based feature,
it will be used in the evaluation. Multiplying the value
by 20 completes the process (the worth of each level is
out of 100) and sums up with X.

• Step 6Ranking andDetection:The final stage will con-
sist of analyzing X’s value. It is computed by summing
up all the features. The resulting sum is then compared
to a threshold value of 200; if it surpasses the threshold,
theURL is consideredmalicious; otherwise, it is deemed
benign.

D. EVALUATION METRICS
We compared the results using the confusion matrix, a table
designed to visualize the performance of malicious URL
detection (Table 8). It includes the following prediction qual-
ity measures:
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FIGURE 10. The pseudocode of enhanced malicious URLs detection
framework.

• True Positive (TP): the number of correctly detected
malicious URLs.

• True Negative (TN): the number of accurately detected
benign URLs.

• False Positive (FP): the number of benign URLs mis-
takenly detected as malicious.

• False Negative (FN): the number of malicious URLs
incorrectly detected as benign.

In addition, to provide a comprehensive representation of
the performance of the malicious URL detection framework,
we assess it utilizing various metrics, including Accuracy
(Acc), False Positive Rate (FPR), Precision (Pre), Recall
(Rec), and F-1 score (F1). The evaluation metrics are pre-
sented in Table 9.

V. EXPERIMENTAL RESULTS AND DISCUSSION
To evaluate the efficacy of the proposed framework, multiple
experiments were undertaken. In the initial experiment, the
framework underwent evaluation through its three distinct

phases to demonstrate the effectiveness of these methods
in enhancing detection accuracy. Subsequently, experiments
were carried out to compare the performance difference
between the chosen supervised machine learning models
and the proposed framework. In the final experiment, the
proposed framework was benchmarked against three pre-
vious methods—PDRCNN, Li, and URLNet—to measure
its performance. These comprehensive evolutions employed
machine learning and deep learning, along with proficient
feature classification, to detect malicious URLs.

We present an experimental setup that leverages the
MVVM (Model-View-View Model) architecture imple-
mented using the Kotlin programming language (version
1.6.0) on the Android platform. The main reason to imple-
ment our experimental setup in Android stems from a
strategic choice to address real-world scenarios and deploy
our innovative detection framework in a tangible and acces-
sible manner. Android, being a ubiquitous mobile platform,
not only offers a vast user base but also provides a familiar
and user-friendly environment for evaluation of our detection
framework’s performance in diverse and real-world settings.
This setup forms the foundation of our innovative mobile
application, serving as a robust framework to seamlessly
manage data flow and user interface interactions, ultimately
enhancing the efficiency and reliability of our detection
framework. Importantly, our framework is designed to be
adaptable, as it can seamlessly implement across differ-
ent platforms while maintaining optimal functionality. This
adaptability underscores the versatility of our solution and its
potential applicability across a range of technological ecosys-
tems. To run the experiments, a macOS (10.15 Catalina) with
the following setup was utilized: 2.7 GHz Dual-Core Intel
Core i5, 8 GB 1867 MHz DDR3.

A. DATASET
The proposed framework for detecting malicious URLs is
trained on a dataset including 6000 samples. In this research,
it is referred to as dataset I and is available on GitHub [101].
The dataset includes 2000 malicious URLs obtained from a
Kaggle dataset collected between 2020 and 2022, along with
4000 benign samples collected from the top 4000 site links of
Alexa in 2022.

The experimental dataset, labeled dataset II [101], consists
of 5000 real-world URLs recently gathered in 2022. This
dataset comprises 2500 benign URLs and 2500 malicious
URLs, including 1500 phishing and 1000 malware URLs.
The malicious URLs were sourced from two prominent mal-
ware and phishing databases, URLhaus and PhishTank [55],
[102]. Each URL in the dataset is labelled as either malicious
or benign.

The collected dataset is comprised of active URLs hosted
on responsive servers, enabling us to perform real-time
assessments of our research. These URLs have undergone
verification using a range of tools and have been classified
as either benign or malicious. In assessing the framework’s
effectiveness, we’ve selected a diverse set of URL attributes
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TABLE 8. Confusion matrix.

TABLE 9. Evaluation metrics.

from this dataset, including shortened URLs, URLs with
IP addresses, obfuscated URLs, excessively long and short
URLs, as well as URLs that have undergone more than two
redirections. Table 10 illustrates the types of challenging
URLs used in the dataset.

B. EVALUATION OF THE PROPOSED FRAMEWORK WITH
THREE PHASES
This experiment is focused on demonstrating the effective-
ness of the employed methods in enhancing the detection
accuracy of the framework. The proposed framework is
evaluated in the three phases separately. The outcomes are
presented in Table and Figure 11, utilizing dataset II.

The first evaluation presented is the absence of the iden-
tification phase. The primary objective of this method is
to redirect shortened URLs to their original websites. This
method significantly contributes to enhancing the detection
accuracy of the framework by transmitting the original web-
site to the feature classification phase. However, in cases
where a URL does not undergo redirection and is directly
processed by the features, certain features may inaccurately

evaluate the website, leading to a high false positive rate.
As can be seen in Table 11, the accuracy of the framework
is enhanced by around 4% by implementing the proposed
method for detecting obfuscated URLs.

The second evaluation involved the absence of priority
coefficients and predefined value methods for the feature
classification phase, which contributes significantly to accu-
racy and is attributed to two key factors. First, the predefined
static feature classification method provides a range of values
for each class, which provides an effective framework for
malicious URL detection and overcomes the data-dependent
drawbacks of learning methods. The range of values is inde-
pendent of the training dataset and may be modified without
retraining the entire method. Second, the priority coefficient
is allocated to the selected classes based on their level of
importance and lends greater weight to the essential classes
that effectively detect malicious URLs. As illustrated in
Table 11, the incorporation of feature classification methods
results in an improvement of over 11% in the accuracy of the
proposed framework.

The third evaluation examined the malicious URL detec-
tion framework and feature evaluation phase without the
inclusion of priority coefficients for the features and feature
evaluation methods. The main purpose is to illustrate the
effectiveness of this phase in detecting websites. As shown
in Table 11, the accuracy of the framework has remarkably
improved by 17%, and it is because of two primary fac-
tors. In the initial step, this phase assesses the contributions
made by features during the feature classification phase.
It determines whether all features contribute value to the
final calculation, and in case any feature fails to do so, the
framework decides to utilize the coefficient value of another
feature under various circumstances. Even when two features
are unresponsive, this framework maintains the ability to
accurately detect malicious URLs. In the subsequent step, this
phase assigns a priority coefficient method to each feature
based on its significance, providing greater weight to essen-
tial features that are more effective in detecting malicious
URLs.

C. PERFORMANCE EVALUATION OF SUPERVISED
MACHINE LEARNING MODELS
This experiment focused on comparing the accuracy of the
proposed framework with three supervised machine learning
approaches, namely RF, SVM, and Bayesian Network (BN).
The proposed framework and supervised machine learning
methods employ the same feature classification and dataset
for the purposes of training, testing, and detection.

The split ratio of 70:30 is utilized for model training and
testing. The main reason for selecting this ratio is grounded
in several key considerations. Firstly, it strikes a balance
between training and testing data, dedicating a substantial
70% of the dataset to training, which enables the model
to effectively learn underlying patterns. This allocation also
mitigates the risk of overfitting. Moreover, the 30% testing
set provides a sufficiently large sample to accurately assess
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TABLE 10. Types of challenging URLs in the dataset.

FIGURE 11. Evaluation accuracy of proposed framework with three
phases.

the model’s performance, ensuring statistically meaningful
results. This split ratio aligns with established practices in
malicious URL detection methods in the field of machine
learning, contributing to the comparability of our research
with existing studies [30], [68].

In the RF model, a maximum tree depth of 5 was selected
as an essential hyperparameter tuning choice. This choice
was driven by the objective of balancing model complexity
and generalization performance, thus preventing the risk of
overfitting by fitting the training data too closely. The SVM
model was chosen for classification, employing a linear ker-
nel with C = 1 to strike a balance between capturing decision
boundary complexity and avoiding overfitting, thus rendering
the model robust and interpretable. In the BN model, each
of the 42 features is represented as an individual node within
the network. Furthermore, there is a dedicated node for the
classification target, distinguishing between malicious and
benignURLs, denoted as nodeY. Each of the 42 feature nodes

establishes a probabilistic connection with the classification
node Y via edges in the network structure.

The evaluation metrics that were utilized to assess these
methods are accuracy, precision, and Receiver Operating
Characteristics (ROC). The overall results of these compar-
isons are highlighted in Table and Figure 12. The outcome
demonstrates that the proposed framework outperforms
supervised machine learning approaches across all measures.
The highest accuracy was obtained by the proposed frame-
work, and surprisingly, SVM was located at the second stage
by 98.95% and 93.33%, respectively. According to [74] and
[96], RFs usually outperform other supervisedmachine learn-
ing approaches to detect malicious URLs, and it was expected
that RF would have better accuracy than SVM, but it is in 3rd
place by 92.86%. Furthermore, the Bayesian network shows
unacceptable performance, with only 78.57% accuracy.

These are the two primary reasons for this evaluation.
The first reason is to emphasize the primary shortcoming of
supervised machine learning, which is its data dependency,
and to demonstrate that these techniques perform poorly with
a limited amount of data. The second reason is to demonstrate
the effectiveness of allocating priority coefficients to the
selected classes for detecting malicious URLs with the same
feature classification.

D. PERFORMANCE EVALUATION OF MALICIOUS URL
DETECTION METHODS
In this section, the proposed framework is benchmarked with
the other three prior research that have made major contri-
butions to the detection of malicious URLs. These methods
are PDRCNN [24], Li method [31], and URLNet [17], all
of which are detailed in the related work section. These
methods were chosen due to their significant contributions
in the field of malicious URL detection, as outlined in the
related work section. PDRCNN represents a convolutional
neural network-based approach, which has gained attention
for its potential in feature extraction from URL data. The Li
method, on the other hand, utilized several machine learning
methods that incorporates a diverse range of feature classes,
including blacklist, lexical, host-based, and content-based
features, making it a comprehensive solution for URL clas-
sification. URLNet, utilizing neural network architectures,
offers an innovative approach to automatic feature classi-
fication. By benchmarking against these methods, we aim
to showcase the advancements and superior performance of
our proposed framework, which addresses the limitations and
inefficiencies observed in existing methodologies.

Experiments were conducted using real-world URLs from
dataset II to benchmark the performance of these methods
and the proposed framework. The overall results of these
benchmarks are highlighted in Table 13. Also, Figure. 13
demonstrates the accuracy of these methods. The highest
accuracywas obtained by the proposed framework at 98.95%,
and the Li method’s performance was better than others at
86.37%. The evaluation involved subjecting the dataset to
four classifiers from the Li method: 3-NN, LR, L-SVM, and
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TABLE 11. Evaluation of the proposed malicious URL detection
framework and phases.

LDA. Among these, LR exhibited better performance and
was chosen for this benchmarking, while the other classifiers
displayed poor results. The URLNet (full) method followed
with a performance rating of 76.27%, and the PDRCNN
method lagged behind with a detection accuracy of 73.09%.

The Li method outperforms both PDRCNN and URLNet
due to its effective feature classification. This method encom-
passes a wide range of classes extracted from various sources,
including blacklist, lexical, host-based, and content-based
features. However, the othermethods only focus on the lexical
feature that has the least level of importance in detecting
malicious URLs.

Nevertheless, the Li method falls short in accuracy com-
pared to the proposed framework due to several factors.
To begin with, machine learning techniques often do not
perform well with small datasets, such as the 5000 URLs in
our case, and require amassive dataset for training to generate
an acceptable prediction method. In contrast, the proposed
framework excels across a range of dataset sizes according
to its predefined static feature classification, consistently
delivering robust performance. Furthermore, the inclusion of
62 selected classes in the Li method introduces a collection
of irrelevant classes that do not contribute to the identification
of malicious URLs, instead increasing the detection process.
However, this particular limitation is effectively addressed in
the proposed framework, where the emphasis is placed on
the careful selection of correlated classes that are effective in
detecting malicious URLs. Additionally, the framework allo-
cates a priority coefficient for selected classes and features,
further refining the accuracy of the detection process. The
other significant limitation of the Li method is its incapacity
to effectively handle short URLs, which consequently leads
to reduced accuracy in overall detection. This limitation is
effectively mitigated in the proposed framework through the
implementation of an identification phase involving URL
redirection. This phase acts by redirecting shortened URLs to
their original form, thereby resulting in the accurate detection
of malicious URLs by the features.

The PDRCNN and URLNet methods exhibit several weak-
nesses that contribute to a low level of accuracy. Firstly,

TABLE 12. Assessment of supervised machine learning methods and the
proposed framework.

FIGURE 12. Evaluation accuracy of proposed framework with three
supervised machine learning.

TABLE 13. Benchmark proposed framework and other malicious URL
detection methods.

FIGURE 13. Evaluation accuracy of proposed framework with other
malicious URL detection methods.

a significant motivation for researchers transitioning from
machine learning to deep learning lies in the capacity for
automatic feature classification from raw datasets, a task that
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is inherently complex and requires expertise. However, these
methods present a paradox by necessitating manual feature
classification. Secondly, deep learning approaches demon-
strate poor performance when confronted with limited data
for training. Lastly, both methods lack mechanisms to detect
short URLs. Consequently, when faced with datasets contain-
ing these types of challenging URLs, their performance is
notably deficient.

Besides, the proposed framework sets itself apart from
other methods through its novel feature evaluation method,
which stands as the core innovation in this research. This
method systematically evaluates the output of each feature
in the ultimate computation. In cases where a feature lacks
essential data, the method intelligently allocates the prior-
ity coefficient values of other features based on predefined
conditions, ensuring robust decision-making that leads to
accurate detection.

VI. CONCLUSION AND FUTURE WORK
In this paper, we proposed an innovative framework for
detecting malicious URLs. It is based on predefined static
feature classification by allocating priority coefficients and
feature evaluation methods. We utilized 42 classes of
blacklist, lexical, host-based, and content-based features
in the feature classification. The performance of the pro-
posed framework was evaluated using a real-world dataset
comprising 5000 URLs. In the experiments, we evalu-
ated the framework with three supervised machine learning
methods—SVM, RF, and BN—and benchmarked it against
other malicious URL detection methods such as PDRCNN,
the Li method, and URLNet, in terms of accuracy and pre-
cision metrics. The results demonstrated that our malicious
URL detection framework outperforms others, achieving an
accuracy of 98.95% and precision of 98.60%. The key factor
contributing to this superior performance is the leveraging of
priority coefficients assigned to classes and features, which
lend greater weight, along with the implementation of a fea-
ture evaluation method systematically assessing the output of
each feature.

In future work, there will be a concerted effort to enhance
the proposed framework by delving deeper into dynamic
feature classification and amalgamating it with current static
features. Specifically, we plan to delve deeper into the behav-
ior of dynamic features by executing them in an isolated
environment, allowing for amore comprehensive understand-
ing of their effectiveness in detecting malicious URLs. This
approach will involve closely monitoring the behavior of
dynamic features and analyzing their performance across
various scenarios. For instance, features such as JavaScript
execution behavior, URL redirection patterns, network traffic
analysis, and content analysis responses will be scrutinized to
determine their efficacy in flagging potential threats.

Moreover, the study will aim to optimize detection times
by employing optimization techniques to streamline the
detection process. These techniques may encompass algo-
rithmic enhancements or parallel processing. By optimizing

the detection pipeline, we aim to significantly reduce the
time it takes to detect malicious URLs without compromising
accuracy. Furthermore, we plan to provide a fair and rigorous
experimental setup, ensuring a robust comparison of existing
malicious URL detection methods in terms of detection time.
By addressing these aspects, the future work aims to provide
concrete strategies and preliminary results that validate the
efficacy of the proposed enhancements, thereby bolstering the
framework’s robustness and practical applicability in combat-
ing evolving cyber threats.
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