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ABSTRACT Deep neural networks (DNN) are in high demand because of their widespread applications
in natural language processing, image processing, and a lot of other domains. However, due to their
computational expense, over-parameterization, and large memory requirements, DNN applications often
require the use of substantial model resources. This strict requirement of latency and limited memory
availability are hurdles in the device deployment of these technologies. Therefore, a common idea could be
to mitigate the DNN-based models’ size without any performance degradation using different compression
techniques. During the last few years, a great deal of progress has been made in the field of Natural Language
Processing (NLP) using deep learning approaches. The objective of this research is to offer a thorough
overview of the various pruning methods applied in the context of NLP. In this paper, we review several
recent pruning-based schemes used for converting standard networks into their compact and accelerated
versions. Traditionally, pruning is a technique for improving latency, reducingmodel size, and computational
complexity which is a viable approach to deal with the above-mentioned challenges. In general, these
techniques are divided into two main categories: structural and unstructured pruning methods. Structural
pruning methods are further classified into filter, channel, layer, block, and movement pruning. Whereas,
neuron, magnitude-based, and iterative pruning lie in the category of unstructured pruning. For each method,
we discuss the related metrics and benchmarks. Then recent work on each method is discussed in detail,
which provides insightful analysis of the performance, related applications, and pros and cons. Then,
a comparative analysis is provided to analyze the differences among approaches. Finally, the paper concludes
with possible future directions and some technical challenges.

INDEX TERMS Pruning, convolution neural networks, natural language processing, DNN, model
compression, acceleration.

I. INTRODUCTION
Deep neural networks (DNNs) have demonstrated remark-
able success in a variety of domains, including image recog-
nition, natural language processing (NLP), bio-informatics,
and computer vision [1]. These DNN models have attained
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impressive performance in complex tasks including image
classification, machine translation, sentiment analysis,
and speech recognition. However, their success comes
at the expense of high processing requirements, over-
parameterization, and large memory footprints [1].

To address these challenges and facilitate the implementa-
tion of DNN models in environments with limited resources,
researchers have explored various techniques for model
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compression and optimization. One such technique that has
garnered considerable attention is pruning, which involves
eliminating certain components from the network to reduce
its size or complexity, such as weights, connections, or neu-
rons, that are considered less important or redundant. The
objective of pruning is to optimize the network’s efficiency,
reduce computational requirements, and potentially improve
its generalization performance.

Although there are other methods of network size reduc-
tion, like weight quantization [2], which lessens the data type
precision of weights without any accuracy degradation, the
technique is often engaged for hardware implementation as
it provides considerable efficiency for the network training
and testing phases. In general, the pruningmethod completely
removes the insignificant connections, weights, blocks, and
even the layers with almost no accuracy loss. Therefore,
the implications of mitigating the memory and processing
requirements are far greater for the pruning.

Pruning is typically performed after a neural network
has been trained or during the training process itself.
Bellec et al. [3] devise a unique method for pruning
neural networks after training. Their methodology involves
iteratively eliminating connections with low importance and
fine-tuning the remaining weights, resulting in highly sparse
networks without sacrificing performance. Various pruning
techniques and criteria can be applied to identify which com-
ponents to prune. These techniques may involve analyzing
weight magnitudes, gradients, activations, or other factors
to determine the importance of individual components.
By removing unnecessary or less impactful components,
pruning can lead to a more compact network that requires
fewer resources for training, inference, and deployment.
Pruning can also help mitigate issues such as over-fitting
and improve the network’s interpretability and generalization
capabilities. After pruning, the pruned network may undergo
further fine-tuning or retraining to restore or even improve its
performance. The overall goal of pruning is to achieve a more
efficient and effective neural network by selectively removing
redundant or less influential components while maintaining
or improving its desired functionality.

In addition to allowing the use of NLP models on devices
with limited resources such as smartphones and embedded
systems, pruning also facilitates faster inference and reduced
memory usage. The effectiveness and implications of pruning
techniques in NLP have been extensively investigated in
numerous research works. Han et al. [4] introduced the
concept of deep compression, which involves a combination
of Huffman coding, pruning and quantization for the
compression of neural networks. Their study demonstrated
that pruning can achieve significant compression (up to 90%
on the weights) without a substantial loss in accuracy.

Islam and Alawad propose [5] a novel method for
reducing the complexity of deep learning models in natural
language processing (NLP) tasks, making them more suit-
able for deployment in resource-constrained environments.

The approach combines compressive sensing and Bayesian
learning to identify and represent the most important weights
in the model in a compressed form. By stochastically pruning
non-critical weights, the model’s accuracy is preserved. The
authors evaluate their approach on various NLP tasks, such
as sentiment analysis and text classification, comparing it
with other compression methods like weight pruning and
knowledge distillation. Results indicate that their method can
significantly reduce model complexity (90% compression)
while maintaining high accuracy (<1% drop). The proposed
technique offers a promising solution for deploying large
languagemodels in resource-limited settings, striking a favor-
able trade-off between model size and accuracy compared to
other methods.

Molchanov et al. [6] built upon structured pruning with the
Group-wise Brain Damage (GBD) algorithm, which prunes
filters within convolutional layers based on their importance.
GBD pruning significantly reduces the amount of parameters
(up to 95%) while maintaining accuracy. Li et al. [7]
improved upon magnitude pruning with iterative magnitude
pruning, which combines many pruning and fine-tuning
processes. Their experiments demonstrated that iterative
magnitude pruning can achieve high sparsity (up to 80%)
while maintaining comparable performance. Combining
pruning techniques with other model compression methods
has also garnered attention. Zhu andGupta [8] proposed com-
bining pruning with low-rank matrix factorization, achieving
higher compression rates. Their experiments on language
models demonstrated significant model size reduction (up to
20 times) with minimal performance loss.

In addition to model compression, pruning techniques
have been utilized to increase the interpretability of many
NLP models. Voita et al. [9] explored pruning as a tool
for interpretability in neural machine translation (NMT)
models. By pruning the attention mechanism, they were
able to identify important features and gain insights into
the decision-making process of the model. Pruning meth-
ods, in general, present potential approaches for lowering
the size and computing complexities of DNNs in NLP.
of DNNs in NLP. Through the exploration of various pruning
methods and their combinations with other compression
techniques, researchers aim to develop more efficient and
compact models without compromising performance or
interpretability.

Onan et al. [10] presented in the text is focused on the
novel concept of text augmentation in the field of NLP. Text
augmentation is a powerful concept that can significantly
improve the performance of a wide range of downstream
tasks. GTR-GA, the proposed approach, utilizes graph-based
neural networks and genetic algorithms to create diverse and
high-quality augmented text data. The model utilizes a graph
attention network model, called HetGAPN, to obtain node
representation of a heterogeneous graph over text features.
The experimental results show that GTR-GA outperforms the
text augmentation baselinesASC andTowEute and completes
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close to the state of the art in various NLP tasks, including
sentiment analysis, data scarcity and text classification.

The proposed work [11] resolves the challenge of a limited
amount of annotated data for Turkish NLP and sentiment
analysis. They suggest using text data augmentation as a
solution by creating synthetic data to increase the diversity
and volume of the annotated dataset. However, there has
been a lack of research on this method for Turkish and
other languages with fewer resources. To fill this gap,
a new ensemble approach to text data augmentation for
Turkish sentiment classification is introduced in the paper.
This method combines specific and general transformations
to enhance the training dataset. The effectiveness of this
approach is demonstrated on the TRSAv1 dataset, showing
superior results compared to existing data augmentation
techniques.

The authors [12] address the issues of creating quality
labeled data for training machine learning models, specifi-
cally in NLP. Human annotators may provide inconsistent
manual annotations due to varying skill levels. To address this
issue, a new framework called SRL-ACO is suggested in the
paper. SRL-ACO integrates Semantic Role Labeling (SRL)
and Ant Colony Optimization (ACO) to produce additional
training data for NLP models. SRL identifies the roles of
words while ACO generates new sentences maintaining these
roles. This method improves the accuracy of NLP models
by offering additional data without manual labeling. Results
from experiments on seven text classification datasets,
including sentiment analysis, are also discussed. Tests on
seven datasets for text classification, such as sentiment
analysis and identifying toxic text, show that SRL-ACO is
effective in boosting the performance of classifiers in various
NLP tasks.

The proposed research scheme [13] introduce a new hierar-
chical graph-based text classification model that incorporates
contextual node embedding and BERT-based dynamic fusion
to better understand the intricate connections between nodes
in the hierarchical graph for more precise text classification.
The model consists of seven steps: Linguistic Feature Extrac-
tion, constructing Hierarchical Nodes using domain-specific
knowledge, Contextual Node Embedding, learning Multi-
Level Graphs, Dynamic Text Sequential Feature Interaction,
Attention-Based Graph Learning, and Fusion with BERT.
By combining their framework with BERT, the researchers
achieve improved classification results, as demonstrated by
evaluations on standard datasets.

Onan [14] explore the sentiment analysis has evolved in
computational linguistics, focusing on the success of deep
neural network models such as CNNs and RNNs like LSTM
and GRU. It also acknowledges the obstacles, like increased
dimensions in feature space and the equal weighting of
features in thesemodels. To overcome these challenges, a new
approach is suggested: a bidirectional convolutional recurrent
neural network. This design uses bidirectional LSTM and
GRU layers to understand both previous and upcoming
information at the same time. It also includes a group-wise

improvement system to focus on key elements and minimize
less important ones. Additionally, convolution and pooling
layers are used to identify advanced characteristics and
decrease the dimensionality of features. Testing has shown
that this design outperforms current results in sentiment
analysis tasks.

This paper is organized into multiple sections. Section II
describes the motivation behind the implementation of
pruning in NLP-based applications. It also expresses the
challenges related to their implementation. Related metrics
and benchmarks utilized for the evaluation of pruning tech-
niques are detailed in section III. Structured and unstructured
pruning schemes are elaborated in section IV. The section
provides the details of pruning methods. Further, section V
compared the related literature review in the paper. While
sections VI and VII give the conclusion and future work.

II. MOTIVATION AND CHALLENGES OF PRUNING IN NLP
A. MOTIVATION

• Model Size Reduction Pruning allows for the elimina-
tion of redundant or insignificant parameters, leading
to significant reductions in model size and memory
footprint [15].

• Computational Efficiency Pruned models require
fewer computations during both training and inference,
enabling faster processing and lower energy consump-
tion [16].

• Deployment on Resource-Constrained Devices Com-
pact pruned models are more appropriate for use on
computing-constrained platforms, such as smartphones
and embedded computers. [17].

• Interpretability Pruning can help identify the most
important and relevant features or components of the
model, aiding in model interpretation and understand-
ing [18].

B. CHALLENGES
• Impact onModel Performance Pruning can potentially
lead to a degradation in model performance, including
accuracy, fluency, or coherence, depending on the
pruning method and the pruning rate applied [19].

• Transferability Pruned models may not generalize well
to unseen data or different tasks, necessitating careful
fine-tuning or transfer learning strategies [16].

• Fine-tuning Strategies Determining the optimal
fine-tuning approach to recover and retain model
performance after pruning is an ongoing research
challenge [20].

• Robustness Pruning methods need to be robust to vari-
ations in data distribution, input format, and linguistic
phenomena to ensure consistent performance across
different NLP tasks and domains [21].

In this paper, we examine the various pruning methods
used in NLP and discuss their advantages, limitations, and
associated challenges. By understanding these motivations
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and challenges, we aim to provide insights into the
cutting-edge pruning methods for NLP models.

III. METRICS AND BENCHMARKS
There are various metrics and benchmarks to evaluate the
performance of pruning in natural language processing. Some
of them are described below.

A. METRICS
• Model Accuracy
This metric evaluates the pruned model’s performance
on a specific NLP task. To evaluate the effect of pruning
on accuracy, it contrasts the performance of the pruned
model with the original, unpruned model.

• Parameter Reduction
This metric quantifies the extent to which parameter
reduction is achieved through pruning, providing a
measure of the size and complexity of the pruned
model based on the total number of pruned parameters,
connections, or units.

• Inference Speed
This metric evaluates the speed or runtime of the pruned
model during inference. It measures the time taken by
the pruned model to process a given input compared to
the unpruned model, highlighting the efficiency gained
through pruning.

• Memory Footprint
This metric assesses the reduction in memory usage
achieved by pruning.In comparison to the unpruned
model, it compares the amount of memory needed
to hold the pruned model’s weights, activations, and
intermediate tensors.

• Compression Ratio
This metric calculates the compression ratio achieved
through pruning. The size ratio of the pruned model to
the original model is quantified, providing an indication
of the level of compression achieved.

• Robustness
Reporting adversarial robustness in addition to accuracy
[22]. Smaller neural networks are more susceptible
to adversarial attacks [23]. Compressed pretrained
language models are much less resistant on out-of-
distribution (OOD) data in addition to adversarial
resilience [24].

B. BENCHMARKS
To evaluate the performance of pruning techniques in NLP,
several widely-used benchmarks have been employed. These
benchmarks serve as standard tasks or datasets for assessing
the effectiveness of pruning methods across different NLP
domains. The following benchmarks are commonly used in
the literature:

• Text classification
The benchmark for text classification commonly
includes datasets such as the IMDb movie reviews
dataset [25], AG’s News dataset, or the 20 Newsgroups

dataset. These datasets consist of labeled text documents
across various categories, and the accuracy measure
is used to assess the classification performance of the
pruned models.

• Machine Translation
For machine translation tasks, the benchmarks often
involve large-scale datasets such as the Workshop
on Machine Translation (WMT) dataset [26] or the
International Workshop on Spoken Language Transla-
tion (IWSLT) dataset. These datasets contain parallel
sentences in multiple languages, and evaluation metrics
such as Bilingual Evaluation Understudy (BLEU) score
are used to assess the quality of translation produced by
pruned models.

• Sentiment Analysis
Sentiment analysis benchmarks commonly include
datasets such as the Stanford Sentiment Treebank [27],
the Amazon Product Reviews dataset, or the Twitter
Sentiment Analysis dataset. These datasets contain text
samples that have been labeled with sentiment polarity,
andmeasures like F1 score or accuracy are used to assess
how well the pruned models classify sentiment.

• Named Entity Recognition
For named entity recognition tasks, popular benchmarks
include the CoNLL-2003 dataset [28], the OntoNotes
dataset, or the ACE (Automatic Content Extraction)
dataset. These datasets provide labeled text documents
with annotated named entities, and different metrics
like precision, recall, and F1 score are used to evaluate
the pruned models’ effectiveness in identifying named
entities.

IV. METHODS
Different pruning techniques exist in NLP with the goal of
reducing the size and extent of neural network models. The
paper discusses the pruning schemes that are summarized in
Figure 1.
Here are some commonly used pruning methods along

with their brief descriptions:

A. STRUCTURED PRUNING
Structured pruning [29], [30] [31], [32] refers to the removal
of entire structures, such as filters, channels, or layers, from
a neural network. This type of pruning maintains the overall
structure and shape of the network while reducing its size and
computational complexity. Structured pruning is particularly
effective for models with convolutional or recurrent layers.
Neural networks used in NLP, such as recurrent neural
networks (RNNs) or transformer models, often consist of
numerous parameters and layers, making them computation-
ally expensive and memory-intensive. Structured Pruning is
depicted in Fig 2.
Structure pruning aims to mitigate these issues by

identifying and removing unnecessary components of the
neural network while preserving its performance as much
as possible. This process typically involves eliminating
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FIGURE 1. Hierarchical representation of various pruning approaches.

FIGURE 2. Typical structured pruning applies the criteria-based reduction
of filter blocks [29].

connections between neurons, removing entire neurons or
layers, or reducing the dimensionality of the network’s weight
matrices.

The goal of structure pruning is to obtain a more com-
pact and efficient model that requires fewer computational
resources for training and inference, while maintaining a
similar level of accuracy or performance. Pruning can help
the model operate more quickly, use less memory, and can
be deployed on systems with little computing power, such as
mobile phones or embedded systems.

Pruning techniques in NLP can be based on various crite-
ria, including the magnitude of weights, their importance to
the network’s performance, or their contribution to the overall
loss function. Several algorithms and heuristics have been
proposed for structure pruning, such as magnitude-based
pruning, iterative pruning, or group sparsity regularization.

Peng et al. [33] explore structured pruning techniques
in self-supervised pre-trained models specifically designed
for speech recognition and understanding. Self-supervised
learning refers to trainingmodels on unsupervised tasks using
the available data’s inherent structure, without relying on
manual annotations. Their objective was to reduce model
size by removing redundant parameters while preserving
speech recognition performance. The authors propose a
structured pruning method to lessen the size and complexity
of self-supervised pre-trained models while maintaining their

performance on speech-related tasks. The key contributions
and findings of the paper include the following:

1) Pruning Strategy: The authors present a specific
pruning strategy tailored for self-supervised pre-trained
models in the speech domain. This strategy identifies
and removes less important structures or components,
such as layers or neurons, based on their significance
to the model’s overall performance.

2) Performance Analysis: The paper evaluates the impact
of structured pruning on speech recognition and
understanding tasks. It assesses the model’s accuracy
and efficiency before and after pruning, demonstrating
the potential benefits of structured pruning in reducing
model size and computational requirements while
preserving task performance.

3) Comparison with Baselines: The authors compare their
proposed structured pruning approach with other base-
line methods commonly used for model compressions,
such as unstructured pruning or weight quantiza-
tion. The comparison highlights the advantages and
effectiveness of structured pruning specifically for self-
supervised pre-trained models in the speech domain.

The results show significant compression and improved
accuracy compared to the original model, as validated by
experiments on LibriSpeech and SLURP datasets.

Ma et al. [29] proposes Large Language Model-Pruner
(LLM-Pruner), a task-agnostic compression method, aiming
to maintain the multi-task solving and language generation
abilities of the original LLM while minimizing reliance on
the extensive training dataset. LLM-Pruner adopts structural
pruning, removing non-critical coupled structures based
on gradient information to preserve most of the LLM’s
functionality. The pruned models can be efficiently recovered
through tuning techniques in a short time and with minimal
data. Experimental results on three LLMs, Large Language
Model Meta AI (LLaMA), Vicuna, and General Language
Model (ChatGLM), demonstrate that the compressed models
perform well in zero-shot classification and generation tasks.

McCarley et al. [30] investigate the utilization of struc-
tured pruning in a Bidirectional Encoder Representations
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from Transformers (BERT)-based Question Answering (QA)
model. The primary objective is to reduce the model’s size
by removing redundant parameters while preserving its QA
performance. They present a novel approach to optimize the
computational efficiency of BERT-based question-answering
models through structured pruning. BERT is a popular
transformer-based approach for applications involving nat-
ural language processing. Deploying it on devices with
limited resources or in situations where real-time inference
is necessary, however, is difficult due to its vast size and
computing requirements. The proposed method focuses on
identifying and removing redundant parameters in BERT
by leveraging the structured sparsity pattern present in the
model’s attention heads. By pruning attention heads that
contribute minimally to the model’s performance, significant
model size reduction is achievedwithout sacrificing accuracy.
When compared to the original BERT model, the suggested
technique gains considerable pruning ratios while keeping
comparable performance, which is demonstrated by testing
on benchmarks for answering questions. This work con-
tributes to the development of more efficient and deployable
BERT-based question-answering systems.

Yang et al. [31] address the computational resource
limitations associated with pre-trained language models used
in NLP by introducing TextPruner which is a dedicated
open-source toolkit developed to facilitate model pruning,
aiming to enable efficient and straightforward compression
of models. It provides structured post-training pruning
techniques, such as vocabulary pruning and transformer
pruning, for streamlined implementation. These methods
enable the reduction of the model size without the need for
retraining, thus making the pruning process more efficient.
The toolkit is flexible and may be used for a variety of
applications including pre-trained language models and NLP
tasks. In addition to structured pruning, the authors propose a
self-supervised pruning technique that does not need any kind
of labeled data. This method allows for further reduction of
the model size by removing unnecessary parameters without
compromising performance. For the effective evaluation of
TextPruner, the authors conduct experiments on several NLP
tasks. The results demonstrate that TextPruner effectively
reduces the model size without retraining, thus addressing
the computational resource limitations. The toolkit proves to
be valuable in enabling the wider application of pre-trained
language models by making them more resource-efficient.

In their paper Wang et al. [32] explore the need for large
language models and proposes a structured pruning approach
to reduce their size without sacrificing performance. As lan-
guage models have become larger, their resource require-
ments and latency have also increased, leading to higher
costs. The authors address this issue by investigating model
compression techniques. Their purposed method focuses on
structured pruning, which entails parameterizing each weight
matrix with a low-rank factorization and deleting rank-1 com-
ponents selectively during training. By doing so, the authors
achieve significant compression levels while outperforming

unstructured and block-structured pruning techniques in
language modeling tasks. Moreover, their approach offers
notable speed improvements during both training and infer-
ence stages. The paper also highlights the applicability of
their method to other aspects of large language models.
They demonstrate its effectiveness in pruning adaptive word
embeddings, which are crucial for language understanding.
Furthermore, they apply their structured pruning approach
to the BERT model and evaluate its performance on various
downstream fine-tuning classification benchmarks.

1) FILTER PRUNING
Filter pruning is a method used in NLP to minimise DNN
computational complexity and memory needs. In NLP tasks,
like language translation or sentiment analysis, neural net-
works often consist of multiple layers with numerous filters
capturing different linguistic features. Filter pruning involves
accessing the value of each filter depending on criteria like
weights or activation’s and removing filters that contribute
minimally to the network’s performance. This process helps
in reducing the model size, accelerating computations, and
improving efficiency without significantly sacrificing the
network’s overall performance. By selectively removing
redundant or less informative filters, filter pruning enables
more streamlined and resource-efficient NLP models. Filter
Pruning is depicted in Fig. 3.

Li et al. [35] discuss the problem of shallow neural
networks being the preferable option for applications with
limited processing and memory resources,in spite of DNN
leading-edge capabilities. The research focuses specifically
on the one-convolutional-layer CNN, which is frequently
used for text categorization and other natural language pro-
cessing (NLP) applications. In spite of that, it has been noted
that CNNs may have trouble handling terms in the dataset
that are unrelated to the task at hand, leading to sub-optimal
performance. While integrating attention mechanisms into
CNNs can alleviate this problem, it also consumes limited
resources. To tackle this issue, the authors suggest a unique
method to deal with misfitting by pruning words from
the dataset that are redundant to the task. The suggested
technique assesses each convolutional filter’s performance
based on its ability to generate features at the pooling layer.
Subsequently, words identified by underperforming filters
are pruned, eliminating irrelevant information for the task
at hand. The experimental findings reveal that the proposed
model surpasses the baseline CNN model with significant
improvements. Furthermore, the proposed model achieves
comparable or even superior performance, while requiring
fewer parameters and floating-point operations (FLOPs).
These characteristics make it an appealing option for
scenarios with limited resources, such as mobile applications.

2) CHANNEL PRUNING
Channel pruning in natural language processing (NLP) refers
to a method for reducing the computational complexity and
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FIGURE 3. Filter pruning removes the insignificant filters, and retraining the network [34].

memory requirements of neural models by eliminating excess
or redundant channels. In many tasks of NLP, like text
classification or sentiment analysis, neural networks often
employ convolutional layers to extract meaningful features
from textual data. These convolutional layers consist of
multiple channels, each responsible for detecting specific
patterns or linguistic features. However, not all channels
contribute equally to the network’s performance, and some
may even be redundant. Channel pruning aims to identify
and remove these redundant channels, thereby reducing the
model’s overall complexity without significantly sacrificing
accuracy. Channel pruning extends the idea of filter pruning
to the entire channels of convolutional layers. A channel in
a convolutional layer refers to the output of a single filter
applied to the entire input. Instead of pruning individual
filters, channel pruning prunes entire sets of filters (channels)
from the network, leading to a more significant reduction in
computational cost. In NLPmodels, channel pruning involves
removing entire sets of learned features. The process of
channel pruning is shown in Fig.4.

The process typically involves evaluating the importance
or contribution of each channel through methods like
magnitude-based pruning or sensitivity analysis. Pruned
models can generate significant computational reductions,
making them more effective for use in large-scale NLP
applications or on devices with limited resources.

Yu and Wu [37] introduces Unified Pruning Framework
for Vision Transformers (UP-ViTs), a unified pruning frame-
work for vision transformers, to address issues like large
model sizes, memory consumption, and computational costs.
Existing vision transformer pruning methods involve token
sampling, which hampers generalization and is challenging
to apply to NLP tasks. UP-ViTs prunes channels in a unified

FIGURE 4. Channel pruning amputates the entire channel of filters [36].

manner, covering all transformer components. It evaluates
the importance scores of each filter in a pre-trained ViT
and removes redundant channels based on compression
goals. The approach maintains token representation con-
sistency, ensuring generalization to downstream tasks. UP-
ViTs outperform previous ViTs with higher throughput and
can be extended to transformers in NLP tasks, showing
improvements on language modeling benchmarks. The prun-
ing method involves evaluating performance changes after
removing channels in specific components. Experimental
results demonstrate the effectiveness of UP-ViTs in achieving
high accuracy with compressed models while significantly
reducing computational complexity for vision transformers.

Liu et al. [38] introduced TCAMixer, a lightweight
Mixer model designed for edge devices to classify texts.
It addresses the challenges posed by large-scale model sizes
and expensive computing costs in deploying large pre-trained
models. The TCAMixer incorporates a novel Triple Concepts
Attention Mechanism, which abstracts textual concepts in
a human-like manner. Comparing it to counterparts like
pNLP-Mixer and HyperMixer, which are projection-based
MLP-Mixer and hyper-network models, respectively, the
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TCAMixer outperforms them significantly on several public
datasets. For instance, the TCAMixer achieves 3% higher
accuracy with a smaller model size of 0.177M. Additionally,
the TCAMixer performs at 85% to 98.7% of the large pre-
trained models’ performance but occupies only 1/3000 to
1/2000 of their size on most test datasets. The proposed
TCAMixer presents a promising solution for efficient text
classification on resource-constrained devices while main-
taining competitive accuracy compared to larger models.

3) LAYER PRUNING
Layer pruning involves removing entire layers from a neural
network. This approach may be used to minimise the size
and computing needs of various NLP models, such as RNNs
or transformer-based models [39]. Layer pruning can be
particularly effective when the network has multiple stacked
layers, allowing for removal of unnecessary layers without
significantly affecting performance.

Pruning criteria for layer pruning can be based on factors
such as layer importance or the layer’s impact on the
network’s output. For instance, layers with low contribution
to the model’s performance or minimal impact on the final
predictions can be pruned. By removing redundant layers,
the network can become more compact and computationally
efficient.

Jordao et al. [40] introduce a technique called Discrim-
inative Layer Pruning for Convolutional Neural Networks.
This approach involves assessing the discriminative power
of each layer in a CNN and subsequently removing the
least significant layers. The authors additionally show that
combining layer pruning with filter pruning in a cascading
manner can lead to enhanced utilization of memory, removes
36.70% of FLOP count, and faster predictions. Layer pruning
is one of the approaches used to decrease model complexity
and increase model performance.

Fan et al. [41] introduce a layer-wise model pruning
technique utilizing mutual information. The main motivation
behind this research is the desire to better the capability
of DNNs by reducing their computational complexity and
memory footprint without sacrificing performance. The
authors utilize mutual information as a measure to capture the
statistical dependency between layers and the target output.
By assessing the mutual information for each layer, they
can identify and prune layers with lower mutual informa-
tion, which indicates their potential redundancy or lesser
importance in the network. The proposed layer-wise model
pruning technique is conducted in a sequential manner, that
starts from the input layer and iteratively progresses towards
the output layer. At each iteration, the mutual information
between the current layer and the target output is estimated
and used as a criterion for pruning. The pruning process
involves removing the least informative layers, which helps
streamline the network and improve its efficiency. To evaluate
the effectiveness of their approach, the authors ran trials on a
variety of benchmark datasets, comparing the performance of
their pruned models to that of the original complete models.

The results of their experiments demonstrated that their
layer-wise model pruning technique effectively reduces the
computational complexity and memory requirements while
maintaining competitive accuracy levels. When compared to
the original models, the prunedmodels achieved considerable
reductions in the number of parameters and FLOPs, with
no appreciable deterioration in performance. Moreover, the
authors explored the impact of different pruning ratios on
the performance of the pruned models. They observed that
even with aggressive pruning ratios, the pruned models
maintained relatively high accuracy levels, indicating the
usefulness of the proposed approach in achieving significant
compression while preserving performance. The experiments
involve WMT14 En-Fr and WMT14 En-DE datasets and
include extra-large, large, base, and tiny models. The models
are trained on 16 V100 graphics processing units (GPUs)
with 32G memories, using Adam optimizer with specific
parameters. Beam search is employed for evaluation, and
BLEU scores, FLOPs, and practical speedup are reported for
single models without ensembling. The results demonstrate
that mutual information-based layer-wise model pruning
outperforms these strategies in terms of attaining larger
pruning ratios with equivalent or superior accuracy.

Peer et al. [42] introduce a method called Greedy-layer
pruning for shrinking transformer models in NLP tasks.
The authors aim to achieve a customizable tradeoff between
performance and speed without the need for additional
pre-training phases, unlike knowledge distillation methods.
Greedy-layer pruning operates through iterative layer pruning
using a greedy approach. The algorithm dynamically adjusts
the model size for specific downstream tasks, allowing
precise customization without sacrificing performance. The
method focuses on reducing computational costs while main-
taining high performance. Experimental results showcase
the effectiveness of Greedy-layer pruning. For BERT and
RoBERTa models, the approach achieves 95.3% and 95.4%
performance retention, respectively, while pruning 50% of
the layers. This demonstrates the ability of Greedy-layer
pruning to significantly reduce the computational require-
ments of transformer models while preserving a considerable
portion of their original performance. The paper highlights
the advantages of Greedy-layer pruning over distillation
methods. Unlike knowledge distillation, which typically
involves additional pre-training phases, Greedy-layer pruning
allows for dynamic adjustment of model size and perfor-
mance retention during the fine-tuning process itself. This
flexibility makes the method suitable for various NLP tasks
where computational efficiency is a crucial factor.

4) STRUCTURED WEIGHT PRUNING
Structured Weight pruning involves removing unimportant
weights from a neural network while preserving its structure.
This technique is widely used for model compression and
reducing computational requirements. In the field of NLP,
structured weight pruning has been applied to various tasks,
such as language modeling and sentiment analysis.
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FIGURE 5. Structured weight Pruning removes the weight
connections [31].

Weight pruning typically involves setting a threshold value
and then removing weights that fall below this threshold. The
threshold can be determined based on various criteria, such
as the weight magnitude, importance scores, or sensitivity
analysis.Once the threshold is set, any weights that fall below
it are pruned, and the related connections are deleted from the
network.

Pruning can be performed in an iterative manner, with
multiple pruning rounds. During each round, a certain
percentage or fixed number of the lowest magnitude or least
important weights are pruned. After pruning, the network
may undergo a retraining phase to fine-tune the remaining
weights and mitigate any performance degradation caused by
the pruning process.

Cho et al. [43] proposes Parameter-free Differentiable
Pruning (PDP), an efficient and effective train-time pruning
scheme for DNNs. PDP generates soft pruning masks
for weights during training without requiring additional
parameters, making it universal for various vision and
natural language tasks. It achieves state-of-the-art results in
model size, accuracy, and training cost. PDP outperforms
existing algorithms in random, structured, and channel
pruning tasks for vision and language models. For instance,
it achieves higher accuracy in ImageNet1k for MobileNet-
v1 at 86.6% sparsity and in Multi-Genre Natural Language
Inference for BERT at 90% sparsity. Moreover, PDP can be
applied to structured pruning like N:M pruning and channel
pruning, outperforming state-of-the-art results in tasks such
as 1:4 structured pruning of ResNet18 and channel pruning
of ResNet50. Overall, PDP provides a powerful and efficient
solution for model compression and optimization across a
wide range of DNN architectures and tasks.

The technique is shown in fig. 5. Weight pruning offers
several advantages. It minimises the memory footprint
of the model, making it more suited for deployment on
resource-constrained devices. Pruned models also require
fewer computations, resulting in faster inference times.
Moreover, weight pruning can enhance model interpretability
by exposing the most critical connections and features.

5) BLOCK PRUNING
Block pruning is a technique that expands structured methods
by taking into account blocks of any size and incorporates

this structure into the movement pruning paradigm for fine-
tuning. Instead of removing individual weights or neurons,
the method entails identifying and removing whole blocks of
the model, such as attention heads. This strategy keeps the
model’s performance while enabling more effective pruning.
In Block pruning a large pre-trained transformer model is
trained on the given task before putting this strategy into
practice. Then, entire blocks of the model that are believed
to be unnecessary for the task at hand are identified and
eliminated using movement pruning algorithm.

Lagunas et al. [44] also introduce a brand-new metric
known as ‘‘block importance’’ to assess howmuch each block
contributes to the overall performance of the model. Then
after pruning, the authors fine-tuned the pruned model on
the same task, and compare its performance to the original,
un-pruned model. Experiments explore classification and
generation tasks, providing, among other things, a pruned
model that is 2.4x quicker, 74% smaller BERT on SQuAD
v1, with a 1% drop on F1, competitive in both speed and size
with distilled models.

Pheng et al. [45] explores the use of column-balanced
block-wise pruning to accelerate Transformer models on
field-programmable gate arrays (FPGAs). While weight
pruning has been studied for reducingmodel size onGPUs, its
application on FPGAs has not been investigated. The authors
create an FPGA acceleration engine for the Transformer’s
balanced block-wise matrix multiplication. The experimental
findings show that the FPGA implementation achieves a
latency of 10.35 ms for Transformer inference with a batch
size of 32, delivering a 10.96x speedup over the central
processing unit (CPU) platform and a 2.08x speedup over the
GPU platform.

Li et al. [46] uses a hardware-friendly block-structured
pruning method for efficient large-scale language represen-
tations based on Transformers. The need to increase the
efficiency of DNNs by decreasing their computational com-
plexity and memory footprint without losing performance is
the driving force behind this study.

A block-based pruning framework (BLCR) meant to speed
DNN execution on resource-limited computing platforms,
notably mobile devices, is introduced by Ma et al. [47].
To achieve high sparsity while exploiting on-device par-
allelism, BLCR combines a flexible structured pruning
approachwith a reweighted regularisationmethod. It includes
both CNNs andRNNs, with computation-intensive layers like
convolutional and fully linked layers supported. Furthermore,
the system incorporates compiler-based code optimisation
to enable real-time DNN inference on mobile devices while
maintaining accuracy.

6) MOVEMENT PRUNING
Movement pruning is a first-order weight pruning method
which is mostly used to fine-tune the pertrained models.
Movement pruning iteratively prune the weights by using
least absolute movement which is the difference between
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weights values in current and previous iterations. Movement
pruning produces a smoother distribution of residual weights
that spans the whole interval except for values near to zero.
Sanh et al. [48] exploit movement pruning to introduce
adaptive sparsity in neural networks which is achieved in two
steps. 1: in training of network separate mask is used for
each layer for determining the importance of each connection,
initially the values of mask are set to all ones then the values
of mask are updated based on gradients of loss function
to prune the unimportant connections. 2: to recover the
performance of the pruned network fine–tuning is performed.
For this perturbations to the pruned connections during
fine-tuning are introduced. These perturbations help the
network explore alternative paths and improve its ability to
recover from the pruned state. The authors undertake tests on
several deep learning architectures, including feed-forward
networks, convolutional neural networks, and recurrent
neural networks, to evaluate their technique. The results
reveal that Movement Pruning achieves substantial sparsity
while preserving or even boosting network performance
when compared to the original dense networks. The authors
also compare their method to current pruning strategies
and show that it outperforms them in terms of sparsity-
performance trade-off.

The framework proposed by Joniak and Aizawa [49]
focuses on identifying a subset of the model that exhibits
reduced gender bias. To achieve this, attention heads in the
transformer-based models are selectively pruned at either
the block or entire head level. By pruning specific attention
heads, the authors aim to mitigate the propagation of gender
bias within the model’s representations and predictions.
The effectiveness of the approach is demonstrated through
experimental evaluation. The authors evaluate the trimmed
models’ performance on gender bias-related tasks and bench-
marks. The results showcase the efficacy of the framework
in reducing gender bias, as the pruned models exhibit
improved fairness and reduced biases in their predictions.
Furthermore, the authors propose improvements to existing
debiasing techniques, highlighting the potential of movement
pruning as a valuable tool in mitigating bias. By selectively
removing attention heads associated with gender bias, the
framework provides a targeted approach to address and
rectify biases in pre-trained language models. One crucial
finding highlighted in the paper is the trade-off between bias
mitigation and model performance. The authors reveal that
higher model performance often correlates with increased
gender bias. This observation sheds light on the inherent
challenges in achieving both fairness and high accuracy
simultaneously. It encourages academics and practitioners
to carefully explore and balance these variables while
designing and using transformer-based language models. The
importance of this study rests in its investigation of gender
bias in pre-trained language models and the development of
a methodology that effectively tackles this prejudice through
movement trimming. By selectively pruning attention heads,
the authors demonstrate the potential to mitigate gender

bias and improve fairness in language models. The findings
contribute to ongoing discussions on bias in natural language
processing and highlight the importance of developing
debiasing techniques that go beyond post-hoc interventions.

B. UNSTRUCTURED PRUNING
Unstructured pruning is a NLP approach used to minimise
the size and complexity of neural networks used for
language modelling, text classification, machine translation,
and other NLP applications. This pruning technique involves
selectively removing individual weights or parameters from
the network, typically based on their magnitudes or impor-
tance scores. By eliminating redundant or less significant
parameters, unstructured pruning aims to achievemodel com-
pression, improved efficiency, and reduced computational
requirements without significantly sacrificing performance.
The process of unstructured pruning involves two main
steps: identification and removal. In the identification step,
each weight or parameter in the network is evaluated based
on a predefined criterion, such as magnitude or sensitivity
analysis. Magnitude-based pruning, for example, ranks the
weights according to their absolute values, allowing the
removal of those with the smallest magnitudes. Depending
on the pruning approach, this rating can be done globally or
layer-by-layer. Once the weights or parameters are ranked,
the removal step involves discarding a certain percentage of
the least important ones. This removal can be performed by
setting the corresponding weights to zero or by completely
eliminating the associated connections. In some cases,
a threshold is applied to determine the cutoff point for
pruning, allowing finer control over the sparsity level of the
pruned model.

One of the primary advantages of unstructured pruning
is its flexibility in targeting specific weights or parameters,
making it suitable for reducing the model size while
preserving important network structures. However, this
flexibility comes at the cost of irregular sparsity patterns,
as individual weights are pruned independently. Conse-
quently, unstructured pruning can lead to inefficient memory
access and inefficient deployment on hardware accelerators
optimized for dense matrix operations. To address these
issues, additional techniques such as structured pruning
and weight sharing can be applied in conjunction with
unstructured pruning [7], [30], [50], [51], [52], [53].

In the context of NLP, unstructured pruning can be applied
to various components of neural network models, including
word embeddings, recurrent connections, and fully connected
layers. The main objective is to identify and eliminate
parameters that are deemed less important or redundant,
thereby reducing themodel’s memory requirements and com-
putational demands while striving to maintain or minimize
the impact on performance.

Unstructured pruning in NLP seeks to establish a compro-
mise between model reduction and acceptable performance.
It allows for more aggressive parameter removal compared
to structured pruning methods but may also pose challenges
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FIGURE 6. Unstructured Pruning reduces the network by irregular
removal of neuron units [54].

such as potential accuracy loss or the need for careful
fine-tuning.

Unstructured Pruning is depicted in Fig 6. Li et al. [7]
present an unstructured weight pruning approach for CNNs.
The authors offer a metric for measuring the relevance of
filters and prune filters systematically depending on their
importance. The results show that unstructured pruning
can minimise the number of parameters while preserving
performance.

Narang et al. [50] investigate the use of unstructured
pruning in the context of recurrent neural networks (RNNs).
The authors want to know how weight pruning affects
RNNs and suggest a structured regularisation strategy to
encourage sparsity in these networks. By exploring the
potential of unstructured pruning, they aim to reduce the
number of parameters in RNNs while minimizing the impact
on performance. The study begins by highlighting the
significance of sparsity in deep learning models, especially
in scenarios where computational and memory resources are
limited. RNNs, being widely used in various NLP tasks such
as language modeling and sequence generation, can benefit
from pruning techniques to alleviate the computational
burden and improve efficiency. However, the unique recurrent
structure of RNNs poses challenges in applying traditional
pruning methods effectively. To address these challenges,
Narang et al. propose a structured regularization technique
that encourages sparsity in RNNs. This regularization
technique introduces a penalty term based on the L1 norm
of the weights, encouraging a large number of them to be
set to zero. By incorporating this regularization term into
the training objective, the authors aim to promote sparsity
during the learning process. The experimental evaluation
conducted by the authors showcases the effectiveness of
unstructured pruning in reducing the number of parameters
in RNNs. By applying the proposed structured regularization
technique, they successfully induce sparsity in the RNNs
without a significant loss in performance. The experiments
demonstrate that the pruned RNNs achieve comparable or
even improved performance on tasks such as languagemodel-
ing and speech recognition. Furthermore, the authors examine
how different sparsity levels affect the performance of pruned
RNNs. They discover that even at high sparsity levels,
trimmed models may outperform their dense counterparts.

FIGURE 7. Neuron Pruning removes the neurons form the network [53].

This discovery demonstrates the potential of unstructured
pruning to dramatically lower RNN memory and compute
needs while maintaining RNN efficacy in NLP workloads.

Chen et al. [51] addresses the challenges posed by
unstructured sparsity after pruning in the implementation
of deep learning models. The authors suggest a technique
of compression that combines unstructured pruning with a
unique weight permutation mechanism. The sparse weight
matrix is further compressed into a tiny and dense shape
by permuting it, maximising hardware resource utilisation.
When compared to state-of-the-art approaches, the suggested
method yields a 10.28x improvement in matrix compression
rate. As a result, throughput and energy efficiency are
increased by 2.12 and 1.57 times, respectively. The approach
is named ‘‘Tight Compression’’ and offers a promising
solution for efficiently compressing CNN models.

1) NEURON PRUNING
Neuron pruning aims to remove unnecessary neurons or units
from neural network architectures. In the context of NLP,
this technique involves eliminating unimportant neurons in
language models. The process of neuron pruning typically
involves identifying and removing neurons based on their
importance or contribution to the overall network. Several
criteria can be used to determine the importance of a neuron,
such as its activation level, its impact on the network’s output,
or its connection weights. Neurons that are deemed less
important can be pruned, eliminating their connections and
reducing the overall complexity of the network. The process
of Neuron pruning is described in Fig 7.

The pruning process can be performed iteratively, where
pruning is done in multiple rounds. During each round,
a certain percentage or fixed number of neurons with the
lowest importance scores are pruned. After pruning, the
network may undergo a retraining or fine-tuning phase
to compensate for the removed neurons and regain its
performance.Neuron pruning can offer several benefits. It can
help reduce the memory footprint of the network, making
it more efficient for deployment on resource-constrained
devices. Additionally, pruning can lead to faster inference
times by reducing the number of computations required.
Pruned networks can also be more interpretable as the
removal of redundant neurons can reveal the important
connections and patterns in the model.
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Hu et al. [52] propose a method called ‘‘Network
Trimming’’ to design efficient DNNs. The approach involves
iteratively pruning unimportant neurons based on their
outputs, specifically targeting zero activation neurons that
are deemed redundant. After pruning, the network is
retrained using the pre-pruning weights as initialization. This
pruning-retraining cycle is repeated to further reduce zero
activations. Experiment findings on LeNet andVGG-16 show
that the suggested technique achieves large compression
ratios without losing accuracy and, in some cases, improves
accuracy over the original network. Network Trimming is a
data-driven technique to building efficient deep architectures.

Yu et al. [53] propose a method called Neuron Importance
Score Propagation (NISP) for pruning deep CNNs. NISP
seeks to simultaneously prune neurons based on minimising
the reconstruction error of key responses in the final
response layer (FRL), which is the second-to-last layer
before classification, as opposed to previous approaches that
focus on individual layers or successive layers. The method
measures neuron relevance using feature ranking techniques,
formulates network pruning as a binary integer optimisation
problem, and develops a closed-form solution for pruning
neurons in earlier layers. When tested on numerous datasets
and CNN models, NISP achieves considerable acceleration
and compression with low accuracy loss.

In [55] the authors explore the application of regularization
in DNN pruning. They introduce a new scenario where
the regularization gradually increases in strength, addressing
two key problems in pruning: pruning schedule and weight
importance scoring. The authors propose an L2 regularization
variant with rising penalty factors, which leads to significant
accuracy gains compared to traditional one-shot pruning
methods. The growing penalty scheme also enables the
utilization of Hessian information for more accurate pruning
without the need for precise Hessian values.

2) MAGNITUDE BASED PRUNING
Magnitude-based pruning is the practise of pruning weights
based on their magnitudes, with lower magnitudes regarded
less relevant and trimmed. This strategy is based on the idea
that tiny weights contribute less to the overall performance of
the model. The model’s size and computational complexity
can be lowered by deleting these less significant weights.
Magnitude-based pruning has been used successfully in
NLP applications including machine translation and senti-
ment analysis.Magnitude-based pruning selectively removes
weights with the smallest magnitudes (i.e., absolute values).
See et al. [56] compress RNN models for NMT using
magnitude-based pruning combined with retraining. After
pruning, they further refine the pruned network through fine-
tuning, aiming to achieve improved performance.

Li et al. [57] propose Optimization-based Layer-wise
Magnitude-based Pruning (OLMP) as a unique strategy for
compressing DNNs in their paper. OLMP aims to achieve
effective model compression while controlling accuracy
loss by automatically modifying layer-specific criteria. The

method utilizes strong derivative-free optimization methods
to find optimal solutions for threshold tuning as a constrained
optimization problem. OLMP operates iteratively, pruning
the network to reduce its size while meeting accuracy
requirements and then fine-tuning the pruned model to
recover any potential accuracy loss. Experimental evaluations
on LeNet-style and AlexNet-style networks demonstrate that
OLMP outperforms state-of-the-art approaches in terms of
compression ratios while maintaining competitive accuracy
levels. OLMP offers automated threshold tuning, eliminating
the need for manual setting and leveraging powerful opti-
mization algorithms for efficient pruning configurations. The
layer-wise approach of OLMP contributes to more effective
DNN compression and improved overall efficiency, making
it a promising method for addressing the demand for efficient
DNNs.

Lee et al. [58] introduce Layer-Adaptive Magnitude-based
Pruning (LAMP) to address the challenge of selecting layer-
wise sparsity in neural network pruning. They emphasize the
importance of optimal sparsity selection for reducing model
complexity and enhancing efficiency. Existing approaches
often use manual heuristics or computationally intensive
hyperparameter search. LAMP overcomes these issues by
proposing a data-driven solution. It introduces an importance
score that combines weight magnitudes and model-level
L2 distortion, aiming for an optimal balance between
sparsity and network performance. LAMP eliminates the
need for manual tuning and heavy computation, utilizing the
importance score to guide pruning automatically, reducing
complexity in the process.

Hong et al. [59] provide Multi-objective Magnitude-
based Latency-Aware Pruning (MMLAP), a new layer-wise
magnitude-based pruning strategy for compressing DNNs
that takes latency into account. MMLAP tries to minimise
DNN inference latency by reducing network connections.
Unlike previous methods, MMLAP directly captures latency
and employs a novel multi-objective evolutionary algorithm
to optimise both the accuracy and latency efficiency of
the compressed networks during the hyper-parameter tuning
of layer-wise magnitude-based pruning (LMP). The exper-
imental findings show that MMLAP is competitive with
known LMP approaches and that multi-objective optimisa-
tion is successful in generating Pareto-optimal compressed
networks in terms of accuracy and latency. Li et al. [60]
introduce a stage-wise magnitude-based pruning (SW-MBP)
technique tailored for RNNs in NLP tasks. The authors
recognize the unique characteristics of RNNs, which consist
of recurrent connections that play a crucial role in capturing
sequential dependencies in NLP tasks. In order to account for
this recurrent structure, SW-MBP groups connections based
on their intersection with recurrent neurons. This grouping
allows for a more accurate and targeted pruning approach,
as it considers the impact of pruning on both feedforward
and recurrent connections. The pruning process in SW-MBP
is conducted in stages. At each stage, connections within a
group are pruned based on their magnitude. Magnitude-based
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pruning identifies connections with low magnitudes that con-
tribute less to the overall network performance. By removing
these connections, the network’s complexity is significantly
reduced without sacrificing performance. To achieve the
best pruning results, an optimization-based pruning approach
is employed within each group. This approach enhances
the optimization of the connection selection process. The
optimization process ensures that the most redundant and
least informative connections are pruned, leading to a
more efficient and streamlined network. Experimental results
shows the supremacy of SW-MBP over conventional RNN
pruning methods. The proposed technique achieves impres-
sive connection pruning rates of up to 96.84%, indicating
a significant reduction in the number of connections while
maintaining high precision indicators on testing datasets.
This demonstrates how well SW-MBP works in lowering the
computational difficulty and memory requirements of RNNs
in NLP applications.

3) ITERATIVE PRUNING
Iterative pruning is a technique used in natural language
processing (NLP) to minimize the size and computing
demands of neural network models used for NLP applica-
tions. The process of iterative pruning involves a gradual
selection and removal of less important components, such
as channels, weights, or neurons, from the network. The
objective is to iteratively prune the model while minimizing
any negative impact on its performance. Iterative pruning
is often used in natural language processing (NLP) models
that use architectures such as convolutional neural networks
(CNNs) or recurrent neural networks (RNNs) for tasks such
as text classification, sentiment analysis, machine translation,
or natural language comprehension.

The iterative pruning procedure typically encompasses the
following steps:

1) Attempting: In this stage, a subset of components, such
as channels or neurons, is pruned from the network.
The effect of this pruning on the model’s performance
is evaluated to estimate the resulting accuracy decrease.

2) Selecting: A selection technique is used to determine
the layers, channels, or components that have the least
influence on the overall network performance. These
less important components are prioritized for further
trimming.

3) Pruning: The selected components are then removed
from the network, effectively reducing its size and
computational complexity. The pruning criteria may
involve factors like importance scores, activation
levels, or weight magnitudes.

Following the pruning stage, the network is typically
fine-tuned or retrained to restore its performance. This
fine-tuning process enables the network to adapt to the pruned
architecture and regain its accuracy.

Mallaya and Lazebnik [61] provide PackNet, a method
for incorporating several tasks into a single DNN without
encountering catastrophic forgetting. The method is inspired

by network pruning techniques, which find and remove
redundancies in big networks to provide a place for new
tasks to be learned. The authors systematically integrate
several jobs into a single network via iterative pruning and
re-training, guaranteeing minimum performance degradation
and storage overhead. PackNet optimizes for each individual
job, as opposed to earlier approaches that rely on proxy losses
to retain accuracy on older tasks. Extensive testing on various
network designs and large-scale datasets shows that PackNet
is more resilient to catastrophic forgetting than previous
techniques. Notably, the scientists successfully combined
three fine-grained classification tasks into a single VGG-16
network trained on ImageNet, attaining accuracies equivalent
to individually trained networks for each job.

Rajaraman et al. [62] present a technique for identifying
COVID-19 pulmonary symptoms using chest X-rays using
iteratively trimmed deep learning model ensembles. The
investigation focuses on the Severe Acute Respiratory
Syndrome Coronavirus 2 (SARS-CoV-2) virus, also known
as the novel Coronavirus (2019-nCoV) that causes COVID-
19. On publically accessible chest X-ray datasets, the
researchers train and test a proprietary convolutional neural
network and pre-trained models to learn modality-specific
feature representations. They use and fine-tune their knowl-
edge to improve performance and generalization when
identifying chest X-rays as normal, indicating bacterial
pneumonia, or exhibiting COVID-19-related abnormalities.
The best-performing models undergo repeated pruning,
a technique of lowering network complexity by deleting less
relevant connections or parameters, to improve complexity
and memory efficiency. To improve classification perfor-
mance, the predictions of these trimmed models are pooled
using various ensemble procedures. Experiment results show
that the weighted average of the best-performing pruned
models enhances performance substantially, with an accuracy
of 99.01% and an area under the curve of 0.9972 in
identifying COVID-19 discoveries on chest X-rays.

4) LOTTERY TICKET HYPOTHESIS
A randomly initialized, dense neural network comprises a
subnetwork that is initialized in such a way that, when
trained in isolation, it can equal the original network’s test
accuracy after training for no more than the same number of
iterations. The Lottery Ticket Hypothesis in NLP proposes
that inside a large neural network, a sparse subnetwork
known as the ‘‘winning ticket’’ can achieve equivalent or
higher performance than the original dense network. This
hypothesis is based on the idea that during the network’s
initialization, only a small fraction of the connections and
weights are truly necessary for optimal performance. In the
context of NLP, the lottery ticket hypothesis has been
applied to transformer-based language models like BERT
and GPT. The process begins with the random initialization
of a large neural network. The network is then trained
on a specific NLP task using standard training procedures.
After training, a pruning algorithm is used to identify and
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remove unimportant connections or weights based on certain
criteria, such as weight magnitude. The pruned network is
reinitialized, and a fine-tuning process is applied to recover
its performance.

Chen et al. [63] investigate the presence of trainable and
transferrable subnetworks within large pre-trained models
like BERT in the context of NLP. It highlights the emergence
of the lottery ticket hypothesis, which suggests that smaller
subnetworks within these models can achieve full accuracy
when trained in isolation and can be transferred to other
tasks. The authors want to integrate these two findings by
investigating if such trainable and transferable subnetworks
exist in pre-trained BERT models. They do a number of
tests on a variety of downstream tasks to find matched
subnetworks with sparsities ranging from 40% to 90%.
The study demonstrates that subnetworks discovered on the
masked language modeling task, which is also used to pre-
train BERT, have universal transferability. This means that
they can be effectively applied to different downstream tasks.
However, subnetworks found on other tasks show limited
transferability, or in some cases, no transferability at all. This
distinction suggests that the nature of the task plays a crucial
role in determining the transferability of the subnetworks
within the BERT architecture.

Behnke and Heafield [64] focus on the attention mecha-
nism in transformer architectures, crucial for natural language
processing tasks. Previous research reveals that certain
attention heads lack confidence in their judgments and can be
trimmed, but directly removing them leads to model quality
reduction. To address this, the research employs the lottery
ticket hypothesis, removing attention heads early in training.
This hypothesis suggests trainable subnetworks within large
networks can achieve similar performance. By leveraging
this idea, unnecessary attention heads in transformers are
identified and pruned. Experiments in machine translation,
like Turkish to English, show promise. The pruned model
demonstrates a slight -0.1 change in the BLEU score, a key
translation quality metric, indicating effective trimming.
Ding et al. [65] examine the use of the lottery ticket concept
to build lightweight voice recognition models. Rather than
creating these models from scratch, practitioners frequently
opt to condense big pre-trained speech models. According
to the lottery ticket theory, very sparse subnetworks inside
bigger models may be trained independently without losing
performance. The researchers undertook comprehensive tests
on several voice recognition models, including CNN-LSTM,
RNN-Transducer, and Transformer models. They confirmed
the existence of very sparse winning tickets, which are
subnetworks that function similarly to the full models. These
winning tickets weighed less than 20% of the complete
models, with the lightest ticket retaining just 4.4% of the
weights.

V. COMPARISON OF DIFFERENT PRUNING TECHNIQUES
The following discussion provides a comparison among some
recent trends in pruning in the field of natural language

processing. Table 1 summarizes this comparison including
the advantages and disadvantages of the pruning techniques.

Yoon et. al. [66] proposed the TextPruner, an open-source
toolkit for pruning Natural Language Processing related
pre-trained models. It offers a structural pruning that is
utilized for vocabulary and transform pruning. Vocabulary
pruning enhances efficiency and mitigates the network size
by removing the tokens in pre-trained models that are not
related to downstream tasks. In transform pruning, it removes
the attention heads and neurons in feed-forward units based
on the already computed importance score. On the Cross-
lingual Natural Language Inference (XNLI) corpus using the
XLM-RoBERTa model, the scheme achieves up to 41.3%
model size. The proposed technique achieves up to 1.90x
speed up which is almost a 50% increase in processing speed.
However, the technique is self-supervised lacks flexibility in
fine-grain pruning, and loses accuracy after pruning.

Peer et. al. [42] proposed the Greedy-layer pruning
method which removes the layers of the network based
on some predefined fine-grain performance criterion. The
technique is evaluated on the GLUE benchmark using BERT,
and RoBERTa transformer models. The method achieves
mitigation from 67 M to 82 M parameters as compared to
108M parameters with inference time from 70 to 73 seconds
on CPU. This speed-up is 1.7 seconds for GPUs.

Li et. al. [67] proposed a filter-pruning mechanism using
Convolution Neural Networks (CNNs). The approach is
applied to a text dataset of cancer pathology reports by cancer
type for text classification. Like other pruning techniques, the
method focuses on the importance of each filter for pruning
by associating a utility score with a filter. After activation of
a filter for a training set is passed through the max pooling
operation, variation in resultant values across all training sets
is used to calculate the utility score of each filter. The method
achieved a reduction of a third less network weight with 7%
enchantment in the micro-averaged F1-score and 22% in the
macro-averaged F1-score.

Xu and Hu [46] proposed block pruning for BERT,
RoBERTa, and DistilBERT models. The method rearranged
the weight matrix into a row or column blocks format
and performed the pruning of blocks based on the l2norm
value against a predefined value. This structure pruning
supports parallel processing. The technique achieves 5x
weight pruning with negligible accuracy degradation on the
GLUE benchmark. Additional 1.79x compression is achieved
using knowledge distillation for little accuracy loss.

Wang [68] explore the fairness of the Natural Language
Processing (NLP) model due to various compression meth-
ods. The considered compression methods are pruning and
knowledge distillation on the GPT2 model. The paper mainly
discussed the contradictory hypotheses of Memorization,
and Winer takes it all. Memorization deliberates the loss of
unwanted and biased traits of corpus due to compression
methods. Compression methods mitigate the standard model
into a smaller model introducing bias itself in the second
hypothesis. The results demonstrate the empirical evidence
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TABLE 1. Comparison of different pruning techniques.

about knowledge distillation being less biased and toxic while
model compression may be viewed as regularization.

Yang et al. [69] proposed the code generator (SparseRT)
for hardware implementation of unstructured pruning e.g.,
GPUs. Traditionally, structured pruning introduces more
loss of accuracy as par unstructured pruning. However,
their efficient hardware implementation remains a question.
The proposed technique attempted to take advantage of
unstructured sparsity to increase the efficiency of sparse
linear algebra operations for transformer using the WMT
English-to-German 2014 dataset BLEU score. The technique
achieved 95% sparsity with 6.6 points accuracy loss.

Joniak and Aizawa [49] proposed the debiasing of the
Language model using Movement Pruning for gender.
The pruning of Attention heads and entire square blocks
of the BERT model is utilized to reduce the bias by
finding the subset of the existing Language model. Sentence
Encoder Association Test (SEAT) and Stereotype Score
metric are used for measuring bias. The finding determined
the performance and bias trade-off. A model having high
performance also has a high gender bias.

Li et. al. [60] presented stage-wise pruning of recurrent
neural networks (RNN) for NLP. Based on the magnitude
pruning method, the feed-forward layers and RNN layers

are removed to reduce the model size. The method enables
the network pruning of 96.84% connections without any
significant accuracy loss.

VI. CONCLUSION
Pruning techniques provide valuable solutions for improving
efficiency and performance in NLP tasks. The choice of
pruning technique depends on specific requirements and
trade-offs. Structured pruning techniques strike a balance
between efficiency and preservation of network structure,
while unstructured pruning techniques enable fine-grained
reduction but may require additional strategies for per-
formance preservation. Magnitude-based pruning offers
a simple approach with efficient results. By effectively
applying pruning techniques, NLP models can achieve
significant reduction in size and computational complexity
without compromising performance, thus paving the way
for more efficient NLP applications in resource-constrained
environments.

We have summarized some of the recent works on
pruning of Natural Language Processing–based deep learning
networks. This section provides more details about the
possible comparison of these pruning methods. In order to
provide the best pruning method is not simple. There is no
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clear criterion to describe the best approach. However, their
applicability is application-dependent.

• Structural ways of pruning like filter, channel, and
weight pruning are more convenient for applications that
require a compact version of the pre-trained model.

• The applications that require stable accuracy and
reduced model size, structural pruning provides reason-
able mitigation in network size with minimal accuracy
degradation.

• Structural pruning is more hardware-friendly than other
pruning techniques. Organized network sparsity is easy
to exploit in memory and processing implementation.

• Unstructured pruning is reasonable where applica-
tions require acceleration and no compromise on
performance.

Although all the above-mentioned techniques are orthogonal
to each other, however, various pruning methods can be
combined to maximize the punning advantage with minimum
accuracy loss. In the case of Convolution Neural Networks
(CNNs) that combine the two dimension convolution for
feature extraction and fully connected layer for classification,
filter or layer pruning and weight pruning can be applied.

VII. FUTURE WORK
This section summarizes the techniques’ challenges and
possible directions for future work.

A. CONFIGURATION OF EXISTING MODELS
Most NLP-based tasks are implemented using well-defined
RNN, BERT, and LSTM models that imply these networks
have a fixed configuration like their architecture and
hyper-parameters. However, to handle more complex tasks,
plausible configurations for compressed models need to be
explored.

B. HYBRID PRUNING TECHNIQUES
Hybrid pruning techniques expand beyond a single pruning
strategy. They use several pruning techniques and may
merge them with additional compression approaches such as
quantization or knowledge distillation. This multi-pronged
approach intends to achieve greater levels of model
compression (lowering size and computing cost) while
limiting performance loss in NLP tasks.

Hybrid pruning can drastically reduce model size and com-
putational cost, making NLP models more suitable for use
on resource-constrained devices like smartphones. Hybrid
pruning can improve NLP task processing speed by lowering
model size and perhaps performing lower precision compu-
tations (quantization). Combining various pruning strategies
may raise the risk of performance degradation. Careful
examination and fine-tuning are essential to achieve the best
combination of compression and accuracy. Following are the
examples of hybrid pruning techniques employed for NLP:

1) Structured Pruning and Magnitude-based Pruning
This approach might first remove whole filters or
channels based on their low significance (structured

pruning). The remaining network might then be
pruned to remove individual weights with very low
magnitudes. This combination takes advantage of the
benefits of bothmethods: structured pruning for coarse-
grained reduction [70] and magnitude-based pruning
for finer-grained optimization [71]. Guo and Li [72]
introduces a hybrid pruning technique that combines
coarse- and fine-grained strategies to balance accuracy
and computational efficiency in neural networks.
Initially, coarse-grained pruning recognizes channels
for removal while maintaining an acceptable accuracy
decrease, followed by fine-grained pruning, which
deletes weights below predicted thresholds, lowering
network size and computational load. This hybrid
technique outperforms single pruning strategies in
models like as AlexNet and ResNet, reducing FLOPs
by 60% and parameter count by almost 80% on the
CIFAR-10 dataset.

2) Filter Pruning and Quantization
Filter pruning removes irrelevant filters, but quanti-
zation decreases the precision of remaining weights
(e.g., from 32 to 8 bits) [73]. Because of the lower
precision computations, this hybrid strategy has the
potential to reduce model size significantly and speed
up inference times. Liu et al. [74] introduced a
technique that uses dynamic and sparse graph (DSG)
structures in deep neural networks (DNNs) to achieve
compressive memory and faster execution in both
the training and inference stages. Unlike previous
studies, which primarily optimize for inference, this
method addresses the training challenge by selectively
activating a small number of neurons with high
selectivity using dimension-reduction search (DRS)
and ensuring batch normalization (BN) compatibility
via double-mask selection (DMS). The experimental
findings show considerable memory savings (1.7-4.5x)
and operation reductions (2.3-4.4x) with negligible
accuracy loss across several benchmarks.

3) Knowledge Distillation and Unstructured Pruning
Knowledge distillation is the process of moving
knowledge from a large, pre-trained teacher model to a
smaller student model. Following distillation, unstruc-
tured pruning might further compress the student
model without dramatically reducing performance.
The teacher model serves as a safety net for the
student, allowing for more severe pruning. Because
edge devices lack computing capacity for DNNs,
Kim et al. [75] introduced a unique compression
approach known as PQK. PQK uses pruning, quan-
tization, and knowledge distillation (KD) to produce
efficient models. Unlike standard techniques, PQK
constructs a teacher network using pruned weights in
order to develop a better student network without prior
training. This method, which includes iterative pruning
and quantization, followed by teacher-student training
within the same network, successfully tackles resource
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restrictions, as proven in keyword spotting (KWS) and
image recognition tasks.

Exploration of various pruning strategies for NLP-based
tasks according to applications and the study of their merging
effect with other compression techniques on the amount
of compression and performance of deep learning models
(e.g., combining the quantization, pruning, or knowledge
distillation) must be conducted. Investigating the synergistic
impact of these strategies might improve the efficiency and
performance of NLP models even more.

C. TRANSFERABILITY OF PRUNED MODELS
There are various pre-trained models available in the
literature that have been fine-tuned for NLP related tasks.
Some of them are discussed below:

1) BERT for Named Entity Recognition (NER) Bidi-
rectional Encoder Representations from Transformers
(BERT) models, which were previously trained for
tasks like as language modeling and sentence classifi-
cation, have been pruned and fine-tuned for NER tasks
[76]. They have obtained competitive performance
in identifying named items such as person names,
organization names, and places by removing specific
layers or parameters and fine-tuning the model using
NER datasets.

2) GPT for Text Summarization Generative Pre-trained
Transformers (GPT) models, which are recognized
for producing coherent text, have been pruned and
fine-tuned for text summarization tasks [77]. They
developed efficient models capable of producing short
summaries of larger texts by deleting extraneous
parameters and fine-tuning summarization datasets.

3) ALBERT for Sentiment Analysis A Lite BERT
(ALBERT) models are a more compact form of BERT
models produced by parameter reduction approaches,
have been used in applications such as sentiment
analysis [78]. Researchers have created algorithms that
can successfully assess the sentiment of a movie by
reducing ALBERT further or utilizing it as a starting
point for fine-tuning. Utilizing the Albert model trained
on Stanford’s ‘‘movie review dataset,’’ [78] achieved
89.05% accuracy in sentiment analysis, outperforming
traditional LSTM and GRU models by 3%.

4) DistilBERT for Question Answering DistilBERT,
a distilled version of BERT, has been modified for
question-answering jobs [79]. Authors build models
ideal for tasks such as extracting responses from text
passages by pruning BERT and distilling its knowledge
into a smaller model such as DistilBERT, while
preserving competitive performance and decreasing
computing cost.

5) Transformer-Based Models for Machine Transla-
tion Machine translation tasks have been performed
using transformer-based models such as BERT or
GPT, following pruning and fine-tuning [80]. They
have produced encouraging results by customizing the

models to translate text across different languages,
using the information gained during pre-training and
applying it to translation tasks.

Exploration of the transferability of pruned models across
different NLP tasks or domains must be performed. Under-
standing how pruning in one task can be leveraged to benefit
other related tasks or domains can lead to more efficient
model design and deployment.

D. ROBUSTNESS AND GENERALIZATION
Pruning may affect a model’s robustness and generalization
in a variety of ways, with empirical evidence indicating
both positive and negative impacts depending on the pruning
technique, task, and other factors. The positive impacts of
pruning are discussed below:

1) Pruning can serve as a type of regularization, lowering
model complexity and preventing overfitting. Pruning
might encourage the model to focus on the most
informative characteristics, resulting in better general-
ization [17].

2) Pruning can help the model learn simpler and more
interpretable representations of the input. Simplified
representations frequently result in greater general-
ization since the model is less likely to remember
noise or irrelevant features from the training data.
Han et al. presented the ‘‘Deep Compression’’
approach, which compresses neural networks using
pruning, quantization, and Huffman coding. They
showed that compressed models might achieve similar
or even higher accuracy than original models on a
variety of image classification tasks while being much
smaller and more computationally efficient [4].

3) Pruning decreases the size of the model, resulting
in greater computing efficiency. This efficiency may
result in speedier training and inference durations,
allowing the model to generalize more successfully
across diverse datasets or tasks [6].

The negative impacts of pruning are enumerated below:

1) Loss of Information: Pruning can remove connections
or parameters that are significant for the model’s per-
formance on unseen data. If pruning is too aggressive or
not done appropriately, it might result in the loss of crit-
ical information and diminished generalization [81].

2) Certain pruning approaches may produce models that
are sensitive to initial parameter values or pruning
thresholds. This sensitivity might make it difficult to
attain consistent performance across different runs or
datasets, reducing the model’s resilience [82].

3) The effect of pruning on resilience and generalization
varies depending on the task and dataset. A model that
performs well on one task after pruning may not gen-
eralize as well to another task or dataset, emphasizing
the significance of task-specific assessment [82].

The effects of pruning on model robustness and gen-
eralization capabilities must be explored as pruning may
introduce new challenges, such as sensitivity to adversarial
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attacks or over-fitting to specific training data. Research
should focus on techniques that enhance model robustness
and generalization performance after pruning.

E. HARDWARE-FRIENDLY PRUNING
Pruning methods differ in their hardware compatibility, and
applying them on different devices might provide a variety of
issues. These are discussed below:

1) Structure Pruning: This strategy removes whole
layers or sub-networks from the model. It can be
possibly hardware-friendly because it simplifies the
overall design. However, changing hardware to remove
whole layers or sub-networks can be challenging,
especially with fixed-function hardware such as
Application-Specific Integrated Circuits (ASICs) or
FPGAs [83].

2) Filter Pruning: Filter pruning involves removing com-
plete filters (also known as kernels or channels) from
convolutional layers depending on their significance
ratings. This approach can minimize computational
complexity and the pruned networks can be imme-
diately installed on off-the-shield platforms without
the need for specialized hardware or libraries, this
technique is hardware-friendly [84].

3) Layer Pruning: Layer pruning removes entire layers
from the network based on their relevance. Hardware
compatibility is determined by the hardware’s ability
to accept various network depths dynamically. It could
be difficult on hardware with fixed architectures [85].

4) Channel Pruning: Channel pruning, like filter prun-
ing, removes all channels (or individual feature maps)
from convolutional layers. Hardware implementation
issues include maintaining irregular tensor forms and
effectively skipping channels during inference [86].

5) Movement Pruning: Movement pruning aims to
reduce the amount of connections that cause movement
in the activation region during training. Hardware
compatibility is dependent on the ability to efficiently
skip or decrease connections dynamically during
inference, which may need specific hardware support.
Movement-pruned models are quite sparse and make
for effective storage. In simple terms, sparse matrices
are matrices with a large number of zeros inside
without particular hardware enhancements. Hardware
manufacturers have recently released chips made
especially for sparse networks [48].

6) Unstructured Pruning: Unstructured pruning
removes individual weights or connections from the
network. While it can achieve high compression rates,
hardware support for unusual sparsity patterns may
be difficult, particularly with hardware designed for
regular tensor operations. As unstructured pruning
isolates software from hardware and ignores the
computing and continuous transmission properties of
data flow in hardware, it is not hardware-friendly [86].

7) Magnitude-based Pruning: This strategy removes
weights with small magnitudes, presuming they are
less essential. Magnitude-based pruning requires less
memory usage and reduce computation, it is thought
to be hardware-friendly and is appropriate for use
on edge devices with constrained resources. However,
for effective sparse matrix computations, specialist
hardware support might be needed [60].

8) Iterative Pruning: Iterative pruning involves repeat-
edly removing and fine-tuning the model. The irregular
sparsity patterns produced by the iterative pruning pro-
cess can result in inefficient memory access and com-
putation on hardware accelerators. Individual weights
are pruned by the algorithm, leading to non-structured
sparsity, which can be challenging for hardware to
optimize. Because the process is iterative, there are
less options for parallelization, which makes it less
appropriate for hardware acceleration. Nonetheless, the
approach can be modified to make use of methods like
sparse matrix compression and block-based pruning to
increase hardware efficiency [87].

9) Neuron Pruning: Neuron pruning involves removing
whole neurons from fully connected layers depending
on their value. Neuron pruning reduces network
parameters significantly speeds up processing and uses
less energy by removing entire neurons that are not
useful. Additionally, it minimizes weight matrices’
dimensions, making hardware implementation more
effective [88].

10) Lottery Ticket Hypothesis: The hypothesis proposes
that sparse, trainable sub-networks (winning tickets)
exist inside dense networks and may be identified
by pruning. Hardware compatibility relies on the
capacity to effectively identify and train sparse sub-
networks, which may need specific hardware support
for sparse tensor operations and dynamic network
reconfiguration [89].

Hardware implementation of NLP-based tasks in different
edge devices, mobiles, and robotics still has very stringent
constraints of limited memory and processing. How to
propose the pruning methods that fully exploit available
hardware is the crucial aspect that needs to be addressed.
Further, evaluating hardware constraints and designing prun-
ing techniques that align with specific hardware architectures
must be explored, as customizing the pruning strategies for
a particular hardware platform can maximize the efficiency
and performance gains by effectively leveraging the hardware
capabilities.

F. ADAPTIVE PRUNING FOR EVOLVING NLP HARDWARE
Future research on adaptable pruning methods should
concentrate on dynamically adjusting the pruning strategy
based on the hardware platform. For example, prioritizing
sparsity for CPUs, exploiting specific architectures like
tensor processing units (TPUs) and evolving characteristics
of NLP models, such as adapting to new architectures
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like transformers. This would guarantee the best model
compression and performance for both current and future
NLP hardware and model environments.

G. ETHICAL CONSIDERATIONS IN PRUNING FOR
SENSITIVE NLP APPLICATIONS
Pruning approaches must be ethically considered in sensitive
NLP applications such as healthcare and criminal justice.
Pruning techniques must be properly executed to prevent
exacerbating biases, compromising privacy, or producing
unfair results. Transparency, accountability, and thorough
review are required to ensure the proper use of prunedmodels,
to prevent unexpected results, and to maintain ethical norms
in sensitive domains.
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