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ABSTRACT Predictive analytics involves the use of Artificial Intelligence (AI) and Machine Learning
(ML) techniques to analyze current and historical data, identify patterns, and make predictions about future
outcomes. In the context of healthcare, predictive analytics is invaluable for understanding and addressing
various challenges, with a particular emphasis on predicting mortality rates in specific communities during
illnesses such as diabetes, heart disease, and drug overdose. In this study, we propose a unique approach
combining Feature Selection Regression based on Neighborhood Component Analysis (FSRNCA) with a
less complex single-layer Functional Link Artificial Neural Network (FLANN) model to predict mortality
rates using publicly available open-source inventory, i.e., Big Cities Health Inventory (BCHI). Our method-
ology leverages regularized FSRNCA to select relevant features from the BCHI dataset, considering factors
such as demographics, socio-economic indicators, and health metrics. Subsequently, the FLANN model
is trained using the selected features to predict mortality rates in diverse urban populations. The model
achieves a highR2 score of 91%, outperforming other competitiveML algorithms. Additionally, the proposed
technique is successfully tested with datasets such as PIMA, BUPA, ECOLI, and LYMPHOGRAPHY
for the classification of various other illnesses. Furthermore, FLANN exhibits minimal computational
complexity and rapid training-testing times, highlighting its practicality for real-world applications. The
minimal computational complexity and training-testing time between the dense multilayer neural networks
reveal the excellent potential and utility of the proposed technique.

INDEX TERMS Functional link artificial neural network, feature selection, machine learning, healthcare,
smart city, society.

I. INTRODUCTION
This Modern engineering innovations are assisting in mak-
ing all cities sustainable and intelligent. Governments are
developing smart city initiatives that aim to achieve sev-
eral goals, including improving performance, sustainability,
public participation, and service delivery [1]. Cities with a
diverse network of sensors and advanced techniques offer
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meaningful information. These data support the manage-
ment of industries, local administrations, social services,
healthcare, security, safety, and environmental sustainabil-
ity benefits [2]. The Internet of Things (IoT) and Wireless
Sensor Network (WSN) technologies are gaining popularity
today, and devices such as smartwatches or other sensor
modules can aid in the monitoring of an individual’s or a
community’s health. Big data devices, data analytics, and
AI models will be deeply integrated into smart city ecosys-
tems. These data can be used for city planning as well as
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FIGURE 1. Parameters of the public health.

disaster preparedness. A huge influx of population is coming
to metropolitan cities because of adequate job opportunities
and infrastructure for communication, water, energy, educa-
tion, safety, and health. Currently, healthcare services are a
major concern during pandemic days, and the sudden increase
in patients can stymie the entire healthcare system. Such a
situation can be addressed with the help of statistical tools
where early prediction is possible so that medical resources
can be deployed accordingly. It is evident that the average life
expectancy of a person enhances significantly with techno-
logical advancement during the last century. Providentially,
Artificial Intelligence (AI) or Machine Learning (ML)-based
regression model can predict such conditions, and also neces-
sary steps can be taken before any casualties [3], [4]. It uses
previous data inventory and mapped the input features and
target output to build a predictive model [5]. The developed
model can be deployed as a web or mobile application so
that the intensity of any illness can be measured as well as
managed [6].

In any megacity, people of various regions and races
are living together, and their diverse population, illiteracy,
poverty, and food habits are playingmajor roles in the public’s
health [7]. It may create numerous issues like specific dis-
eases, mental illness, radicalization, narcotics, or trafficking.
Figure 1 depicts the various disease conditions that influence
public health. It not only ensures wellness against specific
diseases, but it also reflects a community’s health services,
infrastructure, mental, and socioeconomic structure. These
factors play a major role in the overall health of a society and
need to be studied regularly so that any accident can be erad-
icated before any major causalities occur. Apart from that,
this research article mainly focuses on illnesses like diabetes,
cardiovascular disease, and drug overdose deaths. Also, what
are themajor factors that impact these diseases? This research

also aids the local authority in allocating healthcare resources
like hospitals, clinics, doctors, and nurses in the disease-prone
areas.

ML-based regression techniques are very helpful in design-
ing such an early predictive system by using available data
and solving several health-related problems [8], [9], [10].
These techniques are based on the analytical thinking of
humans and can solve any linear as well as non-linear prob-
lem by using inputs and target mapping. These techniques
are also used in the automated diagnosis of diseases of coro-
nary artery and heart [11], [12]. Verma and Aggarwal [13]
discussed the significant role ofML and FDA inmedicine and
validated COVID-19 drug discovery by usingML techniques.
Jangir et al. [14] have discussed the application of ML and
deep learning-based techniques in the diagnosis of diabetes
and discussed how this disease relies not only on blood
glucose level but also on parameters like obesity, age, sex,
and body mass index (BMI). Lotfi and Reazee [15] have dis-
cussed problems like the ‘‘dimensionality curse,’’ where there
are too many learning parameters in any multilayer neural
network-based technique. It will not only increase the com-
putational complexity of the regression algorithm but also
make the whole network sluggish. This can be circumvented
with the help of FLANN-based techniques and applied as a
universal approximator. The FLANN is used in the classifica-
tion of cancer gene and breast cancer [16], [17]. Apart from
the disease classification using FLANN, this research focuses
on the estimation of mortality in different illness conditions
in various communities by incorporating parameters crucial
information pertaining to ethnic demographics (e.g., Black,
White, Asian, Hispanic), educational attainment (e.g., col-
lege graduation rates), and various socio-economic indicators
(e.g., race-specific poverty rates, access to medical insurance,
participation in public assistance programs). Additionally,
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we compiled city-specific data on infrastructure expenditure
and demographic factors.

The proposed model helps in finding the upcoming
situation in the different illness conditions, and the key con-
tributions of this paper are listed as follows:

• We have compiled a 10-year dataset (2010–2020) from
authentic sources to facilitate the analysis of early pre-
dictions and feature importance

• We propose Feature Selection Regression using Neigh-
borhood Component Analysis (FSRNCA) to analyze the
importance of input attributes on diabetes, drug over-
dose, and cardiovascular disease death rates.

• The proposed computationally economical model,
Functional Link Artificial Neural Network (FLANN),
is designed to perform parallel prediction tasks.

• We compared the proposed technique with six other
state-of-the-art ML-based techniques, including Linear
Regression (LR), Support VectorMachine (SVM), Deci-
sion Tree (DT), Ensemble Learning (EL), Wide Layered
Artificial Neural Network (W-ANN), and Tri-Layered
Artificial Neural Network (T-ANN), based on various
subjective and quantitative metrics.

According to the author’s understanding, there is cur-
rently no reported literature on the application of the
FSRNCA-FLANN technique for predicting death rates
related to various illnesses. The article is structured as fol-
lows: Section II provides an overview of pertinent research.
Along with related work, key considerations of this research
are also discussed here. Section III highlights the mathemat-
ical approach of the designed algorithm, which consists of
feature selection as well as the proposed prediction model.
Finally, Sections IV and V explore significant observations
and their implications.

II. RELATED WORK
In this section, we discuss the use of ML in the various areas
of the healthcare sector, including diagnosis, predicting any
outbreak or alert on the basis of available data, and offering
an insight and intelligent decision-making capabilities. It also
highlights the requirement of current research.

A. EXISTING RESEARCH
Javaid et al. [3] presented a comprehensive survey discussing
the significance of AI and ML techniques in healthcare.
They explored the potential of computer-aided diagnosis and
how automation enhances treatment efficiency. Figure 2(a)
illustrates the current applications of AI for medical purposes.
Lyons and Lazaroiu [18] proposed the utilization of data
from smart cities using IoT modules to estimate the crisis
in the case of COVID-19. They included five parameters
in their study: age, race or ethnicity, gender, education, and
geographic region. Ghazal et al. [19] discussed available
ML-based techniques for diagnosing diseases in smart cities,
and Figure 2(b) showcases a few ML techniques applied in
different medical applications.

FIGURE 2. (a) AI & ML applications in healthcare sectors. (b) ML
algorithms in the medical sector.

Deep Learning (DL) networks such as Convolutional Neu-
ral Network (CNN) and Long Short-Term Memory (LSTM)
have been employed in disease diagnosis, and previous
research reports indicate their efficiency comparable to other
classification techniques [20], [21]. The convolutional filter
layer is utilized for feature selection and subsequent classifi-
cation purposes. Table 1 not only presents relevant research
but also highlights the efficacy of various ML approaches
in addressing health-related issues. ML and DL techniques
are applied in both conditions, i.e., computer-aided dis-
ease classification (diagnosis) and regression problems like
forecasting, where scientists estimate upcoming situations,
as seen in the case of COVID-19. Since these techniques
map input attributes to the target, the authenticity of the data
source is crucial in such conditions. The efficiency of these
techniques depends not only on the data source but also on
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FIGURE 3. California graphs (a) City Population, (b) Average Ethnic Population and (C) Percentage Poverty.

parameters such as the number of features considered during
training, whether those features are correlated with the target,
and the selection of ML models.

AI-based tools greatly aid in disease diagnosis and can
provide early alerts before any fatalities. However, they
require significant computational resources during deploy-
ment, especially when computationally expensive. Data size
sometimes plays a major role, and unnecessary attributes
may contribute to overfitting issues. Therefore, in addition to
dense layer networks like CNN and Multi-Layer Perceptron
(MLP), Subrajeet et al. have implemented a simple Artifi-
cial Neural Network (ANN) variant, such as FLANN, for
the segmentation of cancerous cells. This network does not
utilize any hidden layers and can effectively address nonlinear
problems. The researchers developed this model based on a
bloodstain image dataset, achieving an accuracy of up to 98%
during simulation [22]. The computationally less expensive
TinyML technologies, as highlighted in [23] provide new
opportunities in this field and inspire researchers to develop
simpler algorithms like FLANN. This research primarily
employs FSRCNA for feature selection, aiming to eliminate
overfitting in the proposed prediction algorithm. Addition-
ally, it utilizes one of the least computationally expensive
algorithms, i.e., FLANN, for predicting death tolls due to
various diseases in different socioeconomic conditions.

B. KEY CONSIDERATION
1) DATA COLLECTION
Data for the present work is collected from the Big Cities
Health Data Inventory (BCHI) and California is considered
a test case in this research [24]. This data repository is real
and built on the basis of various authorized sources. These
data offer a statistical view of different ethnic groups liv-
ing in the United States, along with information about their
health conditions across various parameters. For example,
Figure 3 illustrates the population distribution and city-wise
poverty level in California. The proposed predictive model

was constructed using ten-year data from six major cities and
four ethnic groups spanning from 2010 to 2020. The attributes
mainly included for this work are city information, years,
race, uninsured people, college graduates, poverty, public
assistance (including food), infrastructural expenses on parks,
and how these parameters impact public health.

2) COMPUTATIONALLY ECONOMICAL ML MODEL
Jun et al., have discussed the problem of overfitting with
ML models due to the computational complexities of ANN
networks. In overfitting, any ML-based prediction model
behaves efficiently; however performance will be degraded
with test or verification data. In any ANN, the model com-
plexity is determined by the hidden layer numbers. This
issue can be circumvented by reducing the predictive model
complexity and also by increasing the amount of data size.
In this research, the size of the dataset augmented with the
help of expanding input with standardmathematical functions
and opting for a less complex ANN variant like FLANN. The
concept of FLANNwas initially presented by Pao [32], and it
is a single-layer-based ANN network. FLANN’s architecture
makes it a less complex model than any other conventional
dense feedforward neural network. FLANN design consists
of mainly three processes, i.e., (mathematical functional
expansion in the input layer, estimation process, and adaptive
process for updating weights). The absence of hidden layers
makes the whole model computationally inexpensive and
also takes minimum training time than the other ANN-based
predictive model.

3) PARALLEL PREDICTIVE MODEL
The FLANN network is developed as a parallel approxima-
tion model to estimate death causality due to issues such as
diabetes, cardiovascular disease, and drug overdose across
various races. Based on the developed model, the vulnera-
bility of another disease can also be predicted by providing
relevant data to it.
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TABLE 1. Current developments in the related work.
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III. PROPOSED METHODOLOGY
This section highlights the data preprocessing and mathe-
matical modeling of the FSRNCA and FLANN techniques.
The algorithm of proposed algorithm is also discussed in this
section.

A. DATA PREPROCESSING
Mainly steps like replacing of missing data, data encoding,
data normalization, and reshaping of data were performed
in data preprocessing. The missing data is replaced by the
median value of the each column. Again, any character like
information are categorize and encoded with the help on
One-Hot encoding, because during feature selection FSR-
CNA accept only numerical value. After the completion of
encoding, each column is normalized between [0-1]. This
normalization step aims to prevent biases in prediction results
arising from specific input features. The collected data was
randomly shuffled and then partitioned for training, valida-
tion, and testing purposes. Additionally, data reshaping was
performed to align with the requirements of the implemented
ML model, as each model necessitates a specific data struc-
ture during both training and testing phases.

B. FEATURE SELECTION REGRESSION USING
NEIGHBORHOOD COMPONENT ANALYSIS (FSRNCA)
Yang et al., have discussed the importance of Neighborhood
Component Analysis (NCA) in the ML and high dimension-
ality data. It is a non-parametric statistical technique based
on nearest neighbor weighting. FSRNCA learns a feature
weighting vector by maximizing the expected leave-one-out
regression accuracy with a regularization term to learn feature
weights for minimization of an objective function [33]. Con-
sider a multi-class classification problem with training set S
and n observations, aim is to predict the target i.e., (y) from
the S.

S =
{
(x i, yi), i = 1, 2, · · · , n

}
(1)

Equation (1) represents the training set. where, yϵR are con-
tinuous and Equation (2) i.e. the probability P(Ref (x) =

xj|S) that xjis picked fromS as the reference point for x is

P
(
Ref (x) = xj | S

)
=

k(dw(x, xj))∑n
j=1 k(dw(x, xj))

(2)

Now consider the leave-one-out application of this random-
ized regression model which predicts the response xi using
the data S−i, the training set S excluding the point (x i, yi).
Equation (3), the probability that point xj is picked as the
reference point for xi is

Pij = P
(
Ref (xi) = xj | S−i

)
=

k(dw(x, xj))∑n
j=1,j̸=1 k(dw(x, xj))

(3)

where, ŷ be the predicted response value from the regression
model predicts and yi be the actual response. Let, l : R2

→ R
be a loss function and the average value l(yi, ŷi) is given in

Equation (4).

li = E(l
(
yi, ŷi|S−i

)
=

∑n

j=1,j̸=1
Pij

(
l
(
yi, yj

))
(4)

After introducing the regularization parameter ‘λ’ in
Equation(5), the objective function for minimization is:

f (w) =
1
n

∑n

i=1
l i + λ

∑p

r=1
w2
r (5)

C. FUNCTIONAL LINK ARTIFICIAL NEURAL
NETWORK (FLANN) MODEL
The basic architecture of the proposed FLANN regression
model is demonstrated in Figure 4. It comprises feature
expansion, association of weights, network output, and an
adaptive derivative algorithm which update the weights and
bias respectively. This figure also demonstrates the absence
of any hidden layer in the FLANN network. The features
selected by the FSRNCA will serve as the input for FLANN
and will be normalized using Equations (6) and (7).

xn =
Xk − Xmin
Xmax − Xmin

(6)

tn =
Xk − tmin
tmax − tmin

(7)

Here, xn, tn are normalized input and target data. These data
are augmented with exponential functions. Hence, expanded
data terms are shown in Equations (8) and (9),

X =


xn1, exn1 , e2.xn1 , e3.xn1 , e3.xn1 , e4.xn1 ,
xn2, exn2 , e2.xn2 , e3.xn3 , e3.xn2 , e4.xn2 , . . . ,
. . . , xnk , exnk , e2.xnk , e3.xnk , e3.xnk , e4.xnk

 (8)

T =


tn1, etn1 , e2.tn1 , e3.tn1 , e3.tn1 , e4.tn1 ,
tn2, etn2 , e2.tn2 , e3.tn3 , e3.tn2 , e4.tn2 , . . . ,
. . . , tnk , etnk , e2.tnk , e3.tnk , e3.tnk , e4.tnk

 (9)

where, xn and X are the normalized feature and feature vec-
tor respectively. Gaussian weights are set to values ranging
from 0 to 1. The size of the weights will be equal to the
expanded inputs, and it can be represented in Equation (10)
as,

W =

{
W 1,W 2,W 3, . . . ,WN

}
(10)

where, size (X) = size(W ) and the network output will be
represented in Equation (11).

network output :y =

∑i=N

i=1
(XiWi + bi) (11)

where, i = 1, 2, . . . ,N , b = bias and W T is the initialized
weights transpose. Also, Equation (11) can be simplified as,

y =

[
X .W T

+ bi
]

(12)

Again, network output can be threshold by applying
sigmoid(.) activation function and it is represented in
Equation (13) as,

ŷnet =
1

1 + e−y
(13)
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FIGURE 4. Architecture of the proposed FLANN network.

The proposed network error can be estimated by comparing
ynet values to the target values and it can be represented in
Equation (14) as,

error : e = T − ŷnet (14)

The estimated error can be optimized by applying the
Least Mean Squares (LMS) algorithm, which is an adaptive
algorithm that will update the weights and biases of the
FLANN until the error is at a minimum.

1W =

∑P
k=1 2ηekXk

P
(15)

1b =

∑P
k=1 2ηekXk

P
(16)

Equations (17-18) represent the updated weights and bias as,

Wk (n+ 1) = Wk (n) + 1W (17)

bk (n+ 1) = bk (n) + 1b (18)

where, η is learning rate, P total number of input pattern.,
1W , 1b are change in weight and bias and it is represented
in Equations (15-16). The efficiency of the proposed models
is estimated by computing statistical matrices like Root Mean
Squares Error (RMSE), Mean Absolute Error (MAE), and
Coefficient of Determination (R2). It is observed between the
tested values and their respective reference or target values.
Equations (19)–(22) represent the various performance met-
rics for evaluating the efficiency of applied regression models
in this article.

MSE =
1
N

∑n

i=1

(
Otest − Oref

)
(19)

RMSE =

√
1
N

∑n

i=1

(
Otest − Oref

)
(20)

MAE =
1
N

∑n

i=1

∣∣(Otest − Oref
)∣∣ (21)

R2 =
(
∑n

i=1
(
Otest − Otest

) (
Oref − Oref

)
)
2

(
∑n

i=1
(
Otest − Otest

)
)
2
(
∑n

i=1
(
Oref − Oref

)
)
2

(22)

where, Otest and Oref are the tested output from trained
model and reference output respectively. The algorithm of the
proposed FSRNCA-based FLANN network is summarized in
Algorithm 1.

Steps 1-3 of the algorithm involve loading and preprocess-
ing the collected dataset, saving it into the input and target
arrays, and normalizing the data by scaling all array elements
between 0 and 1. In Step 4, feature selection is performed by
applying the FSRNCA technique, followed by data splitting
in Step 5. Similarly, Steps 6-13 encompass the training phase
of the FLANN network. Upon completion of training, the
proposed network is tested with unknown inputs, which were
not involved in the training process, as outlined in Step 14.
Finally, Step 15 showcases the evaluation of the proposed
model’s performance in terms of various metrics to measure
accuracy levels. The hyperparameters are used to design the
proposed model is showcased in Table 2.

IV. RESULTS AND DISCUSSION
All the experimentation tasks are performed in the MatLab
2022a simulation environment, and the workstation was inte-
grated with an AMDRyzen 5 PRO 4650U processor, 8 GB of
RAM, and Radeon Graphics at a 2.10 GHz clock frequency.
Figure (5) represents the FSRNCA-based feature importance
in terms of weights. The regularized neighborhood compo-
nent analysis can pick out important features from a larger
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Algorithm 1 FSRNCA-Based FLANN Prediction Model
Input: Providing year wise Big Cities Health Inventory Data as
attributes as (xn1, xn2, . . . , xni).
Output: Prediction of year wise casualties i.e. (tn1, tn2, . . . , tni).

1. Start
2. Read the data and select the input as well as target data
3. Normalized the input & target data
4. Apply the regularized FSRNCA technique for the feature
selection.

5. Selected features and respective target is augmented with the
help of exponential function as ‘X and T ’ and expanded
feature is given as an input to the proposed FLANN model.

Training:
6. Initialize weights ‘W ’, bias ‘b’, learning rate ‘η’ and number

of iterations.
7. Split augmented data as training, testing and validation set.
8. Perform steps 9-12 when stopping condition reach
9. Obtain the FLANN net input with given relation
yin = ϕ(

∑n
i (XiWi + bi))

Here, activation function ϕ
10. Evaluate until least mean squares (T − yin) and update the

weight and bias
Wnew → Wold + 1W
bnew → bold + 1b
Now calculate error using => E = (T − yin)2

11. If y = T then
Updating weight is not required

12. Test for stopping conditions i.e., (minimum error or
maximum iteration then stop).

13. Stop Training
Testing:

14. Test the trained FLANNmodel with unknown test input i.e.,
‘Xt ’ and calculate predicted casualties as,
yout = ϕ(

∑n
i (XtWnew + bnew))

Evaluate Model with Performance Measures:
15. Calculate MSE , RMSE , MAE , and, R2.
16. Stop

pool, helping to remove irrelevant ones. Figure (5) exhibits
that feature index 1, 5 and 12 have no significance in target
prediction task as it attain value is 0. Hence, these features are
dropped and not given to the FLANN. This step not only helps
in reducing the computational time but also overcome the
overfitting of FLANN by reducing feature size. This means
the model will use less memory during both training and
making predictions. This is especially valuable when there
are limited computational resources or large datasets to work
with. However, FSRNCA will take around 330 Seconds to
find optimal ‘λ’ parameter and it will minimizes the mean
loss. The optimal ‘λ’ and mean loss values are 0.0033 and
4.088. After, selecting important feature, it will be given to
the proposed FLANN predictive model for training and val-
idation. The performance of the proposed model is analyzed
on the basis of subjective and quantitative measures.

Figure 6 represents the regression plots of the proposed
FLANN as well as other competitive ML schemes such
as SVM, LR, DT, EL, and MLP networks like Wide and
Tri-layered artificial neural networks. These figures reveal
that SVM shows less accuracy than the other implemented
models because the predicted points are dispersed from the

TABLE 2. Parameter of FSRNCA-based FLANN prediction model.

FIGURE 5. FSRNCA based feature importance in various illness condition.

actual line. Similarly, the data points of LR are also far from
the reference line. In fact, the plots of DT, EL, W-ANN,
T-ANN, and proposed FLANN models show that the pre-
dicted data is closer to the reference line. The regression
plots also demonstrate that W-ANN is predicting very well
except for the lower and upper sections of the data point.
This is greatly improved in T-ANN and the proposed FLANN
network, except for some of the points in the middle. The key
reason behind this is that the proposed FLANN and T-ANN
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FIGURE 6. Regression plot of various ML models: (a) Decision Tree (b) Linear Regression (c) SVM
(d) Ensemble Learning (e) Wide-ANN (f) Tri-Layered ANN (g) Proposed FLANN.
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are less overfitted models than theW-ANN among the imple-
mented neural network models. Since W-ANN consists of a
fully connected layer of size 100, T-ANN uses three fully
connected layers of size 10, whereas the proposed FLANN
technique consists of no hidden layers, which makes the
overall model less complex.

Apart from the abovementioned subjective analysis of per-
formance, researchers suggested performance metrics like
RMSE, R2, MSE, and MAE in [34] to quantify the efficiency
of the implemented models. The performance metrics data
is provided in Table 3. Lower, RMSE, MSE, and MAE will
showcase efficacy of implemented competitive algorithms.
Here, R2 values are considered to evaluate the performance of
predictive algorithms because other parameters also change
similarly to it. R2 values close to 1 will help to find the effi-
ciency of these ML techniques. The R2 value of the proposed
simple FLANN network is about 0.91, which demonstrates
the accuracy of the proposed network, i.e., (91%). However,
the accuracy of SVM was about 61%, which is lower than
other ML-based schemes. Also, value of other performance
metrics reveals that the proposed-FLANN model outper-
formed other ML techniques in terns R2 value. Although, the
scope of the Deep Learning (DL) network is not included in
the current research because such a section is part of a dense
layer scheme and can be discussed separately. The DT and
EL are similar kinds of ML approaches based on the tree
concept. Both techniques are recommended and performwell
in classification problems compared to regression. In present
researchwe areworking on prediction of casualtywhichmore
likely a regression problem because it predicted year wise
mortality in different community. Whereas, Decision Trees
(DT) or DT-based ensemble learning are recommended for
the classification problems. However, DT can predict a con-
tinuous outcome. In this context, the decision tree algorithm
splits the data based on feature values to predict a numer-
ical target variable. Each leaf node of the tree represents
a prediction for the target variable, which is typically the
average (or another summary statistic) of the target values
of the training instances that reach that leaf. Only thing is we
need to give proper command as well as library in Matlab or
Python. The accuracy of the DT is determined by the depth
of the tree, but it increases the computational complexity.
Sagi and Rokach [35] have suggested the application of EL
to overcome this issue. However, it may become overfitted
when the feature dimensionality increases.

Similarly, in the study by Benjamins et al. [36], the
researchers investigate the causes of mortality and inequities
among the white and black populations using a statistical
approach based on available BCHI data. Bensuic and Che-
skin [37] have also examined obesity prevalence using the
same data and approach, incorporating socioeconomic indi-
cators, ethnicity, and physical activity. This research offers a
platform to apply simple AI-based algorithms like FLANN
to estimate mortality rates in various illnesses among dif-
ferent ethnicities, rather than relying solely on conventional
statistical techniques. Table 4 showcase the accuracy level

TABLE 3. Performance of implemented various ML based techniques.

TABLE 4. Performance of Proposed-FLANN in different clinical condition.

of proposed FLANN technique in various clinical prob-
lems where it can be utilized not only in the prediction but
also provides an automation in the classification of health
related issues like diabetes, liver problems, and breast cancer.
The accuracy level is assessed on the basis of R2 values.
The proposed model demonstrates exceptional performance,
achieving the highest accuracy of 95.15% when applied
to the diabetes dataset and a still commendable 78.09%
in the classification of breast cancer. These results under-
score the significance of data clarity as a primary determinant
of the efficacy of ML algorithms. Also, selecting the most
appropriate model for a particular task is crucial for achieving
optimal performance in ML applications. For instance, a DT-
based model may perform well on a dataset with complex
nonlinear relationships, while a LRmodel may perform better
on data with a clear linear structure. Similarly, DL models
image or sequential data, respectively [38]. Additionally,
factors such as feature engineering, hyperparameter tuning,
and the quality and quantity of data also play significant
roles in determining the performance of a machine learning
algorithm.

Researchers in [43] showcase the mathematical view of the
computational complexity of any multilayer neural network
scheme. Table 5 compares the computational complexities
of the proposed FLANN and conventional multilayer neural
networks such as W-ANN and T-ANN. Along with lower
mathematical operations, the proposed network is computa-
tionally less complex due to limited layers ‘L’, nodes ‘n’,

VOLUME 12, 2024 81261



M. Kumar et al.: Predictive Analytics for Mortality

FIGURE 7. Training and testing time of ML based Schemes.

TABLE 5. Comparison of computational complexity between FLANN &
Multilayer-ANN.

and mathematically simpler operations utilized compared
to the competitive network. The sizes of ‘L’ in FLANN,
W-ANN, and T-ANN are 0, 100, and 3, respectively which
shows the simplicity of the proposed algorithm. Figure 7
demonstrates the training and testing times of the variousML-
based techniques. Here, LR takes the minimum training time
of 48 seconds, whereas ELwill take the maximum of 165 sec-
onds. Similarly, FLANNwill take 72 seconds to complete the
training, which is the minimum for other implemented neural
networks like W-ANN and T-ANN. Although, accuracy is
almost as high as with the other multilayer neural network.

This research demonstrates that causality can be deter-
mined in advance using a simple FLANN-based neural
network. However, the maximum level of accuracy attained
by the proposed model is 91.5%, limited by our dataset
spanning a period of 10 years. Furthermore, DL-based net-
works require further testing in future research to effectively
address temporal data challenges. Additionally, the FSRNCA
method requires significant time for regularization of the ’λ’
parameter, taking 330 seconds for feature selection, whereas
the proposed FLANN model completes training in 72 sec-
onds. This discrepancy underscores the time-intensive nature
of feature selection compared to model training. Therefore,
it is imperative to explore alternative feature selection tech-
niques such as Principal Component Analysis (PCA), Linear

Discriminant Analysis (LDA), and Embedded techniques
in future investigations. Similarly, any issue like classifica-
tion with imbalanced data will be also addressed with the
help of Random Upper Sampling technique like RUSBoost
technique. The proposed network is also evaluated on the
basis of quantitative metrics such as training time, compu-
tational complexity and potentials to classify various other
health related issues. Moreover, future research endeavors
could incorporate additional health condition parameters into
the current framework. Such expansions would enable a
comprehensive assessment of disease impact within specific
communities.

V. CONCLUSION
This research highlights the utilization of the FLANN neu-
ral network as a predictive model for estimating mortality
rates in various communities based on publicly available
incorporating socioeconomic indicators. The proposedmodel
demonstrates its capability to predict the risk of diabetes,
heart disease, and drug overdose in diverse communities.
Leveraging a regularized statistical method such as FSRNCA
enhances the model’s performance and mitigates overfitting
issues. The proposed technique is also successfully tested
with open source datasets for the classification of diabetes,
liver disease, protein localization, and breast cancer. Future
endeavors will extend the scope to include additional diseases
within various ethnic groups by applying the BCHI inventory.
Furthermore, the integration of other available techniques,
such as wrapping or embedding, into the proposed work aims
to minimize feature selection timing and enhance overall
efficiency.
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