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ABSTRACT Video sharing platforms like YouTube, TikTok and Instagram have gained popularity in the
online space. Daily several videos are uploaded, which calls for an efficient video retrieval system that could
identify near-duplicate videos that offers several advantages in content management, copyright protection,
and multimedia retrieval. This will facilitate efficient content management by removal of redundant videos
from large repositories to streamline storage resources and improve accessibility of multimedia collections.
Additionally, this can help copyright protection and intellectual property allowing right holders to identify
unauthorized copies of their original work. Moreover, in applications such as multimedia retrieval and
recommendation systems, removal of near-duplicate videos can enhance user experience by providing
relevant search results. AI provides a promising solution to this problem. We have proposed an effective
system built on deep metric learning that solves the near duplicate video retrieval. This proposed model
uses the pre-trained VGG-16 network that contains convolutional and fully connected layers to find video
features. These video representations are fed to the deep metric learning framework in the form of triplets
which are trained to calculate the accurate distance between similar or near-duplicate videos. For the training
of the framework, VCDB dataset was used whereas for the evaluation of the model CC_WEB_VIDEO and
TRECVID BBC Rushes 2007 datasets were used. Experiments have shown that mean average precision of
0.985% for the CC_WEB_VIDEO dataset is achieved thus outperforming the state-of-the-art models.

INDEX TERMS Deep metric learning, distance calculations, near copy video retrieval, similarity search.

I. INTRODUCTION
With the advancement in technology, many new gadgets such
as mobile phones, video recorders and DSLR cameras have
been introduced. Due to these devices, multimedia data has
been growing ever since. New videos are generated from
thousands to millions daily. Among these videos there are
many that are near duplicates or copies with slight modifi-
cations or different formats. Therefore, the traditional ways
of retrieving video data with the help of text queries are
not enough to fulfill the requirements of finding the related
videos. Furthermore, the method of finding the relevant
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approving it for publication was Yilun Shang.

videos with the help of image/video queries is also not very
scalable. Copy detection and content-based video retrieval
using video queries is considered the most realistic answer
in these modern days. In the process of copy detection, the
basic idea is to find the similarity between the original and
copied video.

Near-duplicate video retrieval is a process of finding videos
in a large database that are related or identical to an input
video in question. This technology is beneficial in many
applications, such as plagiarism detection [1], copyright
infringement detection [2], [3], [4], video summarization [5],
efficient content management, multimedia retrieval and rec-
ommendation systems [6]. Traditional methods [7], [8]
for near-duplicate video retrieval rely on finding low-level
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features like color histograms, texture descriptors, or
keyframes. However, these techniques are often resource
intensive and do not capture video semantic information such
as people, objects, images, scenery etc.

Artificial Intelligence (AI) techniques have revolutionized
various domains, including computer vision and information
retrieval. Deep Learning (DL), a subset of AI, has shown
great potential in learning complex patterns and representa-
tions from data. Convolutional Neural Networks (CNNs) are
frequently used in visual tasks and have achieved remarkable
results in computer vision, video classification and object
recognition. To solve the problems of video retrieval and copy
detection, CNN features have been used [9], [10]. In near-
duplicate video retrieval using AI, CNNs are employed to
extract features from videos. These features consider both
low-level visual information and high-level semantic repre-
sentations. Training these networks requires a huge amount of
labeled video data. However, annotating videos manually is a
laborious and expensive process. To overcome this limitation,
transfer learning can be applied, where pre-trained CNNs
on large-scale image datasets, like ImageNet, are treated
as a starting point. These pre-trained CNNs learn general
visual representations that can be fine-tuned on the target
near-duplicate retrieval task.

In this paper, we have proposed a content-based video
retrieval system that detects the near duplicate videos. This
system uses the concepts of deep learning in feature extrac-
tion and video retrieval. In the first step, feature descriptors of
layer level are extracted by applying the max pooling to the
activations of every convolution layer for the extraction of
video features using VGG-16. This scheme is named Max-
imum Activation of Convolutions [11], [12]. In the second
step, framework of Deep Metric Learning (DML) is used
for the near duplicates. The basis of DML is the triplet wise
scheme and studies have shown that this technique is very
effective [13], [14], [31].

Remaining sections of the paper are as follows. The related
work in the field of copy detection and video retrieval is
discussed in Section II. Methodology and the complete archi-
tecture of the proposed system is detailed in Section III.
Discussion on the datasets has been done in Section IV.
Discussion of the experiments, obtained results, findings
are presented and analyzed in Section V. Moving on to
Section VI, the conclusion drawn from the experiments and
future directions for further research are discussed.

II. RELATED WORK
Near Duplicate Video Retrieval (NDVR) has emerged as a
critical area of research due to the exponential growth of
video content on the internet. To facilitate the browsing and
searching of large images and videos collection, content-
based video retrieval systems have been established. Tradi-
tional methods for NDVR often depended on handcrafted
features and similarity metrics. While these methods provide
reasonable results, they were limited in handling complex
visual patterns. Early work, such as the bag-of-visual-words

model [15] and local feature-based methods [16], laid the
basis for retrieval of content-based videos. Low level fea-
tures are extracted from the frames of videos and analysis
is done using multiple texture features, color histograms and
other methods. A real-scenario copy detection system [17]
for videos detects the near duplicates or partial copies of
the complex query from the database of real videos. Since
the algorithms of copy detection are not accurate and time
efficient, [18] studied two algorithms implemented using
Hadoop framework for copy detection. Cluster based sim-
ilarity search was also studied that is a comparatively fast
searching algorithm. These algorithms tend to cope with
real-time video detection and retrieval requirements. A novel
technique for the implementation of video retrieval system
by detecting similar temporal patterns [19] in various videos.
Two effective and efficient sequence matching and indexing
techniques are unified thus increasing the accuracy and reduc-
ing the computational cost.

A method based on Information theory to analyze content-
based videos is proposed in [20]. This system is categorized
into three parts: detection of shot boundary, hierarchical video
summarization and retrieval/indexing of the target video.
Evaluation of the system performance and the computation
of the results using TRECVID 2006 dataset. An unsuper-
vised content-based retrieval system [21] uses the combined
representations of spatio-temporal features. Those videos are
retrieved having the same trajectories and moving objects.
Quantitative and Qualitative analysis of the two benchmark
datasets of UCF50 andMCVS have been done and evaluated.

The advent of deep learning brought about a paradigm
shift in NDVR. CNNs have become pivotal for extracting
hierarchical features from videos. Two-StreamConvolutional
Networks [22] introduced a spatial stream for fine-grained
information and a temporal stream for motion information,
enhancing the discriminative power of features. Similar net-
works like Siamese Convolutional Neural Network (SCNN)
[23] aimed to handle video information for extracting fea-
tures from video frames. These networks learn to reduce
the distance between alike videos and increase the distance
between unrelated ones. CNNs for feature extraction were
carried out on a single frame, which is a significant draw-
back in processing of videos. A video includes the spatial
and temporal features which when ignored affect the pre-
cision of the retrieval process. This can be resolved by
using 3D convolutions [24] which can extract spatial as
well as temporal features leading to powerful video embed-
dings. Attention mechanisms have been introduced to focus
on significant parts of videos. The integration of attention
mechanisms [25] in video retrieval tasks allow models to
dynamically weigh the significance of different parts of a
video, hence, enhancing the discriminative power. Genera-
tive models, particularly Variational Autoencoders (VAEs)
and Video Generative Adversarial Networks [26], have been
explored to learn compact and semantically rich video
representations. These models generate embeddings that cap-
ture the essence of a video, aiding in near-duplicate retrieval.

88898 VOLUME 12, 2024



A. Dilawari et al.: DML for NDVR Leveraging Efficient Semantic Feature Extraction

From the literature survey it was found that many methods
have been used to extract the features of videos but there
exists a semantic gap in the video retrieval system. It means
to convert the query of video or image from the human to low
level features. By extracting the intermediate features from
the various convolutional layers, the work in retrieval systems
for near duplicate videos has been given a new direction.Met-
ric learning plays a vital role in NDVR by defining a suitable
similarity metric. This can be demonstrated with triplet and
contrastive loss in learning discriminative video embeddings.

III. METHODOLOGY
The methodology for the retrieval of near duplicate videos is
defined in two steps. In the first step, the compressed global
video representations are developed by extracting the charac-
teristics from the convolutional layers of deep architectures of
CNN. In the second step, to compute an embedding function,
a Deep Neural Network (DNN) is trained. The DNN helps
to figure out the likeliness between two videos by evaluating
the distance between them. The proposed architecture for the
retrieval of near duplicates is inspired from [31]. Batches of
triplets generated from the videos of the VCDB dataset [27]
are used to train the model.

A. FEATURE EXTRACTION
Research studies [28], [29] have shown that CNN pre-trained
architectures can be used to pull out the features from inter-
mediate convolution layers. The image is propagated forward
over the entire framework of CNN. On every convolution
layer, an aggregation function such as max pooling is applied
to extract the features from each layer. Maximum Activation
of Convolutions (MAC) is the name given to this method [12].
The proposed architecture’s uniform sampling is imple-

mented to select a single frame per second for each video.
Global video descriptors are generated by using the pre-
trained VGG-16 [30] model, which consists of total 5 convo-
lutional layers symbolized by conv1, conv2, conv3. . . conv5.
Input of the VGG-16 model is an image having 224 ×

224 dimensions. Resizing and zero padding is a part of
pre-processing to make the dimensions of input frames equal
to 224× 224. After the forward propagation of the frame over
the entire network, a total of 5 feature maps are generated
that can be symbolized as Fn ∈ Ra

n
d∗a

n
d∗e

n
(n = 1, 2, 3, 4, 5)

where and∗a
n
d denotes the dimension of each convolutional

layer’s channel and en denotes the total number of chan-
nels. An aggregation function, specifically max pooling,
is employed on each channel of the feature map Fn to extract
a singular value.

In this way, a single descriptor is extracted from each layer.
Equation 1 shows how extraction process can be formulated.

V n (x) = maxFn (., .,x) where i = 1, 2, 3, . . .en (1)

Here V n (x) is a layer vector having dimensions en derived
by applying max pooling to each feature map channel Fn.
Once the extraction is done, all the layer vectors are con-
catenated to make a single descriptor. At the end, zero mean

FIGURE 1. Extraction of normalized global frame descriptors.

and l2-normalization is used to normalize the global frame
descriptors. This process of feature extraction is not end-to-
end as theVGG-16 model pretrained weights are not updated.
Figure 1 shows the procedure of how normalized global frame
descriptors are extracted.

The normalized global frame descriptors were extracted
using VGG-16. Each video frame underwent a series of
steps within the architecture. The frames were preprocessed
which involved resizing the frame size to 224 × 224 pixels.
Then, each frame is fed to the VGG-16 network where there
are multiple convolutional and pooling layers followed by
fully connected layers. The frame when passed through the
network undergoes series of transformations with each layer
extracting abstract and discriminative features. The convo-
lutional layers take out local patterns and spatial information
whereas the pooling layers combine and down sample the fea-
ture maps to reduce dimensions. Lastly, the fully connected
layers combine high-level features into a compact represen-
tation that captures the global content of the frame. The L2
normalization ensures that the feature vectors produced from
the network have a consistent scale across multiple samples
for accurate and efficient analysis of videos. L2 normalization
is also known as Euclidean norm where the length of the
feature vector is same regardless of the original magnitude
of features.

B. DEEP METRIC LEARNING
In this approach, we deal with the learning of similarity
between two videos with the help of information available
from the relations of triplet wise videos. When an input video
and a repository of various videos dataset are given, the main
objective is to find the likeliness between the query video and
each video of the dataset. Then these videos can be sorted in
descending order depending on the similarity content. This
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will help to retrieve the near duplicates from the top ranks.
To achieve this, similarity between the two videos A and B,
a square Euclidean distance is defined as the space of video
embeddings. Equation 2 depicts this formula to compute the
Euclidean distance.

DEuclidean (F (A) ,F (B)) =

√∑
i
(F(A)i − F(B)i)

2
(2)

where F defines the embedding function for mapping each
video in the Euclidean space andDEuclidean defines the square
Euclidean distance in that space. Moreover, to detect the
pair of near duplicate videos, an indicator function Ipair () is
defined in equation 3.

Ipair (A,B) =

{
1, if A andB are near duplicates
0, otherwise

(3)

The goal of the training is to assign a smaller distance value
to near-duplicates and larger distance values to dissimilar
videos. The embedding function F maps the representations
of videos to common Euclidean space Rdim where dim is the
feature embedding’s dimension, when the feature vector of a
video V , near duplicate video V+ and dissimilar video V - are
given. The space between the video given as a query and the
near

DEuclidean(F(V ),F(V+))

< DEuclidean(F(V ),F(V−)), ∀V,V + andV − such that

Ipair (V ,V+) = 1 and Ipair (V ,V−) = 0 (4)

duplicate is always lesser than the space between the video
and the dissimilar video as shown in equation 4.

C. TRIPLET LOSS
During training of the DML architecture [31], triplets T ={(
V i,V+

i,V−
i) , i = 1, 2, 3 . . .N

}
containing N instances

are created where V is the query video feature vector, V+

is the near duplicate video feature vector and V− is the dis-
similar video feature vector. The relative similarity between
three videos is expressed by a Triplet i.e. V i is more like V+

i

than V−
i. For a triplet a loss function is defined named as

‘‘Triplet loss’’ explained in equation 5.

Loss
(
V i,V +

i,V −
i
)

= max {0,DEuclidean(F(V ),F(V+))

−DEuclidean(F(V ),F(V−)) + ϒ} (5)

where ϒ defines a parameter for margin to ensure an ade-
quately big variation between similar and dissimilar query
distance. The triplets are not penalized if the calculated dis-
tance of the videos lies within ϒ . The other way, the loss
calculated is convex estimation of the loss which calculates
the contravention in required distance among video pairs
defined by triplets. The loss function is improved by using
batch gradient descent as mentioned in equation 6.

minθ

∑n

i=1
Lossθ

(
V i,V+

i,V −
i
)

+ �∥θ∥
2
2 (6)

where � is the parameter for regularization that helps the
model from overfitting and n defines the size of mini-batch
triplet. During training, the distance between the input video
and similar video is decreased by minimizing the loss and
the distance between the query video and dissimilar video
is increased thus leading to the satisfactory ranking order.
Eventually the model will discover an effective video rep-
resentation thus improving the near duplicate video retrieval
solution with the help of triplet generation policy.

D. DML ARCHITECTURE
The network based on triplets has been proposed for the
training of the DML model and shown in Figure 2. Triplets
T are provided as an input to the network. Three deep neural
networks DNNs having similar parameters and architecture
are fed separately with the query video feature vector V, sim-
ilar video V+ and a dissimilar video V-. The embeddings for
videos are computed within the DNNs. Three fully connected
layers and one normalized layer makes the architecture of all
three DNNs. The dimension of the final output vector and the
size of every layer depends on the feature vectors of input.
Accumulated loss is calculated by sending the computed
embeddings from the batch of triplets to triplet loss layer.

FIGURE 2. DML architecture.

IV. DATASETS
The experiments on the proposed model were executed on
two datasets: CC_WEB_VIDEO [32] and TRECVID BBC
Rushes 2007 [33]. VCDB dataset [27] was used for the
training of the model.

A. CC_WEB_VIDEO
The CC_WEB_VIDEO dataset is mostly used in NDVR that
contains 24 queries designed to retrieve data from top favorite
and most viewed websites of Yahoo! Video, Google Video
and YouTube. The dataset was collected by the combined
efforts of group called VIREO from the City University
of Hong Kong and Carnegie Mellon University (informedia
group). The dataset was collected in the year 2006. The
dataset comprises of a sum of 12,790 videos with a duration
under 10 minutes. The keyframes of 398,015 are there in the
dataset.

B. VCDB DATASET
VCDB dataset was used to train the DML architecture. With
over 100,000 videos, this is a vast video copy database
(VCDB). 9,000 copied segment pairs are manually anno-
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tated. This data set serves as a benchmark in the recent
research on copy detection, showcasing the latest advance-
ments in achieving state-of-the-art results. Figure 3 shows
the 28 videos and their near duplicates taken from the VCDB
dataset.

FIGURE 3. Near duplicate videos from VCDB dataset.

C. TRECVID BBC RUSHES 2007
TRECVID have provided the data of about 100 hours
of 5 BBC drama programs for the task of video summariza-
tion. This data consists of raw video footages of a detective
program, an emergency services program, a historical drama
of early 1900’s of London, an ancient Greece series, a police
drama, and various scenes from different programs. This
dataset contains both the indoor and outdoor scenes of
everyday situations. Total data is divided into two sec-
tions I). Development Videos (50 videos) 2). Testing Videos
(42 videos). Development Videos were used for the testing of
our trained DML model. These 50 videos were divided into
chunks of 1-minute videos forming a total of 961 videos. Out
of these 961 videos, 6 videos were taken randomly as query
videos and the rest of the database was searched to find the
near duplicates.

V. EXPERIMENTAL RESULTS
Experiments have been conducted using the Tensorflow
framework using pre-trained model of VGG-16 on imageNet
dataset for the extraction of features. Adam optimizer is
used with 10-5 learning rate. The size of mini batches is
kept to 1000 triplets. Time for the generation of triplets is
t = 0.8 and during that time it generates 2000 pairs of near
duplicate videos and total of 5M resulting triplets. Parameter
for margin ϒ is set to 1 and regularization � is set to 10-5.
All the training and experiments were performed on the sys-
tem having specifications of Intel (R) core (TM) i7-7500U
CPU@ 2.70 GHz x 4 Processor, Nvidia Geforce GTX 950M
GPU, 15.1GiB RAM, 64-bit Ubuntu 16.04 and LTS OS.

A. EVALUATION METRICS
The effectiveness of the near duplicate video retrieval sys-
tem is estimated using the interpolated precision-recall (PR)
curve, that measures the accuracy of the system. The pre-
cision of a search algorithm can be described as the ratio
of related videos retrieved to the total videos retrieved.

In contrast, recall represents the ratio of related videos
retrieved to the total relevant videos available. Mean average
precision (mAP) is another system of measurement that is
used to evaluate the performance of a video retrieval system.
It calculates the average precision for a group of relevant
videos that are related to a given input video. The value of
N represents the total relevant videos and Rx is the rank of x th

relevant retrieved video.

Average Precision =
1
N

N∑
x=0

x
Rx

B. COMPARISON BETWEEN NDVR STATE-OF-THE-ART
The comparison of our proposed approach with the
three state-of-the-art NDVR approaches from the litera-
ture includes Color Correlogram (CC) [34], Pattern-based
approach (PA) [35], Layer-wise Convolutional Network
Networks (L-CNN) [36] and Deep Metric Learning using
AlexNet (DML-A) [31].
CC approach proposes a new image characteristic called

the color correlogram for image indexing and compari-
son. It is shown to be more effective than traditional color
histogram methods for content-based image retrieval. This
correlogram is also suggested as a generic indexing tool for
various image retrieval and video browsing applications.

A spatiotemporal pattern-based approach is employed by
PA to retrieve and locate near-duplicate videos on a large
scale effectively and efficiently. The pattern indexing tree is
built using encodings of keyframes, facilitating the retrieval
of potential video matches. The localization of near-duplicate
segments is achieved through the utilization of theM-pattern-
based dynamic programming (mPDP) algorithm.

L-CNN introduced an approach for near-duplicate video
retrieval, utilizing intermediate CNN layers and employing a
layer-based aggregation scheme to construct video represen-
tations. The evaluation involved assessing the effectiveness
of this feature aggregation scheme using three different CNN
architectures: VGGNet, AlexNet, and GoogLeNet.

DML-A approach proposed a video-level near-duplicate
video system using deep metric learning with CNN features
from AlexNet and a triplet generation scheme. Triplet-
based network architecture for deep metric learning was
devised along with hybrid-level and frame-level matching for
near-duplicate video retrieval.

Our proposed utilized early fusion employed for generating
video descriptors, wherein all the frame descriptors’ extracted
features were combined into a single vector, followed by the
application of the learned embedding function. Two exper-
iments were conducted: the first utilized max pooling on
all convolutional layers, concatenating the resulting vectors,
and the second extended max pooling to both convolutional
layers and first fully connected layer. Table 1 displays the
mAP scores of various state-of-the-art NDVR approaches
evaluated on CC_WEB_VIDEO and TRECVID BBC rushes
2007 datasets. Our proposed approach demonstrated better
performance as compared to previous approaches.
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TABLE 1. mAP comparison between NDVR approaches.

FIGURE 4. CC_WEB_VIDEO dataset query video.

FIGURE 5. Near duplicate videos against the query video.

In Figure 4, a query video passed to our proposed system
to check near duplicate videos is taken from CC_Web_Video
dataset.

The resultant near duplicate videos from the same dataset
are shown in Figure 5, extracted by our proposed model.
Our model leveraged efficient deep learning methods to

capture complex patterns and temporal dynamics in a video.
Convolutional Neural Networks (CNNs), that is VGG-16
was used to extract high-level features from video frames.
These frames are processed through multiple convolutional
and pooling layers, which capture spatial hierarchies and

significant visual patterns. Max pooling was applied to these
features to create a cohesive video representation. Addi-
tionally, temporal pooling methods was used to integrate
frame-level features across the video sequence, preserving
the temporal context. Once the features are extracted, the
deep metric learning model, was employed to learn an
embedding space where near-duplicate videos are mapped
closely together. This approach combined frame-level feature
extraction with robust similarity learning, enabling accurate
identification of near-duplicate videos while handling varia-
tions in video content and quality efficiently.

VI. CONCLUSION & FUTURE WORK
This paper introduced video representations for a near-
duplicate video retrieval system, leveraging global features
extracted from all convolutional layers and fully connected
layers using VGG-16. Additionally, the framework incor-
porates deep metric learning, generating compact video
representations in the form of video triplets. The video
triplets are trained to map videos into a high-dimensional
embedding space where similar videos are close together and
dissimilar videos are far apart. This approach enables accu-
rate and efficient similarity measurement between videos.
This network minimized the distance between embed-
dings of near-duplicate videos. The proposed architecture,
implemented using the VGG-16 model, underwent test-
ing on the CC_WEB_VIDEO and TRECVID BBC Rushes
2007 datasets. The evaluation results showcased the highly
competitive performance of the proposed model. Compara-
tive analysis with state-of-the-art methods, based on metrics
such as mean average precision (mAP) highlighted the effec-
tiveness of the presented approach.

Discussing the future directions, improvements can be
made to the model by training this architecture as an
end-to-end system i.e. training the VGG-16 architecture
instead of using the pre-trained weights of the model. There
exist challenges in NDVR, including scalability to large
datasets, interpretability of learned representations, and han-
dling diverse video modalities. Furthermore, the integration
of multi-modal information, including audio, text, and meta-
data, can further enhance the robustness and effectiveness of
near-duplicate video detection systems. Future research could
explore explainable AI techniques, address dataset biases,
and enhance the robustness of NDVRmodels in dynamic and
uncontrolled environments.
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