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ABSTRACT Recent years have encountered a noticeable expansion of point cloud-based 3D applications
that compels the necessity of high-efficiency point cloud compression. Preserving the local density of point
cloud is crucial for compression, however, it’s challenging due to the unordered nature of points in 3D space
and has been overlooked by the majority of the existing compression methods. Recently, the farthest point
method has demonstrated effectiveness in sampling point clouds across various state-of-the-art methods,
its limitation lies in being non-density aware, yielding reconstructions that fall short of the desired quality.
Intending to achieve density-aware compression for improved reconstruction, this paper proposes an end-
to-end learnable cluster-based compression method for efficient lossy point cloud geometry compression.
Our method utilizes an autoencoder architecture that performs point-wise operation for compression and
reconstruction. To extract effective latent features, the encoder segments the point clouds into clusters using
a different approach than farthest point sampling that is capable of well capturing uneven point densities and
employs cluster-wise compression independently. To enhance density retention further, we leveraged the
capabilities of an attention mechanism, allowing it to learn complex point-wise dependencies within clusters
and effectively capture local density information. At the decoder, decompressed clusters are accumulated to
reconstruct point clouds completely. In terms of rate-distortion trade-off, the experimental analysis reveals
the superiority of the proposed method over prior arts. Furthermore, our approach adapts well to different
datasets, for example, the model learned from the ModelNet40 dataset works well and achieves state-
of-the-art performances on ShapeNet datasets. Finally, the qualitative comparison demonstrates that the
proposed framework can preserve satisfactory local geometry details of point clouds compared to existing
Representative methods.

INDEX TERMS Autoencoder, clustering, deep learning, geometry compression, point cloud compression,
point-based learning.

I. INTRODUCTION

In the recent years, the development of 3D acquisition
and scanning technologies such as LiDAR, stereo vision,
structured light, Time of Flight, and so on, has accelerated
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due to the diverse industrial demands and technological
advancements. These technologies are capable of capturing
the realistic representation of 3D objects and scenes with
accurate geometric details and attributes using different
modalities of 3D data like volumetric grids, point clouds,
depth images, and meshes [1], [2]. Among these, point cloud
(PC) has emerged as an essential data format to address
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the growing need for representing real-world objects and
environments, allowing dynamic exploration across users’
perspectives in hyper-realistic visual applications [3], [4], [5].
Point clouds are collections of sparsely and non-uniformly
distributed unstructured 3D points dissipated in the 3D
space that can be employed to describe a 3D surface. Each
point has Cartesian coordinates (X, Y, Z) to describe the
geometry information and associated photometry attributes
such as RGB color values, opacity, and normal, to portray
the visual appearance [6]. Due to the capability of carrying
high-precision fine-grained details of 3D objects and scenes
realistically, PC is sought after in many emerging visual appli-
cations including autonomous driving, Virtual/Augmented
reality (VR/AR), mixed reality (MR), metaverse, immersive
telepresence, gaming and robotics, medical imaging, heritage
preservation, mining space and so on [7], [8], and [9].
However, densely sampled point clouds (containing up to a
million or even billions of 3D points) necessitate enormous
volume for storage and bandwidth and, thus, pose challenges
for efficient storage and transmission [10]. Therefore,
efficient point cloud compression becomes necessary to meet
the bandwidth and storage requirements while preserving the
quality.
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FIGURE 1. Local density observation from reconstructed PC. (a) Ground
Truth (‘Lamp’ point cloud); (b) reconstructed PC using G-PCC [Bpp: 1.80,
D1 PSNR: 38.71], points are uniformly distributed; (c) reconstructed PC
using PDAE [24] [Bpp:1.82, D1 PSNR: 41.62], points are clustered;

(d) reconstructed PC using proposed method [Bpp:1.82, D1 PSNR: 42.59],
reconstructed points are capable of capturing local density.

Unlike 2D images, organized in well-structured pixel
grids, 3D PCs comprise of geometric appearance having
irregularly dissipated points embedded in 3D space. These
properties have posed several challenges in PC compression
compared to traditional image/video coding [11]. Firstly, the
compression model is required to be capable of handling
irregular and unordered input points. Additionally, the
compression model needs to be generic so that it can cope
with both small-scale and large-scale PCs due to variability
in data density [12]. On top of that, the reconstructed output
PCs should preserve local geometric structures rather than
getting cluttered together or being uniformly distributed [13],
see Figure 1. In this paper, our main focus is directed to the
lossy Point Cloud Geometry (PCG) Compression.

The traditional compression methods commonly use
binary space partitioning approaches like Octree [14]
or KDtress [15] to address PC compression. However,
these methods experience performance issues like gen-
erating blocky results at low bitrates [16], [17], [18].
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To overcome the challenges of PCG compression, numerous
deep learning-based approaches have been devised. Some
methods employ voxelization and 3D convolution to optimize
compression, however, at the cost of incurring high memory
usage [3], [19], [20], [21]. Furthermore, these methods
fail to fully exploit irregular and sparse point clouds and
lose local density. With the remarkable achievement of
point-based approaches like PointNet [22] and PointNet++
[23], operating directly on points has become the mainstream
of PC analysis [7]. Embracing this direction, authors in [24]
proposed a patch-based architecture for lossy geometry
compression. Using patches, this method changed the global
reconstruction problem into a local one and achieved state-
of-the-art performance. However, while creating patches, this
method sometimes fails to adapt to the underlying structure of
non-uniformly distributed PCs due to relying on the farthest
point sampling (FPS) method. Consequently, variations in
point density go unnoticed. Thus, this method fails to well
characterize the extracted features and fails to obtain efficient
reconstruction.

To this end, in this paper, we propose an end-to-end deep
autoencoder framework leveraging cluster-wise processing
for high-efficiency PCG compression. Our motivation is to
develop a deep learning architecture that is capable of better
retaining the local geometry and density of PCs by exploiting
local structural integrity across different segments of PCs.
Towards this goal, the PCs from the input space are first seg-
mented into clusters according to their geometric properties.
Rather than feeding the whole PC into a deep autoencoder
directly, we propose a cluster-wise compression inspired
by [24]. At the encoder, pairwise interactions and long-range
dependencies between cluster head and intra-cluster points
are extracted as local features and then aggregated to retrieve
global features. At the bottleneck, the latent representation
is entropy encoded. Finally, at the decoder, each cluster is
reconstructed separately and then, combined based on the
information of the associated cluster head.

The main contributions of this paper are threefold.

First, we propose agglomerative clustering-based autoen-
coder architecture for lossy compression of PCG. The
agglomerative clustering method considers local density
during merging, resulting in more accurate clusters while
due to depending on the farthest point as sampling criteria,
the FPS scheme results in imbalanced clustering being
unaware of uneven point distribution. Thus, the integration
of the agglomerative method in the proposed autoencoder
architecture is capable of considering the disparity of point
cloud density and well captures the characteristics of points.
To compensate for its computational intensity, we opt for a
single-layer architecture instead of involving multiple stages
in the compression process, thus reducing overall complexity.

Second, We combine an attention mechanism to more
effectively leverage local density alongside a PointNet-based
architecture as attention proves effective in capturing com-
plex dependencies between points. While point-based pro-
cessing is effective in certain scenarios, it cannot adequately
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retain the geometry details of points, leading to deficient
reconstructions. The integration of position-embedding-
based attention mechanism with point-based processing
mutually complement each other, resulting in a more
effective reconstruction that exploits local density to a greater
extent.

Finally, we conduct comprehensive experimental analyses
that reveal that the proposed method achieves better perfor-
mance than state-of-the-art methods while keeping tolerable
loss and ensuring better visual reconstruction. Ablation stud-
ies have verified the significant contribution of the clustering
method and other modules to the final performance.

Il. RELATED WORK

Numerous works have been carried out during the last
decade to efficiently compress 3D point clouds. The existing
PGC compression methods can be summarized as non-
learning-based traditional approaches and deep learning-
based approaches. The learning-based PGC methods are
mainly focused on voxel-based, point-based, and attention-
assisted solutions. Compared to traditional PCG compression
algorithms, deep learning-based architectures have gained
remarkable performance allowing more amenable structures
for efficient neural processing.

A. TRADITIONAL NON-LEARNING-BASED METHODS

In the past few years, several tree representation-based
approaches have been proposed for compressing point cloud
data [17], [25], [26], [27], [28], [29], [30], [31], [32]. The
octree-based PC compression [17] is the most straightforward
traditional method to compress PCs. Octree [14] is capable
of storing 3D data efficiently and can be used to represent
maps that are commonly used in robotics [33], [34].
The method in [17] recursively partitions 3D coordinates
in octants by utilizing an octree structure. By adopting
a tree-based architecture, this method captures varying
levels of details including spatial coherence based on the
characteristics of PCs. At the lowest level of the octree
hierarchy, each octant is considered as a leaf node and
then the tree is then encoded. The octree decomposition
along with other nested partitions is used in PC compression
standard, MPEG G-PCC (Geometry-based Point Cloud
Compression), also known as octree geometry codec [28],
[35]. Zhu et al. in [4] proposed region-wise processing for
PCG compression to exploit the inter-region redundancy.
After region-wise clustering, this method used octree-
based G-PCC to encode reference regions. Using spanning
trees, other approaches focused on iterative prediction of
neighboring points to compress point clouds [31], [32].
However, in real-world scenarios, tree structures can not
exploit the full potential of 3D objects. Moreover, at low-bit
rate scenarios, these algorithms struggle to perform well as
the number of reconstructed points diminishes significantly
with the decrease of the tree depth. Thus, the hand-crafted
techniques can not be well-optimized while using large-scale
data.
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B. LEARNING-BASED METHODS

1) VOXEL-BASED DEEP ARCHITECTURES

The voxel-based point cloud compression methods represent
PCs into 3D volumetric grids (voxels) and then employ 3D
CNN-based autoencoders on the volumetric representation
[19], [21], [36]. The authors modeled the 3D occupancy
reconstruction as a classification problem via the binary cross
entropy (BCE) loss optimization. Among these methods, the
approach in [21] achieved leading compression efficiency
at the cost of excessive complexity. Due to the sparseness
of PC data, many 3D voxel spaces remain unoccupied
resulting in redundant convolutional computation. Some
methods integrate both voxel-based schemes and octree-
based methods with deep learning to gain better performance,
such as [37]. VoxelContext-Net [37] proposed voxel and
octree-based hybrid architecture to learn the context in
the previous octree depth. However, this method fails to
extract features from sibling nodes [38]. Wang et al. in [3]
proposed a learning-based approach that utilizes progressive
re-sampling autoencoder to compress point cloud. In this
method, features were extracted from the down-sampled PC
to exploit the sparsity nature of the PC. Finally, reconstruction
was conducted hierarchically from sparsely sampled points.
Since this method was designed for dense voxelized point
clouds, this might encounter a performance drop on the non-
voxelized PCs.

2) POINT-BASED METHODS

Apart from the aforementioned volumetric models, point-
based approaches directly process raw point clouds instead
of data transformations beforehand. PointNet [22] was a
groundbreaking point-based approach that takes raw points
directly as input and employs a symmetric function using
stacked shared MLP layers and max pooling to learn features
from input. Yan et al. [39] proposed an autoencoder-based
geometry compression codec that is point-based and used
PointNet at the encoder and MLPs at the decoder. However,
PointNet fails to obtain local features efficiently. To address
the issue, PointNet++4 [23] was developed on top of PointNet
which performs multiple repetitive actions of sampling,
grouping, and local PointNet operations to extract fine details
of PCs. Huang and Liu in [40] proposed a hierarchical
autoencoder resembling PointNet++ tailored specifically to
operate on sparse point clouds at low resolution. Drawing
inspiration from the success of the point-based methods,
authors in [24] proposed a patch-based deep autoencoder
for lossy geometry compression of PCs and improved the
patch-based approach in [12] by including octree coding
for sampling points. However, these point-based approaches
sometimes fail to fully exploit the correlation across unevenly
distributed points.

C. ATTENTION-ASSISTED METHODS
The application of self-attention based transformer mod-
eling in large-scale pre-training has shown efficiency in
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powerfully modeling global contexts [41] and the success
has inspired 3D point cloud research [42], [43]. Attention
is an essential module in transformer architecture that
is capable of learning feature information self-adaptively.
In this mechanism, aggregated information from input data is
assigned elevated weights so that the significance of features
can be prioritized and the subsequent stages of computation
can utilize the emphasis on salient features. The authors
in [44] have introduced an effective feature learning backbone
for 3D PC by proposing a transformer-based encoding
framework. Li et al. [45] and wang et al. [43] attempted
to perform a point cloud completion task by employing
a self-attention based deep neural network allowing well-
exploited inter-point correlations. Some other approaches
employed autoencoder-based transformer architecture to
conduct PCG compression [46], [47]. Wang et al. in [48]
proposed a separable self-attention mechanism to enhance
feature extraction by concurrently modeling local and global
features. Despite achieving impressive outcomes, these meth-
ods experience excessive complexity in both the time and
space domains due to integrating multiple consecutive stages
in processing. In this paper, we propose a single-layer cluster-
based autoencoder network, that well captures the local
geometry of point clouds by utilizing point-based feature
extraction and the representation learning capability of the
self-attention mechanism. Due to adopting a single-layer
network, our simple architecture maintains an acceptable
level of complexity while preserving reconstruction quality.

lll. PROPOSED METHOD

The proposed method relies on an end-to-end learnable
autoencoder architecture to achieve efficient point cloud
coding. The structure comprises three sequential steps:
(i) generating clusters to exploit local properties of PCs effi-
ciently; (ii) cluster-wise feature refinement and (iii) PC recon-
straction by accumulating all the clusters. Figure 2 depicts
the schematic representation of the proposed framework.
Figure 3 and Figure 4 portray details of the corresponding
basic parts in Figure 2. In brief, the architecture directly takes
raw PCs as input and segments them into multiple clusters.
The encoder then refines concise and effective features,
concluding into a latent representation. The latent feature
undergoes processing through quantizer and entropy coder
and the final output is then directed to the decoder. Finally, the
decoder maps the encoded representation back to reconstruct
clusters and combines all clusters to reconstruct PCs.

A. GROUPING AND CLUSTERING

In this phase, the input point cloud, P = {x;} (|P| = n) with
coordinates x; € R3, is divided into C number of clusters of
the same resolution which will be compressed individually.
To this aim, initially points in P are segmented into C number
of groups by adopting an agglomerative clustering approach.
Agglomerative clustering with complete linkage is a method
that preserves the local density of points by considering the
maximum dissimilarity (distance) between clusters during

81444

the merging process. It tends to group points that are close
to each other and have similar local densities, effectively
capturing the density structure within the dataset. Thus,
utilizing this capability, initial data groups are successively
merged to form C groups based on a complete linkage
distance metric. Then, for each group in C, (C is the set
of resulting groups) a point that has the minimum average
distance, D/, (x;), to all other points within the group is elected
as group leader. A point, x; is elected as group leader if it
satisfies the following equation (1),

n
Dy(x) = minj._, %1 D li—xllag (D
T R

Here, nis the total number of points in a group, and ||x;—x;||2)
is the Euclidean distance between two points. These group
leader points will be considered as cluster heads, ¢;, = {c;|i =
1,2,---C}. Now, clusters will be generated around the ¢,
determined by the K-Nearest Neighbors (KNN) method. The
clustering process ensures that the raw PC is divided into
C clusters each having K points. The coordinates of the ¢,
will serve as the auxiliary information of the clusters and
will be encoded losslessly so that these can be used as the
central points at the decoder to reconstruct the PC. Finally,
a set of relative coordinates of K points concerning the cy;
xi(’) =xi(/)—xl./(’) fori=1,2,---Kandj=1,2,---C, where
xlf is the coordinate of cy; is obtained to be used as input in
the network model.

B. FEATURE REFINEMENT

This step comprises two components: feature extraction and
enhancement. The feature extraction module takes (1, 3)
points as input in the form of clusters, each having (K, 3)
points, and extracts features in two simultaneous steps:
(1) through set abstraction layer; (ii) through self-attention
layer.

In the network model, a set abstraction layer is first used
to learn the local patterns of each cluster at different levels
of detail. The concept of the set abstraction layer is derived
from PointNet++ [23] where it is formulated with three
layers: sampling, grouping, and PointNet layer. As per the
approach outlined in [24], the proposed set abstraction layer
comprises solely grouping and neural network components to
extract features. Each cluster, C; € C is abstracted by point-
wise KNN, followed by multi-layer perceptrons (MLPs) to
capture local details of the points. From (C, K, 3) input,
this step gives f * = (C, K, D) dimensional feature matrix.
However, due to the lack of emphasis on dependencies among
points, this module often fails to capture fine-grained local
geometry. Thus, to create an enriched feature representation,
a self-attention layer is also used in the feature extraction
module. The self-attention mechanism is a key module in
the transformer [41] that captures long-range and complex
dependencies through weighted interactions between points.
To employ this mechanism, at first the distribution of input
(C,K,3) is captured by adding local position embedding
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that helps to attain spatial relationship. For each x.(j) e C,

the direction (3D) and relative distance (scalar) of x(/) are

calculated as below (equation (2)):

0] ()
xi B 'xi ”xU) _x/(/)“ .
P — x0T
: /

l
where, x;(’) € ¢, and x,.(’) eC 2)

Consequently, the 4D vector representing point distribution
is mapped to higher dimensional space using MLPs and
generates a feature map, F? = {f;} as output. Given, input
feature map, F? € RX* the embeddings are transformed in
Query(«), Key(8) and Value (6) using linear projections or
MLPs. After that, the attention score map is obtained from
the dot product of o and S, followed by its normalization
through the softmax function. Finally, the weighted sum of
the value vectors yields the output, F A of the self-attention
mechanism. Finally, this step gives F4 = (C,K,D)
dimensional feature matrix. Thus, for the input, FP{f;}; €
RE* the output feature map, f A ¢ RO can be obtained as
follows [49] (equation (3)):

FY= D" plaB(’ + 80 3)
fiek?

Here, f; denotes a feature vector under a set of feature vectors,
FP, p denotes a normalization function such as softmax and
§ stands for position encoding function.

As the conclusive step, two distinct feature matrices
£S5 and FA are fused into the PointNet [22] module.
This module enhances features using shared MLPs to each
feature independently and captures local patterns. Finally,
a summarized global feature vector (C, 1, d) is obtained by
aggregating the point-level features.
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while the decoder reconstructs the clusters and assembles them

At the bottleneck, we have sampled clusters and per-
point d- dimensional features. To enforce a more com-
pact representation of the latent space, a uniform scalar
quantization process is used, inspired by [24] and [50].
In the training phase, (1, d) dimensional hidden features are
augmented with uniform noise spanning between —0.5 and
0.5 to each element under each cluster. The uniform noise
approximation makes the quantization process differentiable,
allowing backpropagation during stochastic gradient descent
optimization. In the testing phase, the hidden layer features
undergo rounding operation. Quantized features are further
compressed by an entropy encoder. In the training process,
an arithmetic encoder is integrated to jointly optimize the
feature entropies [50], [51]. This process is accompanied by
a loss function details of which will be outlined later in III-D.

C. PC RECONSTRUCTION

At the decoder, the encoded features of each cluster are
individually decoded. These decoded features are then added
back to the cluster’s head points to generate reconstructed
clusters. To this aim, several fully connected MLPs are
employed. At the final stage, the output from the MLPs is
reshaped in the Kx3 point geometry matrix that represents
one predicted cluster, where K is the number of points in the
predicted cluster. Finally, the union of all the reconstructed
clusters generates the final reconstructed PC, P. It is worth
mentioning that, in the compression process, the clusters are
formed fulfilling the criteria, C x K = yn (y > 1)
that ensures maximum points to be captured in the whole
process. Again, to maintain an equal number of points in
reconstruction as the input, we set K= % at the decoder.

D. RATE-DISTORTION OPTIMIZATION

Rate-distortion trade-off has been broadly used in data
compression to attain a balance between the compression
rate and distortion loss introduced by the compression
process [3], [21]. It aims to minimize the necessary bit rate
for representation while controlling the distortion within an
acceptable threshold. For a better trade-off, we employ the
standard rate distortion loss function (equation (4)):

L=Lcp+ AR 4
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FIGURE 4. Detailed architecture of the proposed method. The model takes a PC of dimension (3, 3) as input and gives output PC of dimension (C x K, 3).
Here, C is the number of clusters, K and K are the number of points in the encoded and decoded clusters, respectively, Q implies quantization, MLP
stands for multi-layer perceptron. The Chamfer distance (CD) is used to quantify the alignment between input and output PC.

Here, R is the bitrate estimated by the entropy engine; A
is a Lagrange multiplier that controls the trade-off between
rate and distortion; Lcp is the loss function which we use
to measure the distortion between input and reconstructed
results. Since the proposed compression method is con-
ducted through cluster-wise processing, our rate-distortion
optimization is also approximated in a group-wise manner.
Given that, the reconstructed cluster is expected to be close
enough to the input cluster, while preserving the local density
as much as possible, we use the symmetric point-to-point
Chamfer Distance to measure £ in (4). For an input cluster,
C;, and associated reconstructed cluster, C‘i, the Chamfer
loss, Lcp measures the mean distance of one point to its
nearest neighbor between C; and é‘,-; which is shown below
(equation (5)):

1 & .
Lep = o > Len(Ci, G
i=1
Where: £ cp(C;, C;) = d2(C;, C;) + d2(Ci, C))
1

dX(Cp. Co) = —— > minyec, Ix =I5 (5)
|Cm| xeCy

Here, ¢}, is the number of clusters in a batch during training;
L' cp represents the loss function for one cluster; x and y
represent point from the cluster, C;, and predicted cluster, C’,-,
respectively.

To calculate rate consumption, R, we use the probability
distribution of hidden layer features. The expression for rate
loss, R, estimation is given as follows ((6)):

1 &
R= =2 (~alC) - log2Py (@) ©)

i=1

where, z; is the hidden representation after adding uniform
noise for cluster C;; —q(z;|C;) is the actual marginal
distribution of z; [24] and P,,(z;) is the entropy model of z;.
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IV. EXPERIMENTAL EVALUATION

This section details the performance analysis of the proposed
cluster-based PC compression method. The proposed method
is evaluated by comparing its performance to state-of-the-
art methods. Finally, ablation studies are provided as a
justification to the design choices.

A. EXPERIMENT SETUP

1) DATASETS

To assess the effectiveness of the proposed autoencoder
network, we choose to conduct experiments on ModelNet40
[52] and ShapeNet [53] datasets. The ModelNet40 contains
12311 CAD-generated objects from 40 categories. The
ShapeNet dataset also consists of 3D objects of which we
have used 2874 shapes for testing purposes. We followed
all the same training/testing split and data pre-processing
as suggested in [24]. Table 1 outlines the details of dataset
splits.

TABLE 1. Dataset overview.

[ Dataset | Training/Testing split | No. of Shapes [ Points ]
Training 9843 8192
ModelNet40 |—pirs 2468 8102
ShapeNet Testing 2874 2048

We have trained our proposed network using ModelNet40
training set and performed tests on the ModelNet40 test
set. To further assess the robustness of the proposed
method, we tested the trained model using the ShapeNet test
dataset. It is worth mentioning that, the object models in
ModelNet40 exhibit more complexity compared to Shapenet,
irrespective of the size, orientation, and position of the
PCs [24]. As a part of data preparation, 8192 points from
ModelNet40 and 2048 points from Shapenet are sampled
uniformly on each shape. Finally, all point coordinates are
zoomed to [0, 63] to make a fair comparison with related
methods.
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2) BASELINES

We have compared our method with the learning-based
method: patch-based deep autoencoder (PDAE) [24] and non-
learning method: MPEG static point cloud codec TMC13
[17] which we will term as G-PCC here. Note that, the
learning-based PDAE has been retrained on the same dataset
as our method. We have used TMC13 [35] with all default
settings enabled following the Common Test Conditions
(CTC). Our dataset cannot be used directly in G-PCC as PCs
are normalized. Therefore, each PC is scaled before applying
G-PCC.

3) EVALUATION METRICS

The effectiveness of a compression algorithm depends on the
trade-off between the compression ratio and reconstruction
error. A compression algorithm is considered efficient if
it achieves a good compression ratio while keeping the
distortion low. However, due to the permutation-invariant
nature of PCs, it is complicated to compare two PCs directly.
To address this issue, we have adopted the symmetric point-
to-point Chamfer distance (CD), a permutation invariant
metric, to compare the reconstruction error between two point
clouds. The compression rate is evaluated using bits per point
(Bpp). We have used the point-to-point (D1) and point-to-
plane (D2) symmetric PSNR [54] to test the reconstruction
quality and BD-Rate measurement [55]. The D1 distortion is
used to calculate the PSNR between the reconstructed point
and its closest corresponding point in the reference PC, and
the D2 distortion is used to calculate the PSNR between the
reconstructed point and the surface plane in the reference PC.

4) IMPLEMENTATION DETAILS

The proposed model is implemented on Python 3.9.6 and
Pytorch 1.10.0. Training took place on an RTX 3080 GPU
and with an AMD Ryzen 95950x 16—core processor CPU.
The Adam optimizer [56] is used with an initial learning rate
of 0.0005 and a learning decay rate of 0.1. The model is
trained for 50 epochs with a batch size of 16. We varied the
bottleneck size to 8 or 16. As the compression ratio differs
with the cluster size, we varied the value of C to get different
quality reconstructions. The total loss from equation (4) was
optimized with A\ = 107°. As in [24], for cluster division,
wesety = 2,i.e., C x K = 25 to cover the whole PC as much
as possible. The number of input points is kept n = 8192 to
speed up the training process. Only the x,y, and z-coordinates
are considered as input features. On the decoder side, a fully
connected neural network of size 256 x 512 x 1024 is used.

B. PERFORMANCE COMPARISON

1) QUANTITATIVE COMPARISON

To verify the compression performance of the proposed

method, in the first experiment, we compared our compres-

sion results to the baselines on the rate-distortion curve.
Figure 5 represents the point-to-point Chamfer distance

(CD) and point-to-plane PSNR (D2 PSNR) of all methods
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FIGURE 5. Compression results on the ModelNet40 dataset. We use
PDAE [24] and MPEG G-PCC as baselines [17]. The proposed method
consistently outperforms the previous methods across the full range of
bitrates.

TABLE 2. BD-rate reduction and BD-PSNR gains against PDAE and G-PCC
compression methods on ModelNet40 datasets.

D1 D2
BD-BR | BD-PSNR | BD-BR | BD-PSNR
(%) (dB) (%) (dB)
Proposed method
vs. PDAE -26.54 0.78 -23.73 1.2
Proposed method
vs. G-PCC -50.16 5.04 -56.52 5.08

against Bpp. It is seen that our method persistently yields
better performance in terms of CD and D2 PSNR across
the full spectrum of Bpp on the ModelNet40 dataset. The
proposed method achieves over 1.6 times lower distortion
on average compared to the baselines. It is to be noted that,
the rate-distortion curves are derived from the average of
individual coding results of all example PCs in the test set.
Table 2 shows the BD-Rate reduction and BD-PSNR gains
of the proposed method against baselines. It is seen that,
for D1, the proposed method achieves 26.54% BD-Rate
reduction and 0.78 dB BD-PSNR gain, and for D2, 23.73%
BD-Rate reduction and 1.2 dB BD-PSNR gain compared to
PDAE. When comparing the Proposed method with G-PCC,
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FIGURE 6. Compression results on the ShapeNet dataset using a model
trained with ModelNet40 training set. The proposed method still
outperforms the previous methods across the full range of bitrates.

D1 exhibits a significant BD-rate reduction of 50.16% along
with a substantial BD-PSNR increase of 5.04 dB. For D2,
the BD-rate reduction is 56.52% and 5.08 dB the BD-PSNR
increases.

2) GENERALIZATION CAPABILITY

In an alternate dataset, when implemented, learning-based
methods often degrade performance. We assert that the
proposed model generalizes well to other datasets due to
learning local geometries well. To validate this, we have
tested our trained model (with ModelNet40 training set) on
the ShapeNet dataset. The rate-distortion curves in terms
of CD and D2 PSNR against Bpp in Figure 6 show that
our method still achieves better performance and excellent
robustness. The associated BD-Rate reduction and BD-PSNR
improvements are also presented in Table 3.

3) QUALITATIVE COMPARISON

A visualization of the reconstruction quality of the proposed
network with the baselines is displayed in Table 4. It can
be observed that, at approximately equivalent bit rate, the
proposed method produces better visual and objective results
compared to the method in PDAE and G-PCC. For instance,
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TABLE 3. BD-rate reduction and BD-PSNR gains against PDAE and G-PCC
compression methods on Shapenet datasets.

D1 D2
BD-BR | BD-PSNR | BD-BR | BD-PSNR
(%) (dB) (%) (dB)
Proposed method
vs. PDAE -7.13 117 1696 | 0.82
Proposed method
vs. G-PCC -42.11 4.74 -54.03 | 4.70

for the ‘Flowerpot’ point cloud (1st row, 2nd column), PDAE
fails to hold the local geometry of the root of the flowers.
The G-PCC creates a similar visual object to ground truth,
but if zoomed in, it can be seen that it assigns points in
uniform distance rather than maintaining geometry details.
The same holds true for the ‘Car’ point cloud ( 1st row, Ist
column) where the geometry details near the four wheels are
well preserved in the proposed method compared to that of
PDAE and G-PCC. Overall, it is obvious that the proposed
method achieves comparatively better geometry at low Bpp
and preserves quality.

4) COMPLEXITY ANALYSIS

To quantitively assess the computational complexity,
we compare the average encoding and decoding time of the
proposed method and PDAE method on ModelNet40 dataset.
We also record the memory footprint of the two methods.
As shown in Table 5, the average runtime of the proposed
method has experienced a slight increase compared to that of
the PDAE method. Regarding the size, the proposed model
costs 6.6 MB on average, which is marginally larger than the
PDAE method. While the proposed method exhibits a slightly
higher level of runtime and memory usage, considering the
achieved rate-distortion trade-off the rise is acceptable.

C. ABLATION STUDY

We further extend our studies by analyzing different aspects
of the proposed method to enhance the depth of the under-
standing. All the studies are conducted on the ModelNet40
dataset. We build a baseline model consisting of a clustering
module, a PointNet module, and fully connected MLPs at the
decoder.

D. EFFECTIVENESS OF CLUSTERING METHOD
To understand the contribution of the grouping and clustering
module, we examine the performance of the proposed method
using the proposed clustering scheme as it is followed by
its replacement with the widely used farthest point sampling
(fps) method. Table 6 shows the impact of the clustering
module for low-bit rate and higher-bit rate scenarios. It is
observed that the proposed method outperforms the method
with fps in both cases. At approximately similar bitrate, the
proposed method achieves higher PSNR gain for both D1 and
D2.

Figure 7 represents the cluster head distribution of
the proposed method using the clustering scheme (green
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TABLE 4. Visual comparison of the compression results of the proposed method and the baselines for closest Bpp on few example point clouds from
ModelNet40 and ShapeNet test set. The proposed method produces better visual quality in terms of holding local geometry and lowest Bpp.

ModelNet40 dataset example

GT
PDAE

Bpp 1.82 2.19 1.91 1.80 1.94
PSNR 40.17 42.47 40.88 43.69 40.98
Ours

Bpp 1.80 2.02 1.90 1.75 1.94
PDAE 40.83 43.90 41.41 44.50 41.17
G-PCC

Bpp 1.80 2.20 1.98 1.80
PSNR 37.21 37.04 37.39 37.21 37.38
ShapeNet dataset example

GT

PDAE

Bpp 1.30 1.27 1.27 1.27 1.29
PSNR 41.44 40.6 42.57 40.59 41.19

%

Ours

Bpp 1.32 1.29 1.30 1.28 1.31
PDAE 42.47 41.68 43.55 41.62 41.62
G-PCC

Bpp 1.32 1.26 1.45 1.30 1.27
PSNR 38.34 38.22 38.23 38.59 37.92
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TABLE 5. Average runtime and model size in ModelNet40 test set.

Method Enc. Dec. Total Model
ctho Time (s) | Time (s) | time (s) | Size (MB)
PDAE 64.62 16.8 81.42 6.56

Proposed

method 72.6 19.8 924 6.60

TABLE 6. The effectiveness of the grouping method. The proposed
method performs well when the bottom-up clustering approach is applied
instead of the farthest-point sampling method while grouping points.

| Grouping Method | Bpp | DI PSNR | D2 PSNR |

Using FPS 0.90 [ 40.11 46817
Proposed

Clustering Method 0.88 | 40.46 47.07
Using FPS 3.65 | 43.67 51.33
Proposed

Clustering Method 3.65 | 4391 51.78

TABLE 7. The effectiveness of each component in the proposed method.

Components Absent D1 D2
components BD-BR BD-PSNR BD-BR BD-PSNR

(%) (dB) (%) (dB)
Baseline + Set
Self-Attention Abstraction -29.99 0.46 -24.76 0.55
Layer Layer
Baseline + Self-
Set Abstraction | Attention -25.18 0.88 -23.15 1.31
Layer Layer

dot points) and fps scheme (red dot points). For better
comprehension, we observe the extended part of the image
(marked with a green box) where it is found that the proposed
method assigns two cluster heads (two green dots) to group
that portion while the fps method assigns three cluster heads
(three red dots) which is redundant. Since the fps method
selects cluster centers based on the points farthest from each
other in the dataset, it fails to group unevenly distributed
points properly. In the figure (Figure 7a), the marked area
contains fewer data points which could be grouped using less
number of clusters and assigned the other points where data
is more dense. This work is successfully conducted by the
proposed method, thus, it is capable of defining local groups
more efficiently compared to the fps method.

E. EFFECTIVENESS OF EACH COMPONENT

To comprehend the individual impact of each module
on the entire network, we conduct experiments on the
baseline (prepared for the ablation studies) by adding
the absent modules- the set abstraction layer and the
self-attention layer alternatively. The results are presented
in Table 7 where BD-BR reduction and BD-PSNR gain of
the proposed method against the considered two networks
(‘Baseline + Self-Attention Layer’ and ‘Baseline + Set
Abstraction Layer’) are presented. For the “Baseline +
Self-Attention Layer” configuration, the BD-BR values
indicate, the proposed method achieves a bitrate reduction
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. (b) Cluster head distribution
‘:, 7 using fps (red dot points) and
) proposed clustering method

(a) Ground Truth (green dot points).

FIGURE 7. Visual comparison of the effectiveness of the proposed
method.

of —29.99% (D1) and —24.76%(D2), with corresponding
BD-PSNR improvements of 0.46 dB (D1) and 0.55 dB (D2)
over selected configuration. In contrast, for the “Baseline +
Set Abstraction Layer” configuration, the proposed method
achieves a bitrate reduction of —25.18% (D1) and —23.15%
(D2), with BD-PSNR improvements of 0.88 dB (D1) and
1.31 dB (D2) against the selected configuration. These results
illustrate that each module is contributing to the proposed
network and they complement each other to attain favorable
outcomes comprehensively.

V. CONCLUSION

In this work, we propose a cluster-based framework for
lossy point cloud geometry compression via an autoen-
coder architecture. Leveraging a cluster-based approach,
the proposed method excels in efficiently exploring local
structures. Initiated with cluster division, the entire network
is constructed through point-wise operations, complemented
by a self-attention mechanism, and ultimately fused into a
PointNet module, resulting in comprehensive and effective
representation. Finally, The decoding phase, driven by MLPs,
is designed to determine the final coordinates, aiding in the
reconstruction process. The experimental results reveal that
the proposed method not only achieves the best rate-distortion
trade-off compared to prior methods but also demonstrates
better recovery of local density. Qualitatively, the proposed
method also achieves better reconstruction quality. Further
ablation studies have been conducted, providing additional
insights into the efficacy of our approach.
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