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ABSTRACT As artificial intelligence (AI) technology advances rapidly, its increasing involvement in
military defense fosters intelligent air combat domain development. The Intelligent Flight Controller
(IFC) is a crucial technology and foundation for intelligent air combat decision-making systems. Con-
trolling 6 Degree-of-freedom (DOF) aircraft in close-to-real-world environments requires an adaptable and
dynamic decision-making controller. Most IFC researches focus on simplistic flight trajectory design and
validation, while air combat requires aircraft that can perform complex tactical maneuvers. Deep reinforce-
ment learning (DRL) provides a suitable technical paradigm. However, DRL suffers from sparse rewards,
insufficient supervisory signals, low sampling efficiency, and slow convergence. In contrast, Large Language
Model (LLM) possesses abundant knowledge about the real world, contextual understanding, and reasoning
capabilities. By leveraging this, LLM can serve as prior knowledge for DRL, thereby reducing DRL training
time. This paper proposes an LLM-guided deep reinforcement learning framework for IFC, which utilizes
LLM-guided deep reinforcement learning to achieve intelligent flight control under limited computational
resources. LLM provides direct guidance during training based on local knowledge, which improves the
quality of data generated in agent-environment interaction within DRL, expedites training, and offers timely
feedback to agents, thereby partially mitigating sparse reward issues. Additionally, we present an effective
reward function to comprehensively balance the aircraft coupling control to ensure stable, flexible control.
Finally, simulations and experiments show that the proposed techniques have good performance, robustness,
and adaptability across various flight tasks, laying a foundation for future research in the intelligent air
combat decision-making domain.

INDEX TERMS Intelligent flight control, large language model, deep reinforcement learning, 6 DOF
aircraft.

I. INTRODUCTION
Marr proposed segmenting complex information processing
systems into three levels [1]: computational theory, repre-
sentation and algorithm, and physical implementation, each
addressing ‘‘why,’’ ‘‘what,’’ and ‘‘how’’ questions, respec-
tively. Machine perception and understanding correspond to
the initial two levels, while physical implementation is the
bridge linking them to reality; in the absence of this liking,
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a human can only think but not act.With artificial intelligence
(AI) technology development, increasing AI technologies are
integrated into military equipment, driving rapid progress
in intelligent air combat [2]. IFC is critical in intelligent
air combat decision-making systems like the aforementioned
physical implementation level. As a complex information
processing system, an intelligent air combat decision-making
system relies on IFC to connect strategic decision-making
and practical flight control actions, serving as the foun-
dation of an intelligent air combat decision-making sys-
tem. Extensive research has been conducted on IFC [3],
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[4], mainly categorized into model-based and model-free
methods.

Model-based flight control methods include nonlinear
model predictive control [5], linear quadratic Gaussian model
control [6], [7], [8], backstepping control [9], [10], sliding
mode control [11], gain scheduling control [12], nonlin-
ear neural network adaptive control [13], [14], etc. While
model-based methods can address flight control issues and
achieve objectives to some extent, they heavily rely on accu-
rate mathematical models assumed by the system. In practice,
achieving perfect mathematical modeling for flight control
systems is challenging, and insufficient understanding may
exist [15], which inevitably affects control effectiveness.
Model-free flight control methods include fuzzy system

control [16], data-driven control [17], neural network con-
trol [18], deep reinforcement learning [19], [20], etc. Unlike
model-based control, model-free control does not rely on
accurate mathematical models and exhibits adaptability and
robustness against uncertain interference factors.

IFC is a critical technology in intelligent air combat
decision-making systems. Some studies achieve 3 DOF flight
control using lateral overload, normal overload, and roll
angle, simplifying flight control into sets of five basic maneu-
vers for air combat [21]. In some cases, further simplification
to seven or six basic maneuvers, respectively [22], [23].
While this approach can achieve a certain level of control
effectiveness, it lacks scalability to other flight control tasks.
Additionally, using lateral overload, normal overload, and roll
angle for three-dimensional flight control does not align with
the practical control method of using elevator, aileron, and
rudder.

Some studies utilized deep reinforcement learning to
achieve end-to-end control of a 6 DOF aircraft, enabling it to
perform cruise flights at specified speeds and altitudes [24].
However, this IFC lacked scalability, as it could only execute
nominal commands, and the learned flight behavior included
a sideslip. Some studies improved this by introducing yaw
angle error as an input, effectively reducing sideslip during
flight [25]. However, it still faces challenges in achieving
agile control of a 6 DOF aircraft.

IFCs achieve basic maneuvering by inputting specified
coordinates, but air combat strategies based on these con-
trollers cannot directly control the aircraft’s attitude, thus
restricting maneuverability [26], [27]. To address this issue,
employing deep reinforcement learning to introduce pitch
and roll angle errors enhances maneuver flexibility. However,
it still struggles to perform complex maneuvers effectively
[28].

As mentioned earlier, deep reinforcement learning is
well-suited for solving dynamic decision control problems.
It provides an adaptable, model-free controller design frame-
work for various objects. It also enables end-to-end integrated
control, making it an effective approach for intelligent flight
control. However, deep reinforcement learning relies on trial-
and-error and continuous interaction between the agent and
environment to find optimal strategies without direct guid-

ance.With the emergence of Large LanguageModels (LLMs)
that exhibit emergent and logical reasoning capabilities,
we aim to utilize LLM-guided deep reinforcement learning to
achieve intelligent flight control under limited computational
resources. The main contribution of this paper is as follows:

• We propose a deep reinforcement learning training
framework guided by the LLM, providing direct guidance
during training. First, we construct a local textual knowl-
edge base using resources like aircraft flight manuals from
the Federal Aviation Administration (FAA). During agent-
environment interaction, the LLM uses this knowledge base
as background context to evaluate agent actions. Incorrect
actions are rejected, prompting the agent to try new actions
until meeting the criteria. This effectively enhances explo-
ration data quality, accelerates training, and addresses sparse
rewards by providing timely feedback.

• We present a practical reward function incorporating
roll angle error, yaw angle error, altitude error, and veloc-
ity error. This function balances coupled control of the
aircraft’s ailerons, rudder, elevators, and throttle, and exper-
iments in simulated environments resembling real-world
scenarios validate our approach. Compared to other methods,
our intelligent flight controller directly manipulates the air-
craft’s attitude, enabling complex tactical maneuvers. It also
demonstrates robustness and extendability to various tactical
maneuvers.

• We trained an IFC and conducted experimental flight
control simulations using the proposed method. During the
initial training guided by LLM, DRL significantly increased
learning speed. Simulations of horizontal flights under
no-wind and windy conditions, plus tactical maneuver anal-
yses including Looping, Immelmann Turn, and Split S,
demonstrated proficient execution by the IFC. The simulation
results indicate precise, flexible control and the ability to
perform complexmaneuvers robustly. LLM enhanced sample
data quality, increased supervisory signals, and alleviated
sparse rewards during training, improving training conver-
gence speed.

II. BACKGROUNDS
This section describes the background information required
for this study.

A. FLIGHT CONTROL PROBLEM STATEMENT
In this research, the F-16 is chosen as the control object for
flight controller training [29]. We utilize the open-source,
high-fidelity flight dynamics model JSBSim to conduct
physical simulations, ensuring they closely approximate real-
world conditions. Table 1 presents the primary state variables
of the 6 DOF aircraft.

As shown in FIGURE 1, we define the body coordinate
system oxyz and the aircraft-carried normal earth-fixed coor-
dinate system oxgygzg [30]. The body coordinate system
oxyz is fixed to the aircraft, with the origin o at the center
of mass. Ox points along the longitudinal axis within the
symmetry plane, towards the nose. Oy is perpendicular to the
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TABLE 1. The state and action variables.

FIGURE 1. The body coordinate system and ground coordinate system.

symmetry plane, pointing to the right wing. Oz is within the
symmetry plane, perpendicular to ox, and pointing down. The
aircraft-carried normal earth-fixed coordinate system oxgygzg
has origin o at the center of mass, with oxg in any arbitrarily
selected direction within the horizontal plane. ozg is perpen-
dicular to the horizontal plane and points down due to the lead
weight, while the oyg is determined by the right-hand rule.
The flight control problem for a 6 DOF aircraft can decom-

pose into spatial position movement and attitude control.
Spatial position movement control includes longitudinal dis-
placement controlled by the throttle, indirectly achieving
lateral and vertical displacements. Spatial attitude control
includes rotation about the longitudinal axis, known as roll
motion control; rotation about the lateral axis, known as pitch
motion control; and rotation about the vertical axis, known as
yaw motion control. As shown in FIGURE 1, the pitch angle
θ represents the angle between the body coordinate system
ox and the horizontal plane. The yaw angle φ represents the
angle between the body coordinate system ox projection onto
the horizontal plane and the aircraft-carried normal earth-
fixed coordinate system oxg. The roll angle ϕ represents the
angle between the plumb plane passing through the body
coordinate system ox and the symmetry plane, which is also
equivalent to the angle between the oxy plane and the hori-
zontal plane, as shown in Figure 1.

In flight control, the aircraft’s roll motion is controlled
by δcda , pitch motion by δcde , and yaw motion by δcdr . Here,
{δcda , δcde , δcdr } denote the control commands issued to the
respective control surfaces of the aircraft rather than the
actual angles of these surfaces at that moment.

Furthermore, compared to traditional flight control, which
improves aircraft stability and maneuverability, IFC aims to
achieve environmental perception, attitude stabilization, and
high-performance flight control.

B. PROXIMAL POLICY OPTIMIZATION ALGORITHM
Deep reinforcement learning aims to obtain an optimal pol-
icy for an agent through interaction with the environment.
At each time step t , the agent starts from the current state st ,
takes action at , receives the next state st+1, and reward infor-
mation R from the environment. The agent aims to maximize
the expected return Gt , represented by the action-state value
function Q according to the Bellman equation:

Q = Â+ V (1)

The advantage function Â indicates the advantage of a spe-
cific action relative to the average in a given state s, while the
value function V denotes the value of a given state s.
Since its inception, the Proximal Policy Optimization

(PPO) algorithm, has demonstrated outstanding performance,
spawning numerous variants and becoming the preferred
algorithm for OpenAI in reinforcement learning research.
The main idea behind PPO is to limit the magnitude of policy
updates to achieve stable and efficient training results. In this
study, we utilize the Proximal Policy Optimization with clip-
ping (PPO-clip) algorithm, which comprises two essential
components, the Actor and the Critic, implemented using
neural networks. The Actor represents the policy function
πθ , mapping states to action distributions, while the Critic
represents the value function V2, estimating the expected
return under the current policy. The agent interacts with the
environment, storing the outcomes in a buffer. At the end of
each episode, the Generalized Advantage Estimation (GAE)
is employed to calculate the advantage values Ât and the
expected returns Gt , which are then stored in the buffer.

Ât = δt + (γ λ) δt + · · · + (γ λ)T−t+1 δT−1 (2)

where

δt = rt + γV (st+1) − V (st) (3)

Here λ represents the hyperparameter of GAE, γ is the dis-
count factor, T is the time step at the end of the episode, and
t signifies the current time step.
The Actor and Critic is optimized based on the data stored

in the buffer. The loss function in the PPO algorithm can be
defined as:

L = LActor (θ) + c1LCritic (2) + c2S [πθ ] (4)

where c1 and c2 are hyperparameters used to balance the
weights of different loss functions, LCritic (2) is the value loss
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function. S[πθ ] is the entropy of the policy used to encourage
policy exploration. LActor (θ) is the proximal ratio clipping
loss employed to restrict the magnitude of policy updates.

LActor (θ) = Et [min
(

t (θ) Ât ,CLIPÂt )
]

(5)

where

CLIP = clip ( t (θ) , 1 − ε, 1 + ε) (6)

t (θ) =
πθ (at | st)

πθold (at | st)
(7)

measures the action probability ratio between the new and old
policies, where data from the buffer is generated by interact-
ing with the environment under the old policy π_(θ_old). ε is
a hyperparameter controlling clippingmagnitude. Employing
this loss function for policy optimization prevents excessive
updates that could cause instability. The specific form of the
value loss LCritic (2) is as follows:

LCritic (Θ) =
1
2

E [VΘ (st) − Gt ]2 (8)

The value of Gt is obtained through Equation(1) and opti-
mized using Equation(4). The PPO algorithm can enhance the
Actor’s performance, bringing it closer to the optimal.

III. PROPOSED METHOD
In this section, we will elaborate on the deep reinforcement
learning training framework guided by LLM and the process
and details of applying deep reinforcement learning methods
to intelligent flight control.

A. LLM-GUIDED REINFORCEMENT LEARNING
FRAMEWORK
Deep reinforcement learning is trial-and-error learning with-
out direct guidance, and the training needs large amounts
of data generated by agent-environment interactions [31].
Additionally, it exhibits delayed rewards. The principles
and methods cannot be expressed with formulas in flight
control tasks, as various flight control commands are interre-
lated. Large languagemodels (LLMs) possess vast real-world
knowledge, contextual understanding, and logical reasoning
capabilities. However, directly using LLM to solve flight
control problems is challenging. Therefore, we propose using
LLM to transform relevant background knowledge from
the local knowledge base into action guidance signals dur-
ing deep reinforcement learning training. This method can
better guide agent learning, improve sample quality gen-
erated by agent-environment interactions, reduce learning
sample requirements, accelerate training, and enhance train-
ing stability. However, with limited computational resources,
we provide guidance only for initial intelligent flight con-
troller training in this paper. As the training episode increase,
LLM is no longer used.

This approach provides a natural language expression of
the aircraft’s states, goals, and control actions. We expect
the LLM to evaluate actions based on the states and goals,
using the local knowledge base. Different flight states, goals,

FIGURE 2. LLM-Guided reinforcement learning framework.

and control actions are represented with textual informa-
tion, denoted as L_state, L_goal, and L_action, respectively.
To construct the local knowledge base, publications like the
Flight Control Manual from the Federal Aviation Adminis-
tration (FAA) are primary knowledge sources, which are then
embedded for storage in a vector database as the knowledge
base. During evaluation, the LLM queries relevant informa-
tion from the knowledge base as background knowledge.

The LLM uses a backstep questioning strategy [32],
requiring stepping back one step when answering questions,
approaching it from a broader or more fundamental per-
spective. Logically, the core of the problem is contemplated
step by step. The LLM will address the following: ‘‘The
current aircraft state is L_state, with flight goal being L_goal
and flight control command being L_action. Is this cor-
rect?’’ Response is ultimately ‘‘yes’’ or ‘‘no’’. This format
is chosen because it can be easily converted to ‘‘0’’ or
‘‘1’’, and closed-ended responses tend to perform better than
open-ended ones [33].After evaluating each flight control
command, the LLM yields:

ELLM = FLLMa1 ∗ FLLMa2 ∗ FLLMa3 ∗ FLLMa4 (9)

If all responses are ‘‘yes,’’ the process proceeds; otherwise,
the flight control actions are rejected, and agent makes a new
one until each flight control action evaluation is ‘‘yes.’’ For
example, after evaluating each flight control action, if we
obtain ELLM = 1 ∗ 0 ∗ 1 ∗ 1 = 0, indicating one control
action does not comply with the current states and goals, the
current action is rejected. During training, we predefine the
max episode guided by LLM and stop the LLM guidance
once the episode exceeds the max episode. The process and
algorithm of this method are summarized in FIGURE 2 and
Algorithm 1, respectively.

Based on limited computational resources, we adopted
ChatGLM-6B from Zhipu as our baseline large model.
In addition to the questions mentioned earlier, the prompt
designed for the flight controller in this paper is presented
in the appendix.

B. REINFORCEMENT LEARNING BASED FLIGHT CONTROL
This study designs an IFC based on the PPO algorithm and
proposes a practical reward function. The reward function
incorporates roll angle error, yaw angle error, altitude error,
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Algorithm 1 Flight Controller Algorithm with LLM
1 Initialize actor and critic
2 for episode = 1 to episodes do
3 Initialize the replay buffer D
4 while D is not full do
5 Reset the Environment
6 for step = 1 to stepmax do
7 Get the state st
8 Sample the action at from the policy πθ (at |st )
9 if episode < episodetarget then
10 Get the evaluation ELLM from the LLM
11 if ELLM == 0 then
12 Sample the action at from the policy πθ (at |st )
13 end if
14 end if
15 Get the next state st+1 and reward rt and Done from the

environment
16 Store (st+1, at , rt , Done) into D
17 if Reach the target signal then
18 Reset the target signal randomly
19 end if
20 if Done is True then
21 Break
22 end if
23 end for
24 end while
25 Compute Â and Ĝ and store into D
26 for Update times do
27 Update actor and critic
28 end for
29 end for

and velocity error into the training process, balancing the
control of aileron, rudder, elevator, and throttle. By track-
ing the target roll angle, target yaw angle, target altitude,
and target velocity, the corresponding errors are input to the
flight controller, which outputs instructions for the aileron,
elevator, rudder, and throttle to control the aircraft directly.
The Markov Decision Process (MDP) for the aircraft can be
defined as a tuple U= (S, A, R, D, P), where S is the observa-
tion space, A is the action space, R is the reward function, D is
the termination signal, and P is the state transition function.
The details are as follows:

1) OBSERVATION AND ACTION SPACES
The design of the observation space and action space are
important in terms of learning efficiency and effectiveness.
We design the observation space st , which is obtained from
the flight control environment and consists of two parts. The
first part includes the aircraft flight state sk and comprises
state variables describing the aircraft’s current flight status
and attitude, as listed in Table 1. The second part describes
the aircraft’s tracking of target signals, including roll angle
error, yaw angle error, altitude error, and velocity error: [φ̃ −

φ, ϕ̃−ϕ, ãlt−alt, ṽx−vx]. Here, φ̃, ϕ̃, ãlt , and ṽx represent the
target roll angle, target yaw angle, target altitude, and target
velocity, respectively.

The action space at is [δcda , δcde , δcdr , δcdth ], where δcda , δcde ,
δcdr , and δcdth represent the control commands for the aileron,
elevator, rudder, and throttle, respectively. The aileron, eleva-

tor, and rudder can individually control the roll angle, pitch
angle, and yaw angle of the aircraft.

2) REWARD FUNCTION
The reward function plays a crucial role in reinforcement
learning. In this paper, roll angle error, yaw angle error,
altitude error, and velocity error are incorporated into the
training process to achieve flight control by tracking tar-
get signals while balancing the interrelated control of the
aircraft’s ailerons, rudder, elevator, and throttle. Based on
the Potential-based Reward Shaping (PBRS) technique [34],
a potential function consistent with the Gaussian function
shape is designed in this paper:

Φ (∆) = e−
(∆)2

2σ2 (10)

where 1 represents the error value, and σ 2 is the variance
of this potential function. In order to achieve optimal per-
formance of the flight controller, it should not only enable
direct control of the aircraft’s attitude but also balance various
aspects of flight control. The reward function R is designed
as follows:

R =
4
√
Rφ · Rϕ · Ralt · Rvx + Raltitude (11)

Here,R_φ represents the reward for the roll angle error, where
the smaller the absolute value of the roll angle error, the
greater the reward obtained.

Rφ = e
−

(1φ)
2

2σ2
φ (12)

The symbol 1_φ represents the roll angle error, defined as
φ̃−φ. σ_φ is the variance of the roll angle error reward, which
can be adjusted to control the fluctuation range of the roll
angle error. In this study, σ_φ is set to 0.25 during training,
resulting in an error fluctuation range of ±45◦. R_ϕ, R_alt ,
andR_(v_x) represent the rewards for roll angle error, altitude
error, and velocity error, respectively. The design of their
reward functions follows the same pattern as Rφ . Specifically,
they are formulated as follows:

Rϕ = e
−

(∆ϕ)2

2σ2ϕ (13)

Ralt = e
−

(∆alt )
2

2σ2alt (14)

Rvx = e
−

(∆vx )
2

2σ2vx (15)

The symbols 1_ϕ, 1_alt , and 1_(v_x) represent errors in
yaw angle, altitude, and velocity, respectively. σ_ϕ, σ_alt ,
and σ_(v_x) denote the corresponding reward variances.
During training, σ_ϕ is set to 1, resulting in a ±3◦ error
fluctuation range for yaw angle; σ_alt is set to 3.3, resulting
in a ±10m error fluctuation range for altitude; and σ_(v_x)
is set to 8.23, resulting in a ±25m/s fluctuation range for
velocity.
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Raltitude represents the altitude reward, which is based on
the aircraft’s flying altitude. A safe flying altitude Safealtitude
is set to ensure routine flight without collisions.
Raltitude is calculated from the current altitude Altnow and

the safe flying altitude Safealtitude. This reward encourages
the aircraft to maintain a safe altitude during flight, and its
specific form is as follows:

Raltitude=

 0, Altnow>Safealtitude

−clip
(

Altnow
Safealtitude

, 0, 1
)

, otherwise

(16)

3) DONE SIGNAL DESIGN
Done represents the termination signal indicating the end of
a task. The termination signal in this paper is defined as
follows:

Done = Donesignal ∨ DoneG ∨ DoneAltitude ∨ Donestep
(17)

In this study, the task involves tracking a target signal. The
system checks whether the target signal has been reached
within a specified time frame. If the target signal is reached,
the system reinitializes the target randomly, indicating the
task is not yet completed. However, the task is completed
if the target signal is not reached within the specified time
frame. The decision process is as follows:

Donesignal =

{
0, Reach the target signal
1, Unreach the target signal

(18)

Additionally, the task will be terminated if extreme flight
conditions occur based on the aircraft’s performance, includ-
ing exceeding the maximum load factor Gmax and surpassing
the altitude limit Altitudemax . The specific conditions are as
follows:

DoneG =

{
0, G < Gmax
1, G ≥ Gmax

(19)

DoneAltitude =

{
0, alt < Altitudemax
1, alt ≥ Altitudemax

(20)

To prevent the aircraft from endlessly tracking the target
signal, a maximum number of steps per task episode has been
set as Stepmax .When this limit is exceeded, terminate the task.
The specific condition is as follows:

Donestep =

{
0, step < Stepmax
1, step ≥ Stepmax

(21)

The flight controller is trained using the PPO algorithm,
as shown in Algorithm 1. Before training begins, initialize
the environment to a valid initial state, and the actor and
critic are initialized. At the start of each episode, clear the
replay buffer D. Reset the environment before each task and
the actor provides control instructions at based on the current
state st , where the main influence on the control instruction

output is the error values of the target signals in state st . After
a fixed period, check the current aircraft’s proximity to the
target signal. If it reaches the target, a new target signal is
randomly generated; otherwise, the episode of the task ends.
Considering the large action space of the 6 DOF aircraft, the
randomness of the target signal is set to gradient ascent to
enhance the training speed and stability. Subsequently, the
generated {st+1, at , rt ,Done} is stored in the replay buffer.
At the end of each episode, compute the advantage value Â
andGt and store in the replay buffer. When the actor interacts
with the environment to generate sufficient data, optimization
of the actor and critic is performed using Equation 1.

The feasibility of the algorithm proposed in this paper
depends on the LLM guidance and DRL for solving flight
control problems. Indeed, if an LLM can infer and solve tasks
based on known information, it exhibits guided feasibility.
The scalability theory suggests that LLM exhibits emergent
capabilities as model parameters increase [35], including
in-context learning (ICL), instruction following, and chain
of thought. These emergent capabilities support LLM in
solving respective tasks based on data formatted in natural
language descriptions after obtaining natural language task
descriptions. Meanwhile, the local knowledge base in this
paper is derived from specialized textual data, ensuring the
feasibility of LLM guidance. DRL is suitable for addressing
dynamic decision control problems, with its inherent adapt-
ability, real-time responsiveness, and robustness ensuring the
feasibility of solving flight control problems. Subsequent tac-
tical maneuver flight simulations conducted in high-fidelity
environments validate the algorithm’s feasibility.

The algorithm proposed in this paper is based on deep rein-
forcement learning, where the design of the reward function
determines the agent’s objectives and outcomes. In this paper,
each reward function is formulated as a Gaussian function,
with the error variance adjusted to ensure rewards are within
the desired error range. As the goal of DRL is to maximize
reward returns, the design of this reward function ensures
that after convergence, the agent’s control remains within the
desired error range, making flight states close to or equal to
the flight target, thereby ensuring the stability of the intel-
ligent flight controller. Subsequent simulation experiments
conducted in varying wind conditions further validate the
stability of this intelligent flight controller.

IV. EXPERIMENTAL ANALYSIS
A. EXPERIMENTAL PLATFORM
JSBSim is a multi-platform, open-source, object-oriented
flight dynamics model (FDM) written in C++ [36]. Essen-
tially, FDM defines the motion of aircraft, rockets, and so on
under various control mechanisms, forces, and natural phe-
nomena. The Johns Hopkins University Applied Physics Lab
(JHU-APL) gym environment based on JSBSim was used
in the AlphaDogfight Trials (ATD) competition conducted
by DARPA [37]. Our experimental platform is a deep rein-
forcement learning environment developed based on JSBSim.
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FIGURE 3. Deep reinforcement learning simulation environment based
on JSBSim 1.

FIGURE 4. Deep reinforcement learning simulation environment based
on JSBSim 2.

The rendering of this environment is shown in the following
figure.

B. EXPERIMENTAL TRAINING AND RESULTS
The experimental simulations are based on the method pro-
posed earlier. In the initial training stages, LLM is introduced
for action guidance following Algorithm 1. FIGURE 5
demonstrates that the LLM-guided flight controller achieves
local convergence with fewer samples in fewer steps. This
indicates that LLM-guided action enhances sample data qual-
ity during training, reducing required samples for learning.

The aircraft is penalized for flying below the safe altitude
due to the reward function design. As shown in FIGURE 5,
the average reward per episode plateaus at 0, indicating the
agent learns to fly above the safe altitude. However, it has yet
to learn to track target signals for flight control. The simula-
tion result shown in FIGURE 6 supports this conclusion.
Through comparison of simulation results in FIGURE 6

and FIGURE 7, we see that the IFC based on LLM guidance
performs significantly better after the same number of train-

FIGURE 5. The average episode rewards with and without large model
guidance.

FIGURE 6. The simulation result with LLM guidance.

FIGURE 7. The simulation result without LLM guidance.

ing steps than the traditional DRL IFC, and the IFC without
LLM guidance does not learn to fly above a safe altitude, and
its attitude control is weaker.

Subsequently, training was conducted according to
Algorithm 2. Considering the action space of the 6 DOF
aircraft, the target signal randomness was set to gradient
ascent during training, allowing the agent to learn from
easy to challenging tasks, improving training stability and

VOLUME 12, 2024 89485



Y. Han et al.: Large Language Model Guided Reinforcement Learning

FIGURE 8. Average episode rewards with different randomness gradient.

speed. As shown in FIGURE 8, the agent with a target signal
randomness gradient of 0.1 is easier to learn due to the
smaller initial randomness of the target signal, effectively
accelerating training. Additionally, from FIGURE 8, training
with lower randomness ultimately achieved higher average
rewards per episode. This is because lower randomness leads
to more frequent target signal achievement within the same
steps, ultimately resulting in higher average rewards per
episode.

Algorithm 2 Flight Controller Algorithm
1 Initialize actor and critic
2 for episode = 1 to episodes do
3 Initialize the replay buffer D
4 while D is not full do
5 Reset the Environment
6 for step = 1 to stepmax do
7 Get the state st
8 Sample the action at from the policy πθ (at |st )
9 Get the next state st+1 and reward rt andDone from the

environment
10 Store (st+1, at , rt ) into D
11 if Reach the target signal then
12 Reset the target signal randomly
13 end if
14 if Done is True then
15 Break
16 end if
17 end for
18 end while
19 Compute Â and Ĝ and store into D
20 for Update times do
21 Update actor and critic
22 end for
23 end for

Both training approaches ultimately achieved tracking of
the target signal, as depicted in FIGURE 9. With increasing
average reward per episode, the average error in tracking
the target signal gradually converged to a range close to
zero. Additionally, the results indicate that training with a
smaller randomness gradient achieves faster and smoother
convergence. Moreover, FIGURE 9(c)(d) suggests that this

approach performs better in tracking the target roll and yaw
angles, enhancing training stability and effectiveness.

Based on subsequent analysis of various tactical maneu-
vers and flight simulation experiments under different wind
disturbances, this flight controller demonstrates stable control
over flight. It maintains stable flight states close to and con-
sistent with the flight target, whether during different tactical
maneuvers or disturbances. These experiments confirm the
robustness and stability of the flight controller.

1) HORIZONTAL FLIGHT
Subsequently, based on the abovementioned training results,
we conducted simulation experiments of flight controller for
flight control. Firstly, horizontal flight simulations were run.
The target error commands input to the flight controller were
[1_alt = 0 m, 1_ϕ = 0 rad, 1_(v_x) = 0 m/s, 1_φ =

0 rad], which means the flight controller tracked targets are
the initial states at the start of the horizontal flight. Two
simulations were performed, one with and one without wind.
The results for horizontal flight are shown in FIGURE 10(a).
There are altitude, velocity, yaw angle, and roll angle fluc-
tuations, but all stay within reasonable ranges. The aircraft
achieves horizontal flight. FIGURE 10(b) depicts the altitude
curve during simulation, showing it remains stable near the
initial altitude. Altitude fluctuates by ±6m, within the height
error range set during training.

FIGURE 10(c) depicts the yaw angle variation curve dur-
ing simulation, exhibiting stability around the initial yaw
angle with fluctuations after 10 seconds, within ±1.5◦. This
range falls within the reasonable yaw angle error range
set during training. FIGURE 10(d) illustrates the variation
curve of the aircraft’s vx ; there are some fluctuations before
50 seconds, then stabilizing near the initial velocity with
fluctuations within ±5m, within the velocity error range
set during training. FIGURE 10(e) presents the roll angle
variation curve, stabilizing around the initial roll angle with
fluctuations within ±15◦, consistent with the reasonable roll
angle error range set during training. By comparing simula-
tion data curves with and without wind, it is observed that
even with strong wind, the flight controller maintains control
for horizontal flight. It demonstrates comparable attitude and
altitude control to that without wind, with a slight speed
increase, as shown in FIGURE 10(d), indicating a higher
stable flight speed than the initial speed due to strong wind
influence. This speed adjustment maintains flight stability,
with deviations falling within a reasonable error range. This
simulation experiment illustrates that the trained flight con-
troller has stable control and is robust against environmental
changes and uncertainties.

Simulation experiments will further validate the flight con-
troller’s ability to perform various maneuvers and assess its
performance in executing multiple tactical maneuvers. Air
combat demands a range of maneuvers, which are special-
ized flight actions by aircraft to achieve different goals. The
following simulations will focus on conducting Looping,
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FIGURE 9. Training error result with different randomness gradient.

Immelmann Turn, and Split S maneuvers. During simulation
experiments, the aircraft’s target signal will be directly set and
processed with the current flight status to derive the target
signal error. Finally, this error will be input into the flight
controller for aircraft control.

2) LOOPING
The looping maneuver can be regarded as a ‘‘spiral’’ in the
vertical direction, which the flight controller cannot accom-
plish by tracking a fixed target signal. Therefore, during the
looping simulation, we will adjust the tracked target signal
according to the maneuver’s attitude. The aircraft’s initial
altitude is set to 5575m, initial vx is 280m/s, initial yaw angle
is 22◦, and initial roll angle is 0◦. The specific target signal
commands are as follows:

Targetsignal = [
[
8623m, 22◦,

80m
s

, 0◦

]
,[

5575m, 22◦,
80m
s

, 180◦

]
,[

5575m, 22◦,
280m
s

, 0◦

]
]

Intervalstep = [50, 140]

The command specifies that for time steps 0-50,
the Targetsignal = [8623m, 22◦, 80m/s, 0◦]; for time
steps 50-140, Targetsignal = [5575m, 22◦, 80m/s, 180◦];
and for time steps greater than 140, Targetsignal =

[5575m, 22◦, 280m/s, 0◦]. The contents of Targetsignal rep-
resent the target altitude, yaw angle, velocity, and roll angle,
respectively.

FIGURE 11 presents simulation results for the looping
maneuver. As shown in FIGURE 11(a), the aircraft success-
fully executes themaneuver. FIGURE11(b)(d) depict altitude
and vx curves during the maneuver. Observe that as the air-
craft ascends from the bottom to the top of the loop, velocity
gradually decreases with increasing altitude, indicating the
conversion of kinetic to potential energy. Upon reaching peak
altitude, potential energy converts back to kinetic, causing
speed to increase until stabilizing at initial altitude and veloc-
ity upon maneuver completion. FIGURE 11(c) illustrates the
yaw angle, showing a sudden change during the 1/4 loop
due to attitude variation. Similarly, another abrupt change
occurs during the 3/4 loop to return to the initial orientation.
FIGURE 11(e) displays the roll angle, exhibiting multiple
abrupt changes. A comparison with yaw angle and altitude
curves reveals that during the 1/4 to 3/4 loop transition, the
roll angle rapidly transitions from 0◦ to 180◦ and then back
to 0◦, indicating inverted flight. Furthermore, the roll angle
undergoes multiple transitions between 180◦ and −180◦ dur-
ing intervals between main transitions. This behavior arises
from setting the roll angle range as [−180◦, 180◦], where both
−180◦ and 180◦ represent inverted attitudes—consequently,
control error fluctuations during inverted flight cause rapid
transitions between −180◦ and 180◦.
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FIGURE 10. Horizontal flight simulation.

3) IMMELMANN TURN
The Immelmann Turn maneuver, named after the renowned
German flying ace Max Immelmann of World War I, com-
bines a loop and a half-roll. It starts with horizontal flight,
followed by pulling into a loop, completing a half-roll, and
returning to horizontal flight. It converts kinetic to potential
energy in combat while altering the heading by 180◦. In our
simulation experiments, the aircraft’s initial state was iden-
tical to that in the loop maneuver simulation. The specific
target signal commands are as follows:

Targetsignal = [[5575m, 22◦, 280m/s, 0◦],[
8623m, 22◦,

80m
s

, 0◦

]
,[

5575m, 22◦,
80m
s

, 180◦

]
,

[
6794m, 22◦,

80m
s

, 180◦

]
,[

7403m, 202◦,
180m
s

, 0◦

]
,

[7220m, 202◦, 180m/s, 0◦]]

Intervalstep = [10, 60, 90, 120, 160]

FIGURE 12(a) illustrates the execution of the Immelmann
Turn by the aircraft. FIGURE 12(b)(d) depict the altitude
and speed curves during the maneuver. A precise observation
from comparison shows the conversion of kinetic energy
into potential energy after the maneuver, with the aircraft
stabilizing at the target altitude and speed for horizontal
flight. FIGURE 12(c) displays the yaw angle curve during
the Immelmann Turn. A sudden change in yaw angle occurs
as the aircraft passes through a 1/2 semicircle due to attitude
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FIGURE 11. Looping simulation.

changes, followed by a return to the target yaw angle. Upon
completion, the heading changes by 180◦. FIGURE 12(e)
presents the roll angle curve during the Immelmann Turn. The
first rapid change in roll angle to −180◦ occurs when the air-
craft passes through a 1/2 semicircle, resulting from attitude
changes. At this point, the aircraft enters an inverted flight
state. Subsequently, upon reaching the apex and returning to
horizontal flight, the roll angle quickly returns to 0◦. Similar
to the Loopingmaneuver, there aremultiple instances of rapid
roll angle changes between the two significant transitions
stemming from the constraints of the simulation setup.

4) SPLIT S
The Split S maneuver is often used for escape when having
altitude superiority. Its maneuvering process is essentially the
reverse of the Immelmann Turn, converting altitude potential
energy into speed kinetic energy while making a 180◦ turn.

When simulating this maneuver, the aircraft’s initial altitude
is 7924m, initial vx velocity is 188m/s, initial yaw angle is
22◦, and initial roll angle is 0◦. The target signal commands
for completing the simulation experiment are as follows:

Targetsignal = [[7924m, 22◦, 188m/s, 180◦],

[1828m, 202◦, −412m/s, 180◦],

[1828m, 202◦, 188m/s, 180◦],

[6095m, 202◦, 188m/s, 0◦]]

Intervalstep = [20, 45, 75]

FIGURE 13(a) depicts the simulation results of the Split S
maneuver, showing successful execution. FIGURE 13(b)(d)
represent the altitude and vx curve, respectively. As the
altitude decreases, potential energy is converted to kinetic
energy, eventually in horizontal flight post-maneuver.
FIGURE 13(c) illustrates the yaw angle curve, showing
a sudden change midway, eventually stabilizing at a 180◦
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FIGURE 12. Immelmann turn simulation.

change in heading. FIGURE 13(e) displays the roll angle
curve, demonstrating variation during the maneuver. Like
the Looping maneuver discussed earlier, the roll angle expe-

FIGURE 13. Split S simulation.

riences abrupt transitions between 180◦ and −180◦ due to
maneuver nature.

The simulation results of various tactical maneuvering
actions demonstrate that the IFC trained using the proposed
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method can achieve precise aircraft control. Moreover,
it allows direct control of the aircraft’s attitude, enhancing
control flexibility and enabling the execution of complex
tactical maneuvers. Balancing control commands improves
flight control and is robust, enabling extension to awide range
of tactical maneuvering actions.

V. CONCLUSION
In this study, we propose a deep reinforcement learning
training framework based on the guidance of the Large Lan-
guage Model (LLM), which provides direct guidance during
deep reinforcement learning training. The LLM guidance
effectively enhances the quality of data generated during
the agent’s exploration, accelerates training, mitigates sparse
rewards, and promptly provides feedback to the agent. How-
ever, 6 DOF fixed-wing aircraft control is complex. Due to
limited computational resources, the logical reasoning ability
of the benchmark LLM used in this study is lacking, and
its guidance based on local knowledge for this complex task
has deficiencies, limiting effectiveness [38]. Additionally,
practical reward functions are proposed to achieve precise
and flexible air control and equip it with robustness and
complex task ability. These incorporate roll angle error, yaw
angle error, altitude error, and velocity error to balance
the coupling relationships between various flight controls.
Moreover, to improve flight controller training efficiency
and effectiveness, a gradient for target error randomness is
introduced during training. In future research, we will focus
on combining LLM and deep reinforcement learning for
decision-making, aiming to develop a scalable, intelligent
air combat decision-making system. We expect to develop
an intelligent air combat decision-making system that is
scalable.

APPENDIX
LLM BACKSTEP PROMPT
As an expert in flight operations, you excel in using the
backward questioning strategy, carefully considering and
evaluating whether the provided flight operation instructions
are correct. A backward questioning strategy is a thinking
approach aimed at logically dissecting the core of a problem
step by step and providing answers. This strategy requires us
to ‘‘step back’’ when facing a specific problem, asking and
pondering from a broader or more fundamental perspective.
The purpose of doing so is to help us gain a deeper under-
standing of the problem, thereby providing a better answer to
the original question.
Strategy: Identification of the core issue: Firstly, identify

the core of the problem. Based on the known information,
provide a concise and professional response to the flight
control instructions needed under the current aircraft flight
goals.

Judgment of the problem: Compare the flight control
instructions given in the original problem with those identi-
fied in the core issue recognition and determine whether they
match.

Based on the judgment of the problem, provide a final
answer to the original question: ‘‘Yes’’ or ‘‘No’’ (answer
requirement).

<Known Information> {{context}} <Known
Information> <Original Question> {{question}}<Original
Question>.
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