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ABSTRACT Due to the addition of new underwater vessels and other natural noise contributors, the
underwater environment is becoming congested and noisy. Undersea monitoring sonobuoys receive multiple
mixed acoustic signals from different vessels that need to be separated and identified in the presence of
underwater noise (UWN). It is extremely challenging to separate highly correlated acoustic signals from a
noisy mixture without prior knowledge of mixing process and propagation channel. Also, in many cases, the
separated signals from the noisy mixture doesn’t accurately describe the correct signal. This study proposes a
novelmulti-stagemethod to separate underwater acoustic source signals from noisymixturewith suppression
in noise. The first stage applies multivariate blind source separation (BSS) technique known as non-negative
matrix factorization (NMF) that extracts the source signals from the noisy signal mixture. In the second stage,
Minimum mean square error (MMSE) estimator is used to reduce noise in separated/reconstructed source
signals by minimizing the mean square error (MSE) between reconstructed acoustic signal and original
clean signal, enhancing signal reconstruction quality. The results of this study indicate the effectiveness
of the proposed method in terms of MSE, signal-to-distortion ratio (SDR) and cepstral distance (CD) and
compare it with existing techniques. Based on simulation outcomes our proposed method demonstrates
superior separation performance by reducing MSE upto 47% and improving SDR of reconstructed acoustic
signals upto 28% compared to existing solutions.

INDEX TERMS Blind source separation, underwater noise, NMF, minimum mean square error (MMSE),
underwater acoustic signal, denoising, target detection.

I. INTRODUCTION
The oceanic environment is becoming competitive and
getting contested day by day. The importance to explore the
undersea environment is increasing and is directly related
to a variety of applications such as ocean environment
monitoring [1], inspection [2] and surveillance [3], target
recognition [4] and identification of any other marine
vessels [5], The acoustic signature radiated by a particular
marine vessel has unique information that can be utilized
for identification, classification and detection purposes for a
diverse range of military and defense applications [6], [7].

The associate editor coordinating the review of this manuscript and

approving it for publication was Yougan Chen .

The harsh hydrological characteristics of the ocean and
the presence of various Gaussian/non-Gaussian impulsive
noises make it hard for existing detection systems to identify
underwater vehicles. Figure 1 illustrates the underwater noisy
environment and complexity of vessel detection.

Underwater vessels and surface vessels generate acoustic
signals which are received by a passive sonar buoy [8] for
the identification and further post processing. However, these
acoustic mixtures are corrupted by complex marine noise
making it extremely challenging for traditional detectors to
separate and reconstruct them. Furthermore, due to random-
ness of the underwater mixing process and propagation chan-
nel, the detection system needs to be independent of these
prior conditions. Blind Source Separation (BSS) techniques
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FIGURE 1. Illustration of an ocean noise sources.

serves as a promising solution in for such unpredictable
environments [9]. However, the performance and efficiency
of BSS is further degraded in noisy environments due to
underwater background noise.

Several approaches in the BSS domain are proposed in
speech recognition and enhancement systems that justifies
the problem in underwater context. Previously, Kalman
filtering is used in conjunction with BSS techniques to
mitigate the noise problem in a soundmixture [10].Moreover,
authors in [11] improved the performance of BSS for
multiple audio sources by using the Wiener filter coefficients
generated from the BSS process and applying them to
estimate speech signals. Another approach proposed by
authors in [12] using a two-channel adaptive BSS built on the
Normalized Least-Mean Square (NLMS) technique that uses
variable step lengths for steady-state scenarios. Additionally,
a gradient-based approach AdaGrade is proposed by authors
in [13] for BSS. A combinational approach is proposed
in [14] to improve traditional BSS that exploits Eigen filtering
for determining the highest frequencies of a signal before
applying wavelet denoising. Wavelet denoising suppresses
noise components and retains acoustic signals despite their
frequency composition.

Further, several statistical signal processing methods are
widely applied to noisy mixtures for various applications
such as Independent Component Analysis (ICA) [15], Sparse
Component Analysis (SCA) [16] andNMF [17]. ICA is based
on the concept that each signal source should have aminimum
statistical relationship with the other. FastICA is one of
the prominently used ICA algorithms for optimization [18].

Fast ICA relies on the assumption that the source signals
are statistically independent and non-Gaussian. In com-
plex underwater environments where acoustic signals can
exhibit nonlinear mixing and dependencies due to multipath
propagation, this assumption may not always hold [19].
Underdetermined systems can be separated using SCA, but
sparse signal sources do not apply to all mixed cases [20].
The powerful NMF method solves the problems for a
positive multi-source signal matrix [21]. It is applicable
to non-sparse cases as well as statistically independent
signals and has no non-Gaussian restrictions. Traditional
NMF offers a parts-based representation that is useful for
identifying sources in mixed signals based on their additive
components. However, it does not directly address the issue
of minimizing reconstruction error or noise. Therefore, the
proposed method in this study combines the reconstruction
error minimization of MMSE, which aims to reduce the
MSE between the separated signals and the original signals,
with the sparsity and part-based representation of NMF. This
property allows for a more flexible approach that does not
strictly require statistical independence, making it potentially
more effective in handling the correlated and complex nature
of underwater signals. Moreover, the proposed approach
provides an adaptive framework that can better handle the
variability and unpredictability of underwater noise sources
thus offering a robust solution to aforementioned problem.

Various BSS approaches have also been studied in the
maritime domain to resolve different problems, but to our
knowledge, none of these studies have addressed the problem
of enhancing signal quality post BSS of noisy acoustic
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mixtures which is a prevalent problem in marine vessel
identification and classification. Authors in [22] proposed
a negentropy-based FastICA acoustic signals separation
technique. However, their proposed method did not consider
UWN noise in acoustic signals. Then, another underwater
acoustic source separation method is proposed in [23] based
on the time-frequency masking in which bidirectional Long
Short-Term Memory (Bi-LSTM) is used to estimate the
amplitude mask. Mean Square Error (MSE) is computed
between the labeled masks and estimated masks as the
cost function. However, the ocean’s background noise is
considered negligible. Moreover, authors in [24] separated
various underwater acoustic sources in the presence of
multipath and coherence of their power spectral density
(PSD). Authors in [25] introduced a method to identify
unknown noise sources in 3D underwater environments
with multipath effects using Blind Source Separation (BSS).
The system applies pre-and postprocessing tailored for
underwater conditions to detect dominant sources per fre-
quency subband, characterize them using magnitude squared
coherence estimate (MSCE) and maximum cross correlation
(MCC), and classify based on the coherence between their
estimated power spectral density (PSD) and that of known
sources. Therefore, their study is tailored to classify noise
sources using BSS model addressing underwater multipath
problem only.

Further, a single-channel underwater BSS mechanism is
developed by authors in [26] using optimized NMF and Fas-
tICA together. The spatial and spectral correlation constraints
of underwater sound signals are added to NMF to improve its
performance in terms of non-convexity and feature correla-
tion. Recently, authors in [27] presented a denoising method,
SVMD-FuDE-WPD, for ship-radiated noise (SN) in the
marine environment. It combines successive variational mode
decomposition (SVMD), fuzzy dispersion entropy (FuDE)-
based dual-threshold analysis, and wavelet packet denoising
(WPD) to effectively extract SN from contaminated signals.
SVMD decomposes SN into intrinsic mode functions (IMFs),
while FuDE classifies IMFs into signal, noise-signal, and
noise categories. WPD then denoises the signal IMFs
and noise-signal IMFs for final signal reconstruction. The
same author in his recent study [28] introduces improved
Ensemble Dispersion Lempel-Ziv complexity (EDLZC) and
multi-scale (MEDLZC) by incorporating multiple effective
mapping methods and coarse granulation, MEDLZC reflects
complexity information at different scales, offering improved
anti-noise performance, sensitivity to dynamic changes, and
effective feature extraction for various types of measured
ship-radiated noise (SN) signals. However, in both studies,
the denoising is performed for original SN signals.

To the best of our knowledge, existing BSS methods in
the underwater domain have primarily focused on separating
underwater acoustic signals without addressing noise filtering
of reconstructed/separated signals. This practice degrades the
detection performance due to residual noise after separation
process in realistic scenarios. Therefore, it is very important

to enhance the separated signal’s quality by minimizing the
effect of noise after BSS. While studies in speech [29] and
medical [30] domains have explored BSS under diverse noise
conditions, there exists a significant gap in addressing the
unique challenges posed by various forms of underwater
noise on the separated signals after the BSS process for
improved detection performance. This study introduces a
novel approach that considers the mitigation of underwater
Gaussian noise from the separated underwater acoustic
signals resulting from the BSS process. Thus, our research
is the first of its kind to perform BSS of real underwater
signals while effectively mitigating the effects of noise in the
reconstructed signals to enhance post BSS signal quality. The
main contributions to this paper are as follows:
• An enhanced NMF-based BSS solution for real under-
water acoustic signals corrupted by underwater Gaus-
sian noise is proposed.

• We present an underwater noise model based on
Gaussian distribution to be added to the acoustic mixture
from underwater vessels.

• Then, we perform the source separation from the
acoustic mixture by reconstructing the sound sources
using our proposed NMF under the noise model.

• Further, the adaptive Minimum mean square error
(MMSE) method is implemented to suppress the effect
of noise by minimizing the MSE between the estimated
and clean acoustic signal.

• Finally, the reconstructed underwater acoustic source
signals from our proposed method are compared with
the ones obtained from existing source separation tech-
niques, thus, in terms of signal estimation performance,
our method outperforms iFastICA and traditional NMF,
as indicated by lower MSE, higher SDR, and lower CD.

The rest of the article is organized into the following
sections. Section II presents an underwater noise model
based on the Gaussian distribution. Section III discusses the
concept of the classical NMF separation algorithm and NMF
source separation of noisy mixed acoustic signals. Section IV
provides the concept of the proposed enhanced MMSE-NMF
separation of mixed noisy acoustic signals. In section V,
the performance of our proposed MMSE-NMF algorithm
is evaluated and compared with existing techniques. Sec-
tion 6 concludes our paper with some future suggestions.

II. UNDERWATER NOISE MODEL
An Underwater Noise (UWN) model can be developed by
employing Sound Pressure Levels (SPL) gathered through
transducers deployed in a specific aquatic region or by
analyzing recordings captured by hydrophones, to charac-
terize noise statistically. Typically, to model noise in a
fixed water area, noise characteristics are described using
parameters such as mean, variance, probability density
function (PDF), and frequency spectrum. Noise frequency
components are represented as average intensities using
the power spectrum function. Most of the applications in
underwater domain is made using Gaussian noise assumption
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FIGURE 2. Probability distribution of noise data fitted to the Gaussian
distribution model.

which is the cumulative effect of underwater noises. However,
the underwater noise can be non-Gaussian impulsive noise as
well [31]. In the study presented in this paper, the Gaussian
noise model is considered only. The following equations can
be used to determine an amplitude distribution that obeys
X (u, σ 2) of Gaussian distribution:

φ(x) =
1

σ
√
(2π )

exp
[
−

(x − u)2

2σ 2

]
(1)

The mean and variance are expressed as:

u = ⟨x⟩ =
∫
+∞

−∞

φ(x) pdx (2)

σ 2
= ⟨(x − u)2⟩ =

∫
+∞

−∞

(x − u)2φ(x) xdx (3)

An experiment has been conducted within a controlled
environment to verify if the underwater noise follows the
Gaussian distribution within a designated aquatic region.
The underwater noise is recorded in laboratory shallow
water field at 4 m depth using a Snap acoustic recorder
with a HTI-96-min hydrophone with sensitivity of -170dBV
ref:1uPa kept at one-meter distance from the noise source.
The recording procedure is conducted continuously for two
hours (7200 secs) at a 44.1KHz sampling rate. Afterward, the
acquired data is fitted to various distribution models. Fitting
results show that the above Gaussian distribution model can
statistically describe noise in the trial water field as shown
in Figure 2. This data fitting approach is being used in
literature widely to confirm the theoretical distribution of the
noise data in the experimental field [32]. The Power Spectral
Density (PSD) of the recorded noise data is demonstrated
in Figure 3. The noise’s frequency spectrum spans from few
Hz to more than 2KHz indicating that the noise components
across both low and high frequencies. There is a notable
decrease in power at frequencies higher than the prominent
peak indicating the sound absorption characteristic of water
at high frequencies.

FIGURE 3. Power spectral density of the recorded noise data.

III. PROPOSED NMF-MMSE BASED BSS MODEL
Let’s assume there are n dimension sources and m dimension
mixed entries. Consider the unknown acoustic source signals
matrix or coefficient matrix is represented by U ∈ Rn×r the
non-negative signal data matrix is W ∈ Rm×r the mixed
matrix is represented by Y ∈ Rm×n; where r denotes the
length of the signal such that, r ≫ m, n. Then, the signal
mixture model can be written as

Wm×r = Ym×nUn×r (4)

As with NMF, the hybrid model decomposes any
non-negative matrix W into the product of two non-negative
matrices Y and U. Thus, NMF can be used to extract
the targetted source signal from the mixed signal. This
method has a simple algorithm and concise implementation
that makes it easy to understand and apply multivariate
statistical analysis [21]. The objective function of the NMF
algorithmmust be optimized and the rules of the factorization
matrix must be established in an iterative process to obtain
the final required factorization matrix [33]. This method
is only suitable for matrix factorization. A signal can be
separated based on some parameters or based on direct signal
estimation depending on the conditions. By optimizing these
parameters, the objective function or cost function of the
algorithm is minimized or maximized. This process is known
as optimization. Usually, the optimization is carried out
under certain constraints. Hence, parameters can be solved or
signals can be estimated in order to establish target functions.
In order to achieve the factorization of non-negative matrices,
it is imperative to find an objective function that can
be used to measure the extent of correlation between
the matrices. During the whole process, all the matrices
must be non-negative. The mostly used NMF objective
functions in literature are the objective function under
maximum likelihood estimation, Euclidean distance and
Kullback-Leibler (KL) divergence [34] which are represented
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mathematically as follows from (7) to (8) respectively:

F(W|YU) =
m∑
i=1

n∑
j=1

(
(W)ijlog2((YU)ij − (YU)ij)

)
(5)

E(W|YU) =
1
2
||W− YU||2 =

1
2

∑
i,j

(
(W)ij − (YU)ij

)2

(6)

KL(W|YU) =
∑
i,j

(
(W)ij)ln

(W)ij
(YU)ij

− (Wij)+ (YU)ij

)
(7)

Due to the higher sensitivity of KL divergence compared to
Euclidean distance and the potential of KL divergence for
acoustic signal estimation, the objective function used in this
paper is KL divergence. Thus, the problem is converted into
an optimization in (8):

[Y,U] = argminKL(W||YU)

s.t. (Y)ij ≥ 0, (U)ij ≥ 0 (8)

The incremental iterations for U and Y are written mathemat-
ically as follows. These iterations follow the gradient descent
method.

(U)au←− (U)au + ηau

[ ∑
i

(Y)ia
(W)iu
(YU)iu

−

∑
i

(Y)ia

]
(9)

(Y)ia←− (Y)ia + ηia

[ ∑
u

(U)au
(W)iu
(YU)iu

−

∑
u

(U)au

]
(10)

As a result of gradient descent, the results of an unconstrained
optimization problem cannot be guaranteed to be non-
negative. However, the multiplication algorithm can be
written using the gradient descent method as follows.

(U)kj←− (U)kj

∑
i(Y)ik (W)ij/(YU)ij∑

i(Y)ik
(11)

(Y)ik ←− (Y)ik

∑
j(U)kj (W)ij/(YU)ij∑

j(U)kj
(12)

As discussed here, the algorithm is a classical NMF algorithm
without any noise involved. A noise component can then be
added to the signal mixture, and the influence of noise on the
NMF algorithm will be examined.

A. NMF SOURCE SEPARATION UNDER NOISE
When the noise is added to the signal mixture, the signal
mixing model with added noise can be represented mathe-
matically as follows.

W = YU+ N (13)

where N is the underwater Gaussian noise, correspondingly,
the expanded KL divergence is:

KL =
∑
i,j

(
(W)ij)ln

(W)ij
(YU)ij + (N)ij

− (W)ij + (YU)ij + (N)ij

)
(14)

When the condition of non-negative constraint is applied.∑
i,j

( ∑
z

(Yiz)(U)zj + (Nij)
)
=

∑
z,j

(U)zj
∑
i

(Y)iz +
∑
i,j

(N)ij

=

∑
z,j

(U)zj +
∑
i,j

(N)ij

=

∑
i,j

(W)ij (15)

the optimization model can be written as:

[Y,U,N] = argminKL(W||YU)

s.t.
∑
i

(Y)ij = 1

(Y)ij ≥ 0, (U)ij ≥ 0, (N)ij ≥ 0, (16)

The multiplication algorithm is used for iteration as shown
below.

(U)kj←− (U)kj

∑
i(Y)ik (W)ij/

(
(YU)ij + (N)ij

)
∑

i(Y)ik
(17)

(Y)ik ←− (Y)ik

∑
j(U)kj (W)ij/

(
(YU)ij + (N)ij

)
∑

j(U)kj
(18)

B. NMF SOURCE SEPARATION OF NOISY MIXTURE WITH
MMSE
Let’s consider N number of source signals are linearly mixed
together and the mixture of these source signals are observed
at M number of sensors/observed mixture. In this study,
we have used an underdetermined BSS system which implies
that N > M as described in [16]. In this study model,
only one receiving sensor is assumed therefore, there is no
cross-coupling effect of multiple channels in the received
signal mixture. If s(t) denotes an acoustic source signal for
i = 1, . . . .,N , M = 1 then the received underwater
acoustic mixture y(t) is an instantaneous linear combination
ofN number of acoustic sources contaminated by underwater
noise u(t), then it can be mathematically modeled as:

y(t) =
N∑
i=1

[hi(t)si(t)]+ u(t) (19)

where hi(t) is the impulse response of the unknown
underwater channel that is from the ith source to the sensor.
The core idea is to separate received mixed signals into
their source components without any prior information on
clean signals or channel. Our current model assumes that
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FIGURE 4. Block diagram of proposed MMSE-NMF system.

the UWA channel, like the source signals, is unknown
and not explicitly modeled. This approach is common
in BSS scenarios where the goal is to develop methods
robust enough to handle variabilities in the channel without
requiring explicit modeling or prior knowledge of channel
characteristics. The mixing process and the proposed model
of this study are shown in Figure 4. Generally, an acoustic
sensor can receive sounds from N number of sources in
the presence of an interfering noise. Then the noisy mixture
y(t) is fed to the MMSE-NMF blind source separator and
estimator unit which separates and estimates the sources ŝ1(t),
ŝ2(t),. . . ,ŝN (t).

Algorithm 1 NMF Separation from Noisy Mixture

Input: W,Y0, U0, srcnumber, iter, stopcriterion
Output: Y and U matrices, optimized cost function
Define function divergence of KL cost function in
Eq. (7)
Set count ← 0;
Set beta← 1
Initialize cost function as an empty list
Random initialization of matrices Y and U
while beta ≥ stopcriterion and count ≤ iter do

Update Y and U matrices based on gradient
descent according to Eq. (9), (10), (11), (12).
Compute cost function
beta=divergence(W,Y,U)
costfunction.append(beta)
count=count+1

end
if count ← iter then

stop the iterative process
else

convergence after count iterations
end
return Y, U, cost function

First, the goal is to separate all the acoustic source signals
from the mixed signal using NMF separation modelled
in (16), (17) and (18). Then, well known MMSE estimator
is employed to minimize the noise in all of its separated com-
ponents. MMSE denoising reduces noise while preserving
the important features of the observed signal and minimizing
signal degradation. In this method, the original signal is esti-
mated by minimizing the MSE between the separated and the
clean signal. Its demonstrated ability to effectively denoise
signal components corrupted by Gaussian noise makes it
statistically optimal for linear signal models with Gaussian
noise distributions [35]. Also, MMSE is a highly adaptive
technique that has the ability to adjust to the observed acoustic
mixture accordingly. Adaptive MMSE filtering dynamically
adjusts its filter coefficients based on the characteristics of
the input signal and noise. This adaptability allows the filter
to effectively track changes in the noise statistics over time,
ensuring promising denoising performance in non-stationary
environments, such as underwater acoustic channels with
varying noise levels and characteristics [36], [37].

If underwater acoustic source signals, noise and received
noisy acoustic mixture are converted into the frequency
domain, then these are denoted by Si(k), N (k), Y (k). Here,
k denotes the position of the coefficients in the transform
domain. With the assumption, that transformed coefficients
are statistically independent. The design criteria for the
estimator for the observation to minimize the MSE can be
written as follows:

E[Si(k)− Ŝi(k)] (20)

E[.] represents the expectation operator and Ŝ(k) is the
estimated acoustic source signal. The minimization of mean
square error (MSE) in Equ. (20) can be achieved using
the MMSE filter. In the presence of underwater noise
y(t); 0 ≤ t ≤ T with received signal mixture Y (k). We can
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obtain estimated Ŝi(k) using [38] model.

Ŝi(k) = E[Si(k)|Y (k)] (21)

Then, Equ. (21) can be further expanded by using Bayes’
theorem [38]:

Ŝi(k) =

∫
∞

−∞
akp

(
Y (k)/ak

)
p(ak )dak∫

∞

−∞
p
(
Y (k)/ak

)
p(ak )dak

(22)

Here, p(.) denotes probability density function (PDF) and
ak is a dummy variable that represents all values of Si(k).
In this paper, Gaussian distribution model is presented, then

p
(
Y (k)/ak

)
and p(ak ) can be mathematically represented in

terms of variance of Gaussian noise as follows:

p
(
Y (k)/ak

)
=

1
√
(2πλn(k))

exp
(
−

(Y (k)− ak )2

2λn(k)

)
(23)

p(ak ) =
1

√
(2πλx(k))

exp
(
−

(ak )2

2λs(k)

)
(24)

where λn(k) = E[|N (k)2] and λs(k) = E[|S(k)2] represent
the variance of noise and clean acoustic source signal
respectively. If η(k) denotes a priori SNR, then it can be
mathematically explained as the ratio of signal variance to
noise variance as follows:

η(k) =
λs(k)
λn(k)

. (25)

Then, by inserting (23) and (24) in (22), the estimated
acoustic signal Ŝ(k) in terms of a priori SNR can now be
written mathematically as:

Ŝ(k) =
η(k)

η(k)+ 1
γk (26)

The detailed method for estimating λs is mentioned in [39].
The parameters λ̂s and λs can be estimated by using method
in [38]. For each frame, the a priori SNR estimate is updated
by using the following equation:

λ̂s = αλ̂s(k)p + (1− α)max(Y (k)2 − λs(k), 0) (27)

Here, themax function determines the non-negative values.
The estimated value of λs in the previous frame is λ̂s(k)p and
α is a adjustable tuning constant to improve estimation results
that ranges from 0 to 1. In this study, the α is set to 0.98 that
exhibited best estimated results in our case. The complete
implementation of our proposed method is detailed in the
Algorithm 1 and Algorithm 2.

C. COMPLEXITY OF MMSE-NMF AND COMPARISION
Our proposed method combines two distinct approaches:
NMF-basedBlind Source Separation (BSS) andMMSE-based
denoising and enhancement of separated acoustic signals.
The computational complexity of each method is evaluated
separately. In addition, the complexities of other statistical
BSS methods are also evaluated and compared with NMF

Algorithm 2 Denoising and Enhancement of Separated
Signals
Function:MMSE denoiser
Input data: Separated audio U {from algorithm 1}
Result: Denoised audio (.wav)
Calculate frame size len from sampling rate of audio
Partition U into frames[k] of size len using Hamming
window with 50% overlap
Initialize noise statistics using the first segment of
frames (approximately 0.5 seconds)
Define firstseg[k, f] as the magnitude of the first
segment of frames.
Calculate the mean noise level for each frequency index
y: NoiseMean[f] = Mean(firstseg[:, f])
Calculate the mean noise variance for each frequency
index y: NoiseVar[f] = Mean(firstseg[:, f]2)
Define Nframes[k, f] as the magnitude of all subsequent
frames.
{Set threshold for acoustic activity detection (AAD)
alp=0.15}
{Set smoothing parameter alpha=0.98 }
for k in (Nframes) do

for f in (len) do
Perform Fast Fourier Transform (FFT) on each
frame to compute Signal variance sig2 (λs(k)) in
{Eq. (25)}
sig[k,f] = |Coeffs[k, f]|
sig2[k,f] = |Coeffs[k, f]|2

gammak = min(sig2[k, f ]/NoiseVar[f ], 40)
ksi = alpha+ (1−alpha)∗max(gammak−1, 0)
{from Eq. (27)}
logsigmak = gammak×ksi/(1+ksi)−log(1+ksi)
{from Eq. 26}
aad = sum(logsigmak)/len {Acoustic activity
detection}
if Aad < alp then

{update NoiseMean[f], NoiseVar[f]}
end
A = ksi/1+ ksi {MMSE estimation}
Svk = A× gammak Calculate the spectral gain
factor for each frequency bin f in frame k:
spectralgain[k, f] for Nframes[k, f]
Apply the spectral gain to denoise:
deframes[k, p] = Nframes[k, f] x
spectralgain[k, p]

end
InverseFFT(deframes) {Inverse FFT to time domain
on all frames}

end

which is used in this study. Since, NMF is an iterative
process to decompose a non -negative matrix W of size
m × r into two non-negative matrices Y (size m × n)
and U (size n × r) and multiplicative updates on every
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iteration, its overall complexity can be written as O(i.mrk)
for i number of operations. The solution of NMF based
model W = YU refer to the multiplication operations of
multiple n× nmatrices, therefore their time complexities are
all above O(n2). The optimization problem associated with
NMF involves determining the non-negative rank and and
computing the corresponding factorization is more complex
than its with respect to determining the non-negative rank and
computing the associated factorization, is more difficult than
its unconstrained counterpart. It is considered as NP-hard
that require both the dimension and the factorization rank of
W to increase, which was proved via relating it to NP-hard
intermediate simplex problem by a study [40].

The computational complexity of FastICA is roughly
O(mn2) for estimation of n components from m samples
involving iterations. The number of iterations can vary
significantly based on the data and convergence criteria.
Subsequently, Singular Value decomposition (SVD) of m×n
matrix generaly runs at O(mn2) when using standard algo-
rithms. While, principal component analysis (PCA) typically
involves computing the covariance matrix of the dataset
which is O(mn2) (assuming m samples and n features). The
overall complexity is dominated by the eigen decomposition
step, therefore offering O(n3). Among these methods, PCA
and SVD have the highest computational complexity due to
the O(n3) term involved in eigen decomposition or matrix
factorization. FastICA’s complexity, while also significant,
may be preferable in scenarios where number of components
is much smaller than the number of samples. NMF is
potentially costly due to the need for multiple iterations and
can be efficient if the rank of decomposition is kept low and
convergence is reached quickly.

The adaptiveMMSE used in this study offers low computa-
tional complexity when it comes to Gaussian noise compared
to state of the art denoising methods. The computational
complexity of the MMSE estimator is mainly determined by
the Fast Fourier Transform (FFT) and Inverse Fast Fourier
Transform (FFT) operations each contributingO(N×LlogL).
N represents the number of frames is proportional to M/L
with 50% overlap, it would be closer to 2M/L and scales to
O(MlogL), where M denotes the signal length and L is the
frame size.

IV. SIMULATION RESULTS AND PERFORMANCE
DISCUSSION
In this section, we discuss the performance evaluation of the
proposed method using the MATLAB (R2021b) software on
Intel(R) Core(TM) i7-8700CPU@3.2GHzwith 16GBRAM
system. First, we use underwater source signals from the
Shipsear database [41] to generate a mixture of underwater
sound sources. Then, we add underwater Gaussian noise to
the acoustic mixture to see the effectiveness of our proposed
MMSE-NMF separation.

A. SIMULATION SETUP
The BSS problem used in this study is underdetermined,
indicating that the number of sources exceeds the observed

FIGURE 5. Normalized time evolution of source signals.

FIGURE 6. Spectrogram of underwater source signals.

mixtures. Theoretically, N number of sources has been con-
sidered in the proposed BSS model. A practical approach to
address real-world acoustic mixtures is to impose constraints
by assuming the number of sources for the mixture. It is a
common practice in the literature to make assumptions about
the number of sources involved [42], [43]. This assumption
allows for a quantitative evaluation of the effectiveness of our
proposed algorithm in separating sources under controlled
conditions.

Without the loss of generality, we assumed three underwa-
ter acoustic source signals ocean dredger, sailboat and ocean
liner. All the source acoustic signals have the same length
and sampling rate of 52734Hz for simulation purposes as
this assumption is being used in studies in the literatures [42]
and [30]. However, considering stochastic signals may need
enhanced statistical source separation that may increase the
complexity of the work. The hamming window is applied
with 75% overlap. The three acoustic source signals and their
spectrograms are shown in Figure 5 and Figure 6. The spec-
trogram of three acoustic sources displays the distribution
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FIGURE 7. Time evolution and spectrogram of mixed acoustic signal.

FIGURE 8. Time evolution and spectrogram of noisy mixture.

of energies across a wide frequency range. Especially, the
sound from the ocean dredger has dense concentration of
energy across a wide frequency rangewhich is consistent over
time. The consistent yellow-orange color suggests a steady
presence of loud sounds across the entire duration. Whereas,
the spectrogram of sailboat is mostly blue indicating low
energy and quieter sounds across the frequency spectrum.
In the ocean liner’s spectrogram, there is a noticeable red
area that is consistent over time at lower frequency range
possibly from the propeller’s noise. The mixed signal matrix
is generated by mixing all three acoustic source signals.
The time domain waveform and spectrogram of the mixing
signal are shown graphically in Figure 7. Then, the modelled
Gaussian noise in Section II is added to the acoustic signal
mixture at SNR 0dB to the acoustic signal mixture as shown
in Figure 8. However, to evaluate the performance of the
proposed method, Gaussian noise generated at various values
of SNR is added to the acoustic signal mixture for generating
results and performance analysis.

FIGURE 9. Separated/reconstructed signals from noisy acoustic mixture
using iFastICA method.

B. RESULTS AND ANALYSIS
This section provides the performance evaluation of our
proposed solution. Firstly, we provide the time evolution and
spectrogram evaluation of output signals. This study aims
to assess and contrast the effectiveness of our approach by
comparing it against established methods such as improved
FastICA [44] and traditional NMF [45]. iFastICA and NMF
are both unsupervised learning algorithms designed for linear
mixture models, assuming statistically independent source
signals. They are easily applicable to underdetermined BSS
problems. The primary objective of both methods is to
extract the underlying components or sources from mixed
signals. iFastICA achieves this goal by maximizing the
non-Gaussianity of the components, while NMF accom-
plishes it through the factorization of the observed matrix
into non-negative matrices that represent the sources and the
mixing coefficients.We implement iFastICA and traditional
NMF-based BSS approaches on the noisy mixture and
then compare it with the proposed MMSE-NMF technique.
iFastICA algorithm solves the problem of source separation

80216 VOLUME 12, 2024



R. Zaheer et al.: Blind Source Separation and Denoising of Underwater Acoustic Signals

in the presence of noise. The algorithm can cancel the
effect of noise to a certain extent but in the case of low
SNR the noise reduction is limited. The time evolution
and spectrogram of separated source signals from the noisy
mixture at SNR 10dB are shown in Figure 9.

FIGURE 10. Separated/reconstructed signals from noisy acoustic mixture
using classical NMF method.

The performance of the two-stage proposed method is
validated by implementing source separation first followed
by denoising of acoustic signals. Initially, the traditional
optimized NMF algorithm-based BSS is implemented only
on the noisy signal mixture so that the performance of
traditional NMF-BSS can be compared with our MMSE-
NMF method. The performance of classical NMF-BSS in
the presence of underwater noise at SNR 10dB, is shown
in Figure 10. These figures present the time evolution and
spectrogram representation of separated acoustic signals. The
visual analysis of the figures reveals an enhancement in
the time evolution of the separated signals compared to the
iFastICA separation results. Nevertheless, the influence of
interfering noise at a signal-to-noise ratio (SNR) of 10dB
is dominant, particularly evident in the spectrogram. The
separated signal 1 has a dense energy presence across the

entire frequency range. However, the energy levels are not as
intense, suggesting some level of attenuation in the separation
process. The separated signal 2 shows a clear pattern of
energy presence, with less energy spread across the frequency
range than the first separated signal thus resembling both
ocean dredger and ocean liner. The separated signal 3 has the
lowest energy presence across the frequency spectrum, which
may suggest a degree of signal loss during the separation.
The separated signal indicates the pronounced signal content
of ocean dredger. The signal quality needs improvement by
mitigating the impact of noise on the signal. Subsequently,
the separated source signals undergo the process of MMSE
filtering further to enhance the quality of the signal by
minimizing the estimation error as detailed in the previous
section.

The separated time evolution acoustic source signals
and their spectrogram after MMSE filtering are shown
in Figure 11.

FIGURE 11. Separated/reconstructed signals from noisy acoustic mixture
using MMSE-NMF method.
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These figures demonstrate that our proposed method has
performed much better than iFastICA and the traditional
NMF-BSS algorithm in the separation of source signal at
high SNR and suppressing the effect of noise during signal
estimation. Separated Signal 1 have a uniform distribution
of energy across the entire frequency range, similar to the
Ocean liner. This broad frequency content and the high energy
level throughout suggest that this signal could be associated
with the Ocean liner. Subsequently, the separated signal 2 has
periodic energy spikes at specific intervals and frequencies,
which is more structured similar to ocean dredger. Lastly,
the separated signal 3 appears to have the energy spikes
similar to sail boat but some frequency content is attenuate
showing poor separation performance compared to other
two sources. For numerical evaluation, we have used four
reconstruction evaluation metrics to analyze the performance
of our proposed method against iFastICA and NNMF. These
metrics have been used extensively in blind source separation
to evaluate the separation performance in the presence of
noise.

1) CORRELATION COEFFICIENT EVALUATION
The correlation coefficient can determine how similar the
waveforms of the two signals are; therefore, it is used
as a criterion for evaluating the separation performance
between the separated source signal and the original source
signal [26]. Cross-correlation between two acoustic signals is
often denoted by corr(y, y′) where y and y′ represent the clean
acoustic signal and estimated/separated signal respectively.

TABLE 1. Cross-correlation coefficient between separated signals and
original source signals obtained by iFastICA at different SNRs.

Typically, correlation coefficients span a scale from -1
to 1. A value of 1 suggests maximum similarity, 0 indicates
no relationship, and -1 signifies negative similarity. The
cross-correlation coefficients obtained as a result of the
separation process by existing methods and proposed are
shown in Table 1, 2, 3 at different values of SNR. From
the table, it is apparent that the cross-correlation between
the separated signal and its original source signal is notably
higher compared to the other two source signals, which
exhibit lower cross-correlation values. At low signal-to-
noise ratio (SNR) values, the cross-correlations between the
separated and original signals are low due to the interference

TABLE 2. Cross-correlation coefficient between separated signals and
original source signals obtained by NMF at different SNRs.

TABLE 3. Cross-correlation coefficient between separated signals and
original source signals obtained by MMSE-NMF at different SNRs.

introduced by underwater noise in the estimated acoustic
signals at low SNR. However, there exists a direct correlation
between cross-correlation and SNR. As the SNR values
increase, the cross-correlation improves. This characteristic
suggests that our proposed algorithm demonstrates a high
level of accuracy in separating sources.

2) MEAN SQUARE ERROR (MSE) CRITERION EVALUATION
We also compare the performance of our proposed model
on the MSE parameter. Using MSE, the average squared
difference between the estimated source signal and the
original source signal is measured. In short, it tells the
error rate between the estimated signal and the clean/original
signal. The MSE between the clean and estimated signal of
N length can be written mathematically as:

MSE =
1
N

N∑
i=1

(Si − Ŝi)2 (28)

This expression is being used to evaluate the performance
of iFastICA, NMF and MMSE-NMF. Smaller MSE values
indicate the estimated signal is closer to the original signal.
We calculate the MSE of iFastICA, conventional NMF
and MMSE-NMF. The results of the MSE evaluation are
shown in Figure 12. Regarding MSE, our proposed approach
exhibits notable enhancement, consistently reducing MSE
across various SNR values. Specifically, at an SNR of
20dB, MMSE-NMF achieved an average MSE of 0.4dB,
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FIGURE 12. Comparison of overall MSE obtained by iFastICA, NNMF and
proposed MMSE-NMF over different SNRs.

FIGURE 13. MSE evaluation at different mixing ratios for iFastICA, NMF
and proposed MMSE-NMF.

surpassing iFastICA and NNMF, which indicated 0.73dB
and 0.8dB, respectively. In challenging conditions, such as
SNR 0dB, where noise impact is more pronounced, our
method demonstrated an MSE of 2.3dB, outperforming
iFastICA (2.7dB) and NMF (2.5dB). Similarly, at SNR 10dB,
MMSE-NMF exhibited improved performance, minimizing
MSE to 1.4dB, significantly lower than iFastICA and NMF.
The effect of noise reduction and reduction in MSE is
more prominent at high values of SNR. It is quite evident,
NMF is robust to noise to some extent as compared to
iFastICA while MMSE component in the system enhances
system’s performance by improving clarity and accuracy
of the separated signals. Overall, our proposed method
demonstrated superior performance compared to iFastICA
and conventional NMF in minimizing the Mean Squared
Error (MSE) between the reconstructed signal and the clean
signal. On average, our method outperformed iFastICA
by 47% and conventional NMF by 35% over the given SNR
range.

Moreover, we further evaluate the performance in terms
of MSE by computing MSE between estimated signals and
clean signals by using different acoustic mixing ratios at

TABLE 4. Mixing ratios of three acoustic sources used for simulation.

a specific value of SNR. For this case, the MSE for three
mixing ratios at SNR 5dB is simulated which are shown
in Table 4. From Figure 13, it can be observed that our
proposed algorithm performed better than iFastICA and
NMF at different mixing ratios. Nonetheless, the influence
of the mixing proportion on Mean Square Error (MSE) is
evident in the figure. All algorithms resulted better outcomes,
particularly in scenario where one source contribute more
significantly to the mixture than the other two sources.
In this specific situation, the MSE achieved by our proposed
algorithm drops to 1.6 dB at 5 dB SNR, outperforming
both iFastICA and NMF. This observation underscores the
effectiveness of our proposed method, particularly in cases
involving three sources. It also validates the suitability of this
algorithm for scenarios with a limited number of sources,
as an increase in the number of sources could increase
system complexity, potentially leading to poorer separation
performance.

3) SIGNAL-TO-DISTORTION RATIO (SDR) CRITERION
EVALUATION
We have computed the overall SDR of output source signals
using iFastICA, conventional NNMF and the proposed
method after running various simulations for each estimated
source signal. SDR measures the purity of the signal and
conveys information about the possible distortion in a signal
due to added noise or other interference of convolutive signals
during BSS and estimation. It is a popular performance
parameter used by audio processing researchers to assess
the BSS performance of convolutive mixture [46]. SDR is
less sensitive to amplitude scaling issues, making it a robust
metric. We have used the following expression to evaluate
this criterion on output signals by computing energy ratios as
explained by [47].

SDR = 10log10
||Soutput ||2

||einterf + enoise + eartif ||2
(29)

where Soutput is the targetted estimated signal and einterf ,
enoise and eartif are the interference, noise and artifacts
error terms respectively. From Figure 14, the output overall
SDR of all sources is computed for iFastICA, NMF and
the proposed method and compared at various values of
SNR. It is well observed that the output SDR is directly
proportional to the SNR i.e. the output increases as a
function of the input SNR. The superiority of our proposed
MMSE-NMF method can easily be observed at lower values
of SNR. The other two methods resulted in negative SDR
when SNR is considerably low whereas, MMSE-NMF
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FIGURE 14. Comparison of overall SDR obtained by iFastICA, NMF and
proposed MMSE-NMF over different SNRs.

achieved 0.9dB SDR. This shows, that our proposed method
demonstrated better enhancement of signal quality at low
SNR. It is noted that the performance of iFastICA andNMF is
good at high SNR only when the interference from the noise
is generally less.

4) CEPSTRAL DISTANCE (CD) EVALUATION
In this subsection, the performance of enhanced signal
after separation is evaluated using frequency-based metric,
Cepstral Distance (CD). Linear predictive coding coefficients
(LPCCs) have been employed in speech systems to evaluate
the measure of the extent of distortion in the output
of estimation algorithms [48]. LPC coefficients can be
computed efficiently and offer a compact representation of
the spectral envelope of a signal. This efficiency makes
LPC attractive for real-time applications, noisy conditions
and scenarios where computational resources are limited.
If the c and ĉ are the LPC coefficients of clean signal s and
estimated signal ŝ, then the cepstral coefficients A and Â can
be computed from the following relation.

A(n) = cn +
n−1∑
m=1

m
n
[A(m)cn−m] for 1 ≤ n ≤ Z (30)

where Z denotes the order. Then, the cepstral distance
between s and ŝ can be easily calculated by using cepstral
coefficients A and Â using the following expression.

CD = 10/log10

√√√√2
Z∑
i=1

[As(i)− Aŝ(i)]2 (31)

We have evaluated the CD criterion for five input SNRs
i.e −5dB, 0dB, 5dB, 10dB, 15dB to have a clear idea of the
performance of the estimated source signal of the sailboat,
ocean liner and ocean dredger to their clean versions in the
presence of strong noise. Figure 15 shows the performance
comparisons based on the CD criterion obtained with the
iFastICA, NMF and MMSE-NMF. The CD values for noisy
signals are demonstrated for the relative comparison of the

FIGURE 15. Cepstral Distance (CD) evaluation of iFastICA, NMF, and the
proposed MMSE-NMF algorithm for estimated sources: Sailboat, Ocean
Liner, Ocean dredger.

systems. It can be observed from the figure, that the proposed
MMSE-NMF method has reported the lowest overall CD for
all three sources as compared to iFastICA and NMF. The
proposed MMSE-NMF resulted in the mean CD of 0.146,
while NMF produced 0.194, and iFastICA resulted in 0.228.
This shows the superiority of our proposed method on
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existing by reducing CD upto 36%. It is also observed that
the effectiveness of BSS methods exhibits minor variations
with distinct source signals. In general, the estimated signal
of the sailboat consistently demonstrates the lowest CD
in comparison to the ocean dredger and ocean liner. This
suggests that the reconstruction of the sailboat’s acoustic
signal is superior to the other two acoustic signals and
therefore, it is closer to its cleaner version.

V. CONCLUSION AND FUTURE RESEARCH DIRECTIONS
As a result of the fact that water noise has a major impact on
the ability to separate acoustic signals from undersea vessels
from a reverberant and noisy mixture in underwater BSS,
this paper proposes a novel two-stage approach to counter
noise interference after source separation. Source signals are
separated using single-channel NMF-based BSS, and then
denoised using adaptive MMSE for effective extraction of
clean signals to determine sources more accurately. The
enhancement of the separated signal from the noisy mixture
is performed by minimizing the MSE between the estimated
signal and the true signal.

To validate the effectiveness of the proposed model,
various simulations using different evaluation metrics (cor-
relation, MSE, SDR and CD) are carried out. The results
are evaluated and compared with iFastICA and classical
NMF from the literature where results clearly indicate
better performance in terms of separation accuracy, and
residual distortion in the estimated signal. Our proposed
method outperformed existing methods when it comes to
minimizing MSE between reconstructed signal and clean
signal upto 47%. It also validates the fact that different
mixing ratios of acoustic signals in a mixture can alter
separation accuracy and reconstruction error. In addition,
our proposed method has consistently demonstrated superior
performance both in improving SDR and lowering CD upto
36%. However, at SNR less than -5dB, the reconstruction
performance of NMF system degrades but adaptive MMSE
focuses on optimizing the signal quality post-separation.
As the noise is dominant over the the target acoustic signal
and NMF does not consider temporal or spectral correlations,
therefore, NMF can mistakenly fit the noise components
rather underlying signal. Thus, NMF requires improvements
in further studies in initialization of noisy data and adding
additional constraints during decomposition process.

In the future, further practical studies are required to
model water noise in complicated scenarios because the
baseline Gaussian model may not be applied to various
other water environments. Underwater noise in the ocean
is stratified according to its spatial distribution due to
the changes in noise characteristics and reverberations.
In that case, the Rayleigh distribution can be used to model
pressure variations and reverberations, especially in shallow
water environments where sound waves undergo random
fluctuations that occur as a result of reflection, refraction,
and scattering of the sound waves [49]. Moreover, we aim to
explore non-Gaussian underwater noise along with advanced

noise handling methods in future. Additionally, the system
can be improved by upgrading to a multi-channel/sensor
BSS setup. A multi-channel BSS system estimates the
mixing process and reconstructs the source signals through
iterative optimization, aiming to achieve the best match with
the observed mixtures based on the assumption of source
independence. Further studies would include spatial diversity
and accounts for the cross-coupling effects of acoustic signals
received by multiple sensors.
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