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ABSTRACT Amidst the ongoing wave of economic globalization, the societal demand for English profi-
ciency is escalating, particularly for individuals adept in practical applications of the language. Recognizing
the pivotal role of English reading as a cornerstone in language acquisition, there arises a need for
personalized approaches tailored to individual interests, thereby necessitating an in-depth analysis of text
emotions. Addressing the challenges in text classification within English reading courses, this study presents
a novel method for text emotion analysis. Integrating sentiment dictionaries with BI-GRU networks, the
proposed approach significantly enhances the efficiency of text emotion recognition while simultaneously
fostering students’ engagement. By segmenting the emotion dictionary based on polarity and extracting
pertinent features, the study amalgamates these with BI-GRU features at the feature level. This fusion
facilitates emotion classification within reading texts through sophisticated activation functions. Notably,
the precision of recognizing positive, negative, and neutral emotions reaches an impressive 92.5%, marking
a notable improvement over methods devoid of dictionary feature integration. This framework offers novel
insights for future English reading material development and intelligent learning strategies to bolster student

enthusiasm and chart a promising trajectory for cultivating practical English talents.

INDEX TERMS Sentiment dictionary, English teaching, teaching methods, BI-GRU.

I. INTRODUCTION

Globalization has swept the whole world these years, bring-
ing tremendous opportunities and challenges to all countries
and regions. On the one hand, countries worldwide have
cooperated and exchanged in various fields such as eco-
nomics, politics, society, science, and technology, and the
interdependence and mutual penetration between countries
have become increasingly close [1]. Especially in the eco-
nomic field, countries’ goods and consulting services can
freely circulate in the global market, and the national finan-
cial system has developed into an interdependent trade and
investment system. In this context, the importance of for-
eign languages has also been highlighted [2]. In developing
information capital brought about by globalization, govern-
ments of all countries regard education as a significant factor
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in ensuring national economic creativity and competitive-
ness. In other words, governments worldwide increasingly
regard education policies as countermeasures to participate
in global competition and cooperation. In the globalization
process, English, as the universal language, has played a
pivotal role in promoting the experiment and reform of the
whole society, resolving social and political conflicts, and
allocating economic resources and political rights. There-
fore, various countries have carried out multiple reforms in
English teaching to improve their people’s English learning
ability [3].

The increasing demand in society for English profession-
als makes it necessary for countries worldwide to combine
closely with practical applications to determine the goal of
cultivating practical English talents. As the primary place
for training English talents, universities should have the-
oretical and research-oriented talents and transmit modern
technology management and application-oriented talents to
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the front line of social production [4]. At present, it is evident
that pure English talents cannot meet the needs of the society.
How to cultivate talents with unique advantages in English is
the direction that colleges and universities should determine
in the future. It isn’t easy to obtain employment because there
are too many English professionals on the one hand, and the
other hand, in terms of school training, they only focus on
quantity, not quality. Students’ knowledge structure cannot
match that of enterprises’ employers. From these two aspects
alone, if English majors want to adapt to the development of
the economy and society, college English education should
clarify the requirements of enterprises and institutions for
English skills and carry out targeted training. In the process
of cultivating English talents, how to ensure student’s interest
in learning, especially in practical application, and how to
intelligently arrange the reading text of the boring natural
life scenes needs to be realized by more intelligent means to
realize teaching according to their aptitude [5] truly.

In addition to understanding the essential operations and
teaching of English, such as listening, speaking, reading, and
writing, practical English talents should also understand the
theme of the learning materials. Reading, as the primary way
of English learning, is also an essential course for practical
English talent training. They can understand the emotion
they want to express only by correctly commenting on the
English materials’ emotional theme [6]. Follow-up learning
can only be carried out after accurately grasping the emotion
of the reading text. It can also help the training unit refine
and arrange the reading materials, improve students’ learn-
ing interests, and complete the training of practical English
talents. Today, with the development of deep learning and
intelligent pattern recognition, it is possible to intelligently
classify emotions according to text content and help students
improve their interest in learning. Considering the learn-
ing needs of practical English talents in reading and the
tiresome reading process, this paper proposes a text emo-
tion classification framework based on data-driven dictionary
model and combined with in-depth learning method to help
schools arrange reading materials reasonably when cultivat-
ing English talents. The specific contributions of this paper
are as follows:

1. According to the emotional classification requirements
of the reading course text in the training of English
talents, this paper uses the sentiment dictionary to
complete the text feature extraction;

2. Using the BI-GRU network to extract text features
and sentiment dictionary features to complete fea-
ture fusion, the average recognition rate of positive,
negative and neutral in the text reaches 92.5%;

3. According to the text sentiment classification results
of the proposed model, the teachers were invited to
rearrange the reading course text, the positive ones
were selected for learning, and student satisfaction was
greatly improved.

The remainder of this paper is organized as follows: in
Section II, related works for sentiment dictionary and
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machine learning-based methods for the text classification
are introduced; in Section III, the sentiment dictionary and
Bi-GRU feature extraction are described for the sentiment
analysis model construction; Section IV gives the experiment
and result analysis of the sentiment classification and practi-
cal test; In Section V, we discuss the result and what should be
paid for the English talent training; Conclusion is presented
at last.

Il. RELATED WORKS

A. TEXT SENTIMENT ANALYSIS BASED ON DICTIONARY
PATTERN MATCHING

Sentimental dictionary analysis is a classic and most devel-
oped statistical probability analysis method. It uses mathe-
matical and statistical methods to count the emotional values
of all polar words in the document and takes the results as
the total emotional memory. The sentiment dictionary sum-
marizes the words related to emotion, indicates the emotion
category and polarity of each word, and grades it according
to the intensity of emotion. The text analysis is based on a
sentiment dictionary to collect all the words with emotional
polarity in a text and sum them mathematically to obtain the
ultimate value [7]. In the research of sentiment dictionar-
ies, there are ways to combine rules with dictionaries and
dictionaries with machine learning. Jia and Li [8] calculate
the emotional intensity of different emotional categories of
Weibo by combining sentimental dictionaries and semantic
rules to achieve emotional classification. Wang et al. [9] com-
bined with the sentiment dictionary, extracted the emotion
keywords in the education news, calculated the weight of
each clause according to the corresponding rules, obtained
the weighted sum of each clause, and analyzed the emo-
tional tendency of the whole education news to determine
the positive and negative classification of the education news.
Xu et al. [10] realized the emotion classification of text by
using the extended sentiment dictionary and the designed
emotion scoring rules. Li et al. [11] put forward an emotional
analysis method of bullet screen comments based on the
sentiment dictionary and Naive Bayes, which is very help-
ful for monitoring the overall emotional tendency of bullet
screen videos and predicting their popularity. Lu and Wu [12]
proposed a sentiment analysis method for movie review text
based on sentiment dictionary and machine learning support
vector machine classification technology, which proved that
this method has higher accuracy of emotion classification
than the method based on an essential sentiment dictionary.
Wau et al. [13] proposed two methods to enhance neuroaffec-
tive classification using affective words. A large number of
experiments on three benchmark data sets have verified the
effectiveness of this method.

It can be seen that today, with the continuous develop-
ment of machine learning, there is little research on the
method of using sentiment dictionary alone; instead, more
use of sentiment dictionary features and then put these
contents into the corresponding deep learning and machine
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learning models to complete high-precision text sentiment
analysis.

B. RESEARCH ON TEXT SENTIMENT ANALYSIS BASED ON
MACHINE LEARNING

Concerning sentiment analysis, machine learning is one of
experimental research’s most widely used tools. This method
is divided into supervised, semi-supervised and unsupervised
machine learning algorithms according to the text processing.
The main supervised learning technologies include SVM,
KNN, NB and maximum entropy. The supervised learning
method needs to train the text classifier by using the manually
labeled data as the training set, then input the test set text
into the trained classifier and continuously tune it to achieve
good results. Mano et al. [14] designed a comprehensive
framework for emotional analysis based on naive Bayes and
genetic algorithms. Pang and Lee [15] and others studied the
performance of emotional polarity classification based on the
film review corpus by comparing it with SVM, naive Bayes,
maximum entropy, and other methods. Through experimental
verification, the accuracy of the SVM classifier is better
than that of the other two methods. Semi-supervised learning
discards the shortcomings of both methods and minimizes
the work of manual annotation of the corpus. Based on the
semi-supervised learning method, Mohammad et al. [16]
proposed a model of a small amount of manual labeling
and active learning, which solved the cross-language polarity
classification problem in machine translation. The unsuper-
vised learning method, also known as clustering, is a method
that does not need to label the corpus, and its representative
algorithm is the K-means algorithm. Turney [17], based on
an unsupervised learning algorithm, classifies comments into
two emotional types: support and non-support. The experi-
mental results in four fields show that the average accuracy
rate is 74%. In the direction of natural language processing
(NLP), word vector is the intermediate of training using the
neural network model and the core of the deep learning
model. In 2003, Bengio and Senécal [18] proposed a prob-
ability function based on a neural network, considering the
probability distribution of word sequences and the context
of each word, and obtained good experimental results by
training two text corpora. The improvement of the neural
network domain system is accompanied by the introduction
and application of new word vector tools, such as Google’s
open-source word2vec. In 2018, Li et al. [19] used a large
Chinese corpus to train and provide a variety of Chinese word
vectors based on the word2vec algorithm. With the explo-
sive increase of corpus, the RNN [20] has become the main
deep learning model and is widely used in affective analysis
tasks. The cyclic neural network has the characteristics of
memory and parameter sharing and has great advantages over
the irregular features of text sequences. The main improved
models include Bi-RNN, LSTM [21] and other structures.
Kim [22] et al. proposed a simple convolution neural net-
work based on a convolution neural network in the training
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process of word vectors, which effectively improved feature
extraction efficiency and emotion classification accuracy.

To sum up, text analysis research based on deep learning
and machine learning has become the focus of the study at this
stage, and the corresponding problems have been solved by
processing different text morphemes. Improving the emotion
recognition rate in English text classification and ensuring
the accuracy of information users receive are more important.
The method based on machine learning needs to annotate the
text data and establish the feature engineering. At the same
time, the short text length is too short, resulting in the sparse
structure of data features and ambiguity. On the contrary,
the sentiment dictionary method does not need to label data
but is limited by the construction quality of the sentiment
dictionary. Although the result of the neural network is good,
it is subject to the quantity and quality of text annotation.
Therefore, the research focus of this kind of problem is to fuse
the information features of a sentiment dictionary, reasonably
conduct text vectorization modeling, and give full play to
deep network feature extraction ability.

IIl. MODEL ESTABLISHMENT FOR THE TEXT ANALYSIS
A. CONSTRUCTION AND OPTIMIZATION OF SENTIMENT
DICTIONARY

The usual processing method of a sentiment dictionary is to
set the interval value to judge the summation result. If the
result of summation is greater than 0, it will be judged as
a positive emotion; If the result is equal to 0, it is a neutral
emotion; If the result is less than 0, it is a negative emo-
tion. The emotion dictionary classification method is simple.
Assuming that the emotion words to be analyzed are all
included in the dictionary, the emotion classification results
will also be very significant according to the polarity and
weight. The discrimination rules are shown in equation (1),
where w,qd; stands for emotional words, w; is the weight of
the corresponding label of emotion words [23].

positive, Z:nzl word; x w; > 0
sentiment orientation = { neural, ZZ] word; x w; =0
negative, Zil word; X w; < 0
(1)

Because the words that are not included in the emotion
dictionary will be lost, which will have a certain impact on
the judgment of the emotional polarity of the text; therefore,
in the process of emotion classification research, the dic-
tionary must collect as many positive, neutral and negative
emotion words as possible. The construction of the sentiment
dictionary is divided into two parts: The first part mainly car-
ries out the operations of de-duplication, word segmentation,
and de-duplication of the corpus, which can be done with the
help of word segmentation tools. The second part is mainly
about the TF - IDF high-frequency words training on the pro-
cessed corpus, the high-frequency words and essential seed
words training through the word vector model, the screening
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of the strength seed word set through Euclidean distance cal-
culation, and the strength calculation of the candidate words
through the constraint set; The emotion value of candidate
words is calculated with the help of emotion seed word set,
and finally the establishment of emotion model is realized
through dictionary optimization. The specific flow chart is
shown in Figure 1 [24]:

Text corpus

Removal —» Data preprocessing <— Segmentation
Training data
Text preprocessing
‘Word vector model ‘Word vector model

l

| 5

Cosine High-frequency ‘Enclidean .
Emotional Seed words distance word training .. Basic Seed words

Emotion

value

Sentiment intensity < Consmin calaiionr— Seed word set

Dictionary construction
Sentiment dictionary

FIGURE 1. The flow of the sentiment dictionary construction.

Compared with the classical word vector model, the BERT
model has good dynamic characteristics and can solve the
problem of polysemy. To mine the semantic information con-
tained in words, with the help of the course text corpus, words
can be mapped into high-dimensional continuous word vector
space through the BERT model [25]. BERT is a deep learning
model for sentence-level data processing. Its design aims to
comprehensively understand and represent vocabulary in sen-
tences through the bidirectional encoder of the Transformer
model. The model utilizes bidirectional learning mechanisms
to effectively capture contextual relationships and semantic
information between words in the text, thereby generating
word embeddings with rich semantic representations. In nat-
ural language processing, the BERT model is widely used
in tasks such as text classification, named entity recognition,
question-answering systems, etc. Its powerful sentence-level
representation ability supports solving complex natural lan-
guage understanding problems. In this paper, we set different
seed word sets and calculate candidate words’ emotional
polarity and intensity. When calculating the distance, we use
equations (2) - (5) to constrain:

Sent(Nword) = Count + Load + Conmean 2)

Count = Cy/ (C1 + Teour) 3

Load = C3/Tioad 4)
Tmean

Conmean = le_ (m) &)

where: Cy, Cq, C> is a constant that can be set and revised
according to the value update; Tcount, Tload, 17 1S related to
the setting of threshold T. Send(Nword) is the emotional
intensity of the candidate word, and the emotional tendency
of the candidate word is divided by calculating the emotional
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difference between the candidate word and the nearest cosine
distance.

B. EMOTION CLASSIFICATION NETWORK BASED ON
EMOTION DICTIONARY FEATURES

The RNN method is widely used in text emotion classifi-
cation because it can remember the attributes in different
time states in the sequence. Text analysis is a common time
series. In theory, RNN can model infinitely long series.
In practical applications, gradient dispersion and over-fitting
often exist. To solve these problems, the gate mechanism
was born. LSTM and GRU are representatives of the gate
mechanism [25]. Compared with LSTM, GRU has two main
differences: first, its structure is relatively simple and its
calculation speed is faster; Secondly, due to the few parame-
ters, it has a more substantial generalization effect for small
sample data sets. It can not only perfectly simulate problems
involving multiple input variables but also be used to deal
with time series prediction problems [26]. It can be seen from
the figure that the network structure of GRU is more straight-
forward. It only contains two gate control units: reset gate
and update gate, which correspond to rt and zt in Figure 2.
The reset gate is responsible for controlling the degree of
neglect of historical status information, and the update gate
changes the update speed of status information according to
the amount of historical status information in the current state.

z¢ 1
FIGURE 2. The cell of the GRU.

Although GRU can solve the gradient vanishing problem
in RNN network and improve the convergence speed of the
network based on LSTM, in a unidirectional neural network
structure such as GRU, the neuron state is always transmit-
ted from the front to the back, and the time characteristics
of the future moment information are not considered [27].
Therefore, Bi-GRU is used for modeling in this paper to
improve the recognition accuracy. The calculation method of
the Bi-GRU model is shown in equation (6) - (8):

-1
7' =GRU (x,, W ) 6)
' = GRU (x,, ’—171) )
O =W k' +'Wh+b, ®)
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t -
where _h) represents the forward hidden state, “/ is the back-

ward hidden state, VV)I is the weight matrix, x; is the input
at time step t. The fusion of emotion dictionary features and
Bi-GRU features is realized at the feature level to improve the
overall accuracy of model recognition. The framework of the
proposed method is shown in Figure 3:

! =

e | o=t BiGRU o 10|
' > —Eeature i i
| [ S
: : » Sigmoid
!

Senﬁmen»
In Dictionar}

Feature fusion Classification

Text data Feature extraction

FIGURE 3. The framework of emotion classification network based on
sentiment dictionary features.

The emotion classification method delineated in this paper,
specifically tailored for the reading texts of college-level
English learners, is graphically represented in Figure 3. The
process commences with text data preprocessing, a cru-
cial step wherein sentiment dictionary features and BI-GRU
features are meticulously extracted.

Subsequently, these two sets of features are harmoniously
fused, leveraging their strengths to enrich the classification
process. This fusion enhances the depth of analysis and
ensures a more comprehensive understanding of the nuanced
emotional context within the text.

Finally, the culmination of this process is applying a
sigmoid activation function, which serves as the pivotal
mechanism for text classification. Through its iterative com-
putations, the activation function effectively delineates the
emotional polarity embedded within the text, thus enabling
accurate and nuanced classification outcomes.

IV. EXPERIMENT RESULT AND ANALYSIS

After completing the model building, this paper classifies
the After completing the model construction, this article
classifies the emotions of articles in English reading courses
based on the characteristics of the courses learned and invited
relevant teachers to evaluate their true values. Due to the
large amount of reading text, it is challenging to complete the
classification of all content. Therefore, in this article, the first
and last parts of the article that are most relevant to the content
theme were selected for analysis. More than 100 relevant text
data were obtained for analysis and classified according to the
classic positive, negative, and neutral sentiment dictionaries.
The average length of each paragraph is 300-500 words,
which reflects the article’s theme well. While setting up the
label, we invited three teachers who have taught the course
for over five years to refine and annotate the data. Three
experienced teachers will analyze the sentiment of these data,
and two or more with the same evaluation will be directly
used as standard labels for three different teachers. In other
situations, they will be re-evaluated until all labels are labeled.
Three teachers independently review this process to ensure
the validity of the labels. According to the characteristics
of deep learning, this paper selects precision, recall and F1
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scores to evaluate the model’s performance. The index can
be got from equations (9) - (11):

TP
P=—— )
TP + FP
TP
R=—— (10)
TP + FN
2x P xR
Fl= ——— (11
P+R

where TP is the true positive, FP is the false positive and FN
represents the false negative.

A. THE RESULT FOR THE SENTIMENT CLASSIFICATION
According to the characteristics of the sentiment dictionary
and the feature analysis characteristics of the reading text,
the classic positive, negative and neutral emotions are used in
the classification of the sentiment dictionary, and three types
of statistical indicators are counted. The results are shown in
Figure 4:

[ Precision[ Recal(Jll F 1score|
1o 0.948
0.905 0.911 0.908 0.923 0.915 0.919 ==20.923,0.935

0.8 |

0.6

04

02

0.0

Positive Negative Neutral
Sentiment

FIGURE 4. The result for the proposed framework.

As shown in Figure 4, the sentiment classification network
based on the sentiment dictionary and Bi-GRU features pro-
posed has a good recognition rate for three types of emotions,
and the recognition precision of all kinds of emotions exceeds
90%. At the same time, its F1-score results show that this
method can balance precision and recall well to achieve more
moderate and accurate text emotion judgment. The fusion of
sentiment dictionary features in the proposed method is the
key of the algorithm, so to better explain the role of senti-
ment dictionary, we trained the model for adding sentiment
dictionary, and the results are shown in Figure 5:

According to the comparison of results in Figure 5, it can
be seen that after adding the sentiment dictionary feature, its
various indicators have improved, so the sentiment dictionary
feature plays an important role in improving the performance
of the text model.

B. RESULT FOR THE METHOD COMPARISON

To better verify the performance of the neural network pro-
posed for fusing sentiment dictionary features, this paper
selects TextCNN, LSTM and other methods that are widely
used in the field of text sentiment recognition for actual
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}—I— With dictionary features—®— Without dictionary features
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0.92 | 0.921
0.916
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0.89
889
0.88 | 0.882
0.875
087 1 1 1
Precision Recall F1score
Index

FIGURE 5. The result for the sentiment classification with and without
dictionary features.

testing and comparison, and the results are shown in Figure 6
and Figure 7:

10 Precision| Recall F1score
080 0.925 0 916,0.921
0.885
087605540865  g4708520840 (:86808750871 pBre
0.8
0.6
0.4
0.2
0.0 -
TextCNN LST™M Bi-LSTM GRU Bi-GRU
Methods

FIGURE 6. The comparison result for the method with dictionary features.

Figure 6 shows the average precision and recall of the
three types of emotion after adding the sentiment dictionary
feature. After adding the sentiment dictionary feature simul-
taneously, the Bi-GRU method has obvious advantages in the
classification after feature fusion. It can be seen that the reset
gate and update gate do not reduce the calculation accuracy
while improving the calculation performance of the model
itself.

Figure 7 shows that Bi-GRU has a robust feature extrac-
tion ability and can complete the emotion classification
task without adding sentiment dictionary features. Still,
it can directly complete feature extraction using differ-
ent model methods. By comparing the function of senti-
ment dictionary features, that is, comparing the average
classification results of the same cluster in Figures 6
and 7, we can find that sentiment dictionary features
can significantly promote the emotion classification abil-
ity of the model. Therefore, in future research on such
problems, enriching the types of emotion dictionaries,
improving the polarity, etc., can significantly promote text
analysis.
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FIGURE 7. The comparison result for the method without dictionary
features.

C. THE PRACTICAL TEST FOR THE PROPOSED
FRAMEWORK

To better validate the performance of the method proposed in
this article, in addition to training and analyzing the model
on historical data, practical application tests were also con-
ducted. Based on the model proposed in this article, the
applied articles in English reading classes were sentiment-
classified, and the texts with strong positivity were found. The
teacher was asked to rearrange the original texts, changing the
order of the texts without modifying the actual content. Five
positive text materials were selected and 50 students were
invited to read and learn. These 50 students did not change
this type of text, so they participated in corresponding testing
experiments after briefly familiarizing themselves with the
system. They conducted an emotional understanding of the
five texts they read and compared them with actual methods
to evaluate the effectiveness of the proposed method in prac-
tical applications. The specific results are shown in Figure 8:

096 Student satisfaction‘

o

©

@
T

0.94

o

©

=
T

0.92 0.92

Student satisfaction
=} [=}
8 8
T T

o
©
T

0.9

o

©

o
T

Text 1 Text 2 Text 3 Text 4 Text 5

Texts

FIGURE 8. The student satisfaction in the practical test.

Figure 8 shows that after the text optimization, stu-
dents’ satisfaction with the course has improved significantly.
Before the adjustment, students’ satisfaction with these
texts and courses is lower than 90%. After the content
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rearrangement, the overall satisfaction has improved. It can be
seen that for talent training, in addition to paying attention to
the study of basic knowledge, we should also grasp the overall
emotional characteristics to ensure students’ enthusiasm.

V. DISCUSSION

English reading plays a pivotal role in training English talents,
and enhancing efficiency in comprehending text materials is
paramount for improving learning outcomes. Arranging texts
based on their emotional characteristics can significantly
boost students’ interest in reading. To address these needs,
this paper proposes an automatic emotion classification
framework for English text reading, which integrates emo-
tional dictionary features and Bi-GRU features to enhance
the efficiency of emotion classification. In traditional text
emotion analysis, Tang et al. [28] improved analysis by
incorporating user and product information into the word
embedding and pooling layers. Similarly, Chen et al. [29]
enhanced classification performance by incorporating time
information into a sequence model and extracting features
through a one-dimensional convolutional neural network.
These approaches underscore the importance of feature
types and fusion methods in improving classification accu-
racy, suggesting that extracting additional text features in
future research may offer a more cost-effective strategy than
increasing network complexity.

Beyond mastering fundamental English skills, such as
listening, speaking, reading, and writing, practical English
talents should also be adept at recognizing emotions in
learning materials to enhance learning efficiency and foster
holistic development [30]. To achieve this, colleges should
prioritize practical activities aligned with societal needs,
such as English contests, speech and debate competitions,
and large-scale English events. Teachers can assess stu-
dents’ performance in these activities to gauge their practical
English abilities accurately [31]. Furthermore, extracurricular
English interest activities like dubbing and drama perfor-
mances can stimulate students’ enthusiasm for English and
hone their practical skills, contributing to cultivating practical
talents [32]. Leveraging the advantages of the Internet of
Things, big data, and artificial intelligence throughout the
educational process holds immense promise for nurturing
practical talents in the future.

VI. CONCLUSION

Aiming at the tiresome problem of reading courses in cul-
tivating practical English talents, this paper proposes a text
emotion classification method that combines the characteris-
tics of an emotion dictionary to enhance student’s learning
interest and speed up the talent training cycle. The text clas-
sification framework proposed in this paper establishes the
emotion dictionary according to the text characteristics and
extracts the corresponding emotion features. On this basis, the
BI-GRU network is used to fuse the text features and emotion
dictionary features, and the goal is finally achieved, which
is to improve the precision of emotion classification. The
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results show that the accuracy of text emotion classification is
improved by 3.6% after adding emotion dictionary features.
At the same time, when comparing methods in this paper,
using the classic TextCNN, LSTM, and other methods to
complete text emotion classification, the overall recognition
rate of the network is improved by adding emotion dictionary
features. This provides a new idea for future text classification
emotion analysis research.

In the training process of practical English talents, in addi-
tion to enhancing the ability to read text, the methods
proposed in this paper will be transferred in speech recog-
nition in the future to improve students’ oral ability is also an
important direction for future development.
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